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LIMIT DISTRIBUTIONS OF NORMS OF VECTORS OF
POSITIVE I.I.D. RANDOM VARIABLES1

By Martin Schlather

Lancaster University

This paper aims to combine the central limit theorem with the limit
theorems in extreme value theory through a parametrized class of limit
theorems where the former ones appear as special cases. To this end the
limit distributions of suitably centered and normalized lcp�n�-norms of
n-vectors of positive i.i.d. random variables are investigated. Here, c is
a positive constant and p�n� is a sequence of positive numbers that is
given intrinsically by the form of the upper tail behavior of the random
variables. A family of limit distributions is obtained if c runs over the posi-
tive real axis. The normal distribution and the extreme value distributions
appear as the endpoints of these families, namely, for c = 0+ and c = ∞,
respectively.

1. Introduction. Combining the sum and the maximum of identically
distributed random variables has been of interest to various authors. The
joint distribution of the sum and the maximum has been investigated by Chow
and Teugels (1979), Anderson and Turkman (1995), Hsing (1995) and Ho and
Hsing (1996). The central limit theorem has been combined with the limit
theorems in extreme value theory by Greenwood and Hooghiemstra (1991)
and Hooghiemstra and Greenwood (1997). They study random processes of the
formXn = max�Xn−1� αXn−1+Yn�, where the Yi are i.i.d. random variables
and α is a constant in [0, 1). Obviously, if theYn are positive random variables,
then Xn is a partial maximum for α = 0 and a partial sum for α = 1. Here a
different approach that combines the limit theorems is suggested.

Our starting point is a reformulation of the central limit theorem. Let

	x1n	p =


(

n∑
i=1
	xi	P

)1/p

� 0 < p <∞�
where x1n = �x1� � � � � xn� ∈ �n�

max�x1� � � � � xn�� p = ∞�

be the lp-(quasi-)norm of x1n and let X1n = �X1� � � � �Xn� be an n-vector of
i.i.d. positive random variables. Then, the central limit theorem says that
under certain conditions the suitably centered and normalized l1-norm ofX1n
converges to a Gaussian variable as n→∞; that is, there exist constants a�n�
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and b�n�, such that

lim
n→∞�

( 	X1n	1 − b�n�
a�n� < x

)
= ��x��

where

��x� = 1√
2π

∫ x

−∞
exp

(
−t

2

2

)
dt�

Similarly, the distribution of the suitably centered and normalized l∞-norm
of X1n converges under certain conditions to a generalized extreme value dis-
tribution GEV as n→∞; that is, there exist constants a′�n� and b′�n�, such
that

lim
n→∞�

( 	X1n	∞ − b′�n�
a′�n� < x

)
= GEV�x��

Depending on the form of the upper tail behavior of the random variable X1,
the generalized extreme value distribution GEV is the Weibull distribution
�α with parameter α > 0,

�α�x� = exp
(−�−x�α)� x < 0�

the Fréchet distribution �α with parameter α > 0,

�α�x� = exp�−x−α�� x > 0�

or the Gumbel distribution �,

��x� = exp�e−x�� x ∈ ��

For further details see Leadbetter, Lindgren and Rootzén (1983), Resnick
(1987) or Embrechts, Klüppelberg and Mikosch (1997), for example.

This paper investigates the limit behavior of 	X1n	cp�n�, where c can be
chosen freely in �0�∞� and the sequence p�n�, n ∈ �, is given intrinsically
and depends on the form of the upper tail behavior of X1. A family of limit
distributions is obtained if c runs over the positive real axis. The normal
distribution and the extreme value distributions appear as the endpoints of
these families, namely, for c = 0+ and c = ∞, respectively. If p�n� → ∞ as
n→∞, then the central limit theorem can be interpreted as the limit theorem
for a kind of diagonal sequence of the lcp�n�-norms, namely, for constants c =
c�n� converging to 0 such that c�n�p�n� = 1. The investigation of lp-norms is
interesting on its own as such norms appear when self-normalized sums are
considered; see Logan, Mallows, Rice and Shepp (1973), Griffin and Kuelbs
(1991), Hahn and Weiner (1992), Horváth and Shao (1996) and Shao (1997),
for example. In each of these papers, p is independent of n.

In Section 2, the limit theorems for random variables that belong to the
domain of attraction of a Weibull distribution or a Fréchet distribution are
presented. However, only conjectures are given if the random variables belong
to the domain of attraction of the Gumbel distribution; a partial result is given
for exponential random variables. Proofs are presented in Sections 3 to 7. In
a brief final section some open problems are mentioned.
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2. Main results. As in extreme value theory, the limit distributions of
the lcp�n�-norms depend on the form of the upper tail behavior of the random
variable X1. The cases where, with respect to the l∞-norm, the random vari-
able X1 belongs to the domain of attraction of the Weibull distribution �α or
the Fréchet distribution �α are treated in Theorems 2.2 and 2.3, respectively.
If X1 belongs to the domain of attraction of the Gumbel distribution �, some
conjectures are given; a partial result for exponential random variables is pre-
sented in Theorem 2.4. For a distribution function F, let �F = 1 − F and let
F← be the pseudo-inverse of F. The domain of attraction of a distribution F
with respect to the lp-norm is denoted by Dp�F�.

The case where p�n� is identically 1 and Xc
1 ∈ D1��� is considered first.

Theorem 2.1. Let c be a positive constant and let X1�X2� � � � be positive
i.i.d. random variables with distribution function F, where Xc

1 ∈ D1���. If

ac�n� = c−1A�n��nƐXc
1�1/c−1 and bc�n� = �nƐXc

1�1/c�
where the sequence A�n� satisfies

n

A�n�2
∫ A�n�

−ƐXc
1

t2dF
(�t+ ƐXc

1�1/c
)→ 1�(2.1)

then

lim
n→∞�

( 	X1n	c − bc�n�
ac�n�

< x

)
= ��x��

If all the moments of X1 exist, then the suitably centered and normal-
ized lc-norm of 	X1n	 converges to a normal variable for all positive, finite
constants c.

Theorem 2.2. Let X1�X2� � � � be positive i.i.d. random variables with dis-
tribution function F ∈ D∞��α� and upper endpoint xF < ∞� If p�n� = xF×
�xF −F←�1− 1/n��−1� then� for any positive constant c� there exist constants
ac�n� and bc�n�� n ∈ �� such that the unique limit distribution

Fc�x� = lim
n→∞�

( 	X1n	cp�n� − bc�n�
ac�n�

< x

)
(2.2)

exists and, furthermore,

Fc→w �� c→ 0(2.3)

and

Fc→w �α� c→∞�(2.4)

For c < 1� the constants ac�n� and bc�n� may be chosen as

ac�n� = xF2
−α/2cα/2−1��α+ 1�−1/2p�n�−1(2.5)
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and

bc�n� = xF + xFc−1 log
(
��α+ 1�c−α)p�n�−1�(2.6)

respectively� For c ≥ 1� they may be chosen as

ac�n� = xFp�n�−1 and bc�n� = xF�(2.7)

For 0 < c <∞� the distribution function Fc equals

Fc�x� = Gc�exp�Dcx+ dc���(2.8)

where the Fourier transform of Gc is given by

Gc�u� = exp
(
c−α��α+ 1�

∞∑
k=1

�iu�k
k!kα

)
�

The constants dc and Dc equal

dc = log
(
��α+ 1�c−α) and Dc = 2−α/2cα/2��α+ 1�−1/2 if c < 1�(2.9)

and

dc = 0 and Dc = c if c ≥ 1�

The distinction between c ≥ 1 and c < 1 in the theorem requires comment.
The constants chosen in (2.7) are suitable to establish (2.2) for all positive
constants c, but the density functions shift to the right as c→ 0+. Thus, the
constants in (2.7) are not suitable to establish (2.3). For simplicity, a distinction
in the norming and centering constants is made for c ≥ C and c < C, where
C is chosen arbitrarily to be 1. Indeed, ac�n� and bc�n� might also be chosen
as smooth functions in c for fixed n in order to establish (2.3).

Theorem 2.3. Let X1�X2� � � � be positive i.i.d. random variables with dis-
tribution function F ∈ D∞��α�. Then, for any positive constant c, there exist
constants ac�n� and bc�n�, n ∈ �, such that the unique limit distribution

Fc�x� = lim
n→∞�

( 	X1n	c − bc�n�
ac�n�

< x

)
exists and� furthermore�

Fc = �� c ≤ α/2

and

Fc→w �α� c→∞�(2.10)
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The constants ac�n� and bc�n� can be chosen according to the following table:

c ac�n� bc�n�

c <
α

2
n1/c−1/2 Var�Xc

1�1/2
c�ƐXc

1�1−1/c
�nƐXc

1�1/c

c = α

2
A�n�

c�nƐXc
1�1−1/c

�nƐXc
1�1/c

α

2
< c < α

	��1− α/c�	c/α(F←�1− 1/n�)c
c
(
nƐXc

1

)1−1/c �nƐXc
1�1/c

c = α
�F←�1− 1/n��c
c
(
nB�n�)1−1/c (

nB�n�)1/c
α < c ��1− α/c�1/αF←�1− 1/n� 0

Here, A�n� = n1/2�VarXc
1�1/2, if VarXc

1 is finite, and satisfies

2n
A�n�2

∫ A�n�

0
L�x1/c�x−1 dx→ 1� n→∞�

otherwise. The function L is the slowly varying function given by the represen-
tation �F�x� = x−αL�x�. The function B�n� equals

B�n� =
(
F←

(
1− 1

n

))c ∫ ∞
0

sin
(
x

[
F←

(
1− 1

n

)]−c)
dF�x1/c��

For α/2 < c ≤ α, the derivative of Fc equals the stable density

fc�x� =
1
π

∞∑
k=1

��ckα−1 + 1�
k!

xk−1 sin
kπc

α
if
α

2
< c < α�(2.11)

and

fc�x� =
1
π

∫ ∞
0

e−xuu−u sin�πu�du if c = α�(2.12)

For α < c <∞, it equals the (nonstable) density

fc�x� =
c

π

∞∑
k=1

��c−1kα+ 1�
k!

�−1�k+1x−�αk+1� sin
(
kπα

c

)
1x≥0�(2.13)

If F ∈ D∞���, the behavior of the lcp�n�-norms is more complex. In anal-
ogy to Theorems 2.2 and 2.3, where the norming and centering constants
as well as p�n� involve the norming and centering constants of the extreme
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value theorems, we conjecture the following. Denote the finite or infinite upper
endpoint of F by xF and let

A�n� = n
∫ xF

B�n�
�F�t�dt and B�n� = F←

(
1− 1

n

)
�

cf. Theorem 3.3.26 in Embrechts, Klüppelberg and Mikosch (1997). As, for
B�n� �= 0,

	X1n	cp�n� −B�n�
A�n� ≤ x⇔ 	B�n�−1X1n	cp�n� ≤ A�n�B�n�−1x+ 1(2.14)

we define

p�n� = B�n�A�n�−1

and conjecture that p�n� → ∞ as n→∞. In the limit, the right-hand side of
(2.14) is equivalent to

lim
n→∞

n∑
i=1

(
B�n�−1Xi

)cp�n� ≤ ecx�(2.15)

We conjecture that the left-hand side of (2.15) has a proper distribution. Then
A�n�−1�	X1n	cp�n� − B�n�� converges to a random variable, Yc say. Further-
more, we conjecture that Yc converges to a Gumbel variable as c→∞, and a
recentered and renormalized version of Yc converges to a normal variable as
c→ 0.

As an example of a random variable that belongs to the domain of attrac-
tion of the Gumbel distribution, an exponential variable is considered. The
following theorem provides a partial result.

Theorem 2.4. Assume that the Xi are i.i.d. exponential random variables
with distribution function F�x� = �1−e−x�1x≥0. Then the suitably centered and
normalized lc log n-norms of X1n converge in distribution to a normal variable
if 0 < c < 1/2, but not if 1/2 < c ≤ 1/�2 log 2�.

3. Auxiliary results. The following theorem and the subsequent lemma
are needed to prove convergence to the normal distribution in the theorems
of Section 2. Namely, by combining both assertions, we get that, under cer-
tain conditions, 	X1n	pn

belongs to the domain of attraction of the Gaussian
distribution, if

∑n
i=1X

pn

i does.

Theorem 3.1 [cf. Theorem 3.27 in Kallenberg (1997)]. Let I be an interval
in �. Assume that the functions hn � I → � converge uniformly on compact
sets to a continuous function h. If the real random variables Xn converge in
distribution to a random variable X as n→ ∞ and X ∈ I a.s., then hn�Xn�
converges in distribution to h�X�.
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Lemma 3.1. Letpn, n ∈ �, be a nondecreasing sequence of positive numbers.
If the positive numbers en and σn, n ∈ �, are such that σne

−1
n → 0 as n→∞,

then the complex valued functions

hn�x� =
�σnx+ en�1/pn − e1/pn

n

p−1n σne
1/pn−1
n

� n ∈ �� x ∈ ��

converge uniformly on compact sets to the identity as n → ∞. So do the
pseudo-inverses h←n of hn.

Proof. Let M be a positive number. Under the previous conditions the
Taylor expansion of hn yields

hn�x� = x+O
(
σn�1− pn�

enpn

)
for 	x	 ≤M and n→∞� ✷

The next lemma gives a convergence criterion for sequences of numbers
with double indices. It can be proved readily by contradiction, for example.
A function g is involved to allow for direct application in the following
theorems.

Lemma 3.2. Let vt�n be real numbers for n ∈ � and t ∈ � and let g � �→ �
be a function that converges to ∞ as the argument tends to ∞. Assume that

wt = lim
n→∞vt�n

exists for all t ∈ �. If limn→∞ vξ�n�� n exists and equals z for all functions ξ �
�→ � that are less than g, but that tend to ∞ as n→∞, then

lim
t→∞

wt = z�

4. Proof of Theorem 2.1. Theorems XVII.5.3 and VIII.4.1 in Feller (1971)
and Theorem 3.1 yield

�

(∑n
i=1X

c
i − nƐXc

1

A�n� < x

)
→ ��x�� n→∞�

where A�n� is given by (2.1). If en = nƐXc
1 and σn = A�n�, then

σn
en
∼ �ƐXc

1�−1A�n�−1
∫ A�n�

−ƐXc
1

t2 dF
(�t+ ƐXc

1�1/c
)

(4.1)

by (2.1). The right-hand side of (4.1) tends to 0 as n→∞, sinceA�n� converges
to ∞ by (2.1) and A �→ ∫A

−ƐXc
1
t2 dF��t + ƐXc

1�1/c� is a slowly varying function
by Theorem XVII.5.2 in Feller (1971). Thus, Lemma 3.1 and Theorem 3.1 can
be applied and yield the assertion of the theorem.
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5. Proof of Theorem 2.2. The following theorem recalls Potter’s theorem
in part (a) [cf. Theorem 1.5.6 in Bingham, Goldie and Teugels (1987)] and gives
a modification thereof in part (b).

Theorem 5.1 (Potter’s theorem). Let L be a slowly varying function.

(a) For any constants A > 1 and δ > 0, there exists a constant x0 = x0�A�δ�
such that

L�y�
L�x� ≤ Amax

{(
y

x

)δ
�

(
x

y

)δ}
for x ≥ x0 and y ≥ x0�

(b) Let h�x� be a positive function that tends to ∞ as x → ∞. Then there
exist two positive functions εh�x� and ηh�x�, both tending to 0 as x→∞, such
that for all real functions g1 and g2 with g1 ≥ h and g2 ≥ h the following
inequality holds: ∣∣∣∣L

(
g1�x�

)
L
(
g2�x�

)(g2�x�
g1�x�

)ξ�x�
− 1

∣∣∣∣ ≤ ηh�x��
Here ξ is a suitable real function depending on g1 and g2 and satisfying the
inequality 	ξ	 ≤ εh.

(c) Let q�x� be a positive function that tends to ∞ as x → ∞. Then there
exists a function ζ�x�, tending to 0 as x→∞, and

L
(
ζ�x�q�x�)
L
(
q�x�) → 1� x→∞�

Proof. (b) The function L has the representation [see, e.g., Theorem 1.3.1
in Bingham, Goldie and Teugels (1987)]

L�x� = c�x� exp
(∫ x

z
u−1δ�u�du

)
for x ≥ z�(5.1)

where c�x� → c ∈ �0�∞� and δ�x� → 0 as x→∞, and z > 0.
In the following, assume that x ≥ z and, w.l.o.g., inf x≥z c�x� > 0. Then

L
(
g1�x�

)
L
(
g2�x�

) = c
(
g1�x�

)
c
(
g2�x�

) exp(ξ�x� log g1�x�
g2�x�

)
(5.2)

for some number ξ�x� satisfying
inf

u≥min�g1�x�� g2�x��
δ�u� ≤ ξ�x� ≤ sup

u≥min�g1�x�� g2�x��
δ�u��

Thus,

L
(
g1�x�

)
L
(
g2�x�

)(g2�x�
g1�x�

)ξ�x�
− 1 = c

(
g1�x�

)
c
(
g2�x�

) − 1�
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and the assertion of part (b) holds if

εh�x� = sup
u≥h�x�

	δ�u�	 and ηh�x� =
supu≥h�x� c�u�
infu≥h�x� c�u�

− 1�

(c) Assume w.l.o.g. that q�x� > 1 for all x ∈ �. Let δ be given by (5.1),
h�x� = √

q�x�,

ζ�x� = max
{
h�x�−1� sup

u≥h�x�
	δ�u�	

}
�

g1�x� = ζ�x�q�x� and g2�x� = q�x�. Then, both g1 and g2 are bounded from
below by h. The functions ζ�x� and g1�x� tend to 0 and ∞, respectively, as
x→∞. If εh and ξ are given by part (b) and εh�x� < 1, then∣∣∣∣ξ�x� log g1�x�

g2�x�

∣∣∣∣ = 	ξ�x�	min
{	 log�h�x�−1�	� 	 log εh�x�	}

≤ εh�x�	 log εh�x�	 → 0� x→∞�
Equality (5.2) provides the assertion. ✷

The proof of Theorem 2.2 is mainly based on the following theorem.

Theorem 5.2 [Theorem 4.1.3 and the references in Bingham, Goldie and
Teugels (1987)]. Let L be a slowly varying, locally bounded function of order
O�1� at 0+. Let k be a real function and let δ be a positive constant such that∫∞
0 tσ 	k�t�	dt converges for −δ ≤ σ ≤ δ. Then,∫ ∞

0
k�t�L�xt�dt ∼ L�x�

∫ ∞
0

k�t�dt� x→∞�

Let k�t� = t−2−αe−1/t, α > 0, and U�t� = t−αL�t�, where L is a slowly
varying, locally bounded function of order O�1� at 0+. Then, Theorem 5.2
yields ∫ ∞

0

e−1/t

t2
U�βt�dt = β−α

∫ ∞
0

k�t�L�βt�dt ∼ ��α+ 1�U�β�� β→∞�(5.3)

Lemma 5.1. Let X be a positive random variable with distribution function
F ∈ D∞��α� and assume that the upper endpoint xF equals 1.

(a) ƐXβ ∼ ��α + 1� �F�1 − 1/β� as β→ ∞; that is, β �→ ƐXβ is a regularly
varying function with index −α.

(b) Let p�n� = �1 − F←�1 − 1/n��−1 and let c0 be a fixed positive number.
Then, there exist a constant C and positive functions ε�n�, η�n� and δ�n�,
n ∈ �, all of them converging to 0 as n→∞, such that, for all c ≥ c0,∣∣∣nƐXcp�n� − ��α+ 1�

cα

∣∣∣ ≤ δ�n� +C[exp(	 log c	ε�n�)(1+ η�n�)− 1
]
�
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(c) Let p�n� = �1−F←�1−1/n��−1. If c�n�, n ∈ �, is a sequence of numbers,
such that c�n� → 0 and c�n�p�n� → ∞ as n→∞, then

nƐXc�n�p�n� → ∞� n→∞�

Proof. (a) As F belongs to the domain of attraction of �α, it has the
representation �F�1 − 1/x� = x−αL�x�, where L is a slowly varying function.
Thus, it follows directly from the asymptotic equivalence that β �→ ƐXβ is
regularly varying with index −α.

For β > 0, the expectation of Xβ equals

ƐXβ=β
∫ 1

0
xβ−1 �F�x�dx = β

∫ ∞
1

(
1− 1

x

)β−1
x−2 �F

(
1− 1

x

)
dx

=
∫ ∞
0

e−1/x

x2
�F∗�1− β−1x−1�dx

+β
∫ ∞
1

�1− 1/x�β−1 − e−β/x
x2

�F
(
1− 1

x

)
dx�

(5.4)

where �F∗�1 − 1/y� = �F�1 − 1/y�1y≥1. The first term on the right-hand side
of (5.4) is asymptotically equivalent to ��α+1� �F�1−1/β� by (5.3). The second
term is asymptotically negligible since∣∣∣∣�F(1− 1

β

)−1
β
∫ ∞
1

�1− 1/x�β−1 − e−β/x
x2

�F
(
1− 1

x

)
dx

∣∣∣∣
=
∣∣∣∣ βα+1L�β�

∫ √β
1

(
1− 1

x

)β−1 − e−β/x
x2

�F
(
1− 1

x

)
dx

+
∫ √β
0

[(
1− x

β

)β−1
− e−x

]
xαL�β/x�
L�β� dx

∣∣∣∣�
As the functions x �→ �1 − 1/x�β−1 and x �→ e−β/x take their maxima within
�1� √β� at √β the right-hand side is less than or equal to

βα+1

L�β�
(�1− β−1/2�β−1 + e−√β)
+
∫ √β
0

e−x
∣∣∣∣ exp[x+ �β− 1� log

(
1− x

β

)]
− 1

∣∣∣∣xαL�β/x�L�β� dx�

The first term tends to 0 as β → ∞. So does the second, since, by Taylor’s
expansion,

sup
x∈�0�√β�

∣∣∣∣ exp[x+ �β− 1� log
(
1− x

β

)]
− 1

∣∣∣∣→ 0� β→∞�

and
∫√β
0 e−xxαL�β/x�/L�β�dx is uniformly bounded by Potter’s theorem

[Theorem 5.1(a)] for β sufficiently large.



872 M. SCHLATHER

(b) Part (a) of the lemma states that

ƐXβ

�F�1− 1/β� =
βαƐXβ

L�β� → ��α+ 1�� β→∞�(5.5)

The assumption that p�n� = �1−F←�1− 1/n��−1 is equivalent to

p�n�α = nL
(
p�n�)�(5.6)

Let β = cp�n�; combining (5.6) with (5.5) yields first

��α+ 1� − ncα L
(
p�n�)

L
(
cp�n�)ƐXcp�n� → 0� n→∞�

but then also

δ�n� = c−α0 sup
c≥c0

∣∣∣∣��α+ 1� − ncα L
(
p�n�)

L
(
cp�n�)ƐXcp�n�

∣∣∣∣→ 0� n→∞�(5.7)

since the convergence rate is determined by the lower bound c0. An application
of Potter’s theorem [Theorem 5.1(a)] to L�p�n��/L�cp�n�� in equality (5.7)
provides finite constants n0 and C = C�c0� n0�, such that nƐXcp�n� is uniformly
bounded by C for n ≥ n0 and c ≥ c0. Theorem 5.1(b) provides positive functions
η�n� and ε�n�, n ∈ �, which tend to 0 as n→∞, such that

exp
(	 log�L(p�n�)/L(cp�n�)�	) ≤ exp

(	 log c	ε�n�)(1+ η�n�)�
Then, for n ≥ n0 and c ≥ c0, the triangular inequality yields

δ�n� ≥
∣∣∣∣��α+ 1�

cα
− nƐXcp�n�

∣∣∣∣− n
∣∣∣∣ L

(
p�n�)

L
(
cp�n�) − 1

∣∣∣∣ƐXcp�n�

≥
∣∣∣∣��α+ 1�

cα
− nƐXcp�n�

∣∣∣∣−C(exp(	 log c	ε�n�)(1+ η�n�)− 1
)
�

The second inequality is true as, for arbitrary u > 0, the inequality 	u− 1	 ≤
	e	 log u	 − 1	 holds.

(c) Part (a) of the lemma and equality (5.6) give

nƐXc�n�p�n� ∼��α+ 1�nc�n�−αp�n�−αL(c�n�p�n�)
=��α+ 1�c�n�−αL

(
c�n�p�n�)
L
(
p�n�) �

(5.8)

and the assertion follows from Potter’s theorem, Theorem 5.1(a). ✷

Proof of Theorem 2.2. As p�n� = xF�xF −F←�1 − 1/n��−1 is invariant
to any rescaling of X1 and

	X1n	cp�n� − b�n�
a�n� = 	X1n/xF	cp�n� − b�n�/xF

a�n�/xF
�(5.9)
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it can be assumed w.l.o.g. that xF = 1. Subsequently, we first show that

Yc�n =
	X1n	cp�n� − 1

1−F←�1− 1/n� = p�n�(	X1n	cp�n� − 1
)

(5.10)

has a nondegenerate limit distributionHc for all nonnegative finite constants c.
Thenwe demonstrate that

Hc→w �α� c→∞�(5.11)

Finally, we show that suitably rescaled versions of Hc tend to the normal
distribution as c→ 0.

1. As ƐXm
1 ≤ 1 for all m ≥ 0, the Taylor expansion for the characteristic

function F̂c� n of Xcp�n�
1 is valid. Lemma 5.1(b) yields

F̂c� n�u� =
∞∑
k=0

�iu�k
k!

ƐX
kcp�n�
1 = 1+ ��α+ 1�

cαn

∞∑
k=1

�iu�k
k!kα

+Rn�u��(5.12)

where the remainder Rn satisfies

	nRn�u�	 ≤
∞∑
k=1

	u	k
k!kα

δ�n�

+C
∞∑
k=1

	u	k
k!kα

(
kε�n� exp

(	 log c	ε�n�)(1+ η�n�)− 1
)
�

(5.13)

The remainder Rn�u� is of order o�1/n� for fixed u, since k−α�kε�n�e	 log c	ε�n�
�1 + η�n�� − 1� is uniformly bounded in k and n for n large enough, and
converges to 0 for fixed k as n → ∞. Hence, the characteristic function of∑n

i=1X
cp�n�
1 converges pointwise to

Ĝc�u� = lim
n→∞

(
1+ ��α+ 1�

cαn

∞∑
k=1

�iu�k
k!kα

)n
= exp

(
c−α��α+ 1�

∞∑
k=1

�iu�k
k!kα

)
�

which is continuous at the origin; that is, its inverse Fourier transform Gc is
a probability distribution. Let pk�n� = k−1/αp�n�; then �1 − pk�n�−1�cp�n� →
exp�−ck1/α� > 0 as n→∞ and

�
(
X1 > 1− pk�n�−1

) = kp�n�−αL(k−1/αp�n�) ∼ k

n

by (5.6). Let ξn = 	�j ∈ �1� � � � � n� �Xj > 1− pk�n�−1�	. If k ≥ 4, then

lim
n→∞�

(
n∑
i=1

X
cp�n�
i <

exp�−ck1/α�
2

)
≤ lim

n→∞P�ξn = 0� ≤ 2
k

by Chebyshev’s inequality. This shows that Gc��0�� = 0. If we choose I =
�0�∞� and h�x� = c−1 log x in Theorem 3.1, we get

Hc�x� = lim
n→∞�

(
p�n��	X1n	cp�n� − 1� < x

) = Gc�ecx��(5.14)
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2. In order to show (5.11), it suffices to apply Lemma 3.2 for vt�n = ��p�n�
�	X1n	tp�n� − 1� ≤ x� = ��Yt�n ≤ x�, wt = Ht�x�, z = �α�x� and a specific
distribution function F ∈ D∞��α�. For simplicity, we choose F�x� = 1 − �1 −
x�α for x ∈ �0�1�, p�n� = n1/α and g�n� = log n; see Lemma 3.2. If β�n� =
c�n�p�n�, then Lemma 3.2 states that (5.11) is implied by

lim
n→∞�

(
p�n��	X1n	β�n� − 1� ≤ x) = �α�x�(5.15)

for all x ∈ � and all sequences c�n� ≤ log�n� that tend to ∞ as n → ∞.
Subsequently, we show that (5.15) holds. Let M�n� = max�X1� � � � �Xn�. As

�
(
p�n��M�n� − 1� ≤ x)
≥ �

(
p�n��	X1n	β�n� − 1� ≤ x)

= �
(
p�n�[M�n� − 1

]+M�n�p�n�[	X1n	β�n�/M�n� − 1
] ≤ x)

≥ �
(
p�n�[M�n� − 1

]+ p�n�[	X1n	β�n�/M�n� − 1
] ≤ x)

and

1 ≤ 	X1n	β�n�/M�n� ≤ n1/β�n� → 1� n→∞�
equality (5.15) is equivalent to [Theorem 25.4 in Billingsley (1995)]

1 = lim
n→∞�

(
p�n��	X1n	β�n�/M�n� − 1� < ε

)
for all ε > 0

= lim
n→∞�

(
c�n�−1 log

n∑
i=1
�Xi/M�n��β�n� < ε

)

= lim
n→∞�

( n∑
i=1

X
β�n�
i < M�n�β�n�eεc�n�

)
�

Let ε ∈ �0�1�, ξ ≥ �− log�ε/3��1/α,

Rn =
n∑
i=1

ξ+log n≤p�n��1−Xi�

X
β�n�
i � Sn =

n∑
i=1

p�n��1−Xi�≤ξ

X
β�n�
i � Tn =

n∑
i=1

ξ<p�n��1−Xi�<ξ+log n

X
β�n�
i �

Let NS and NT be the random number of summands of Sn and Tn, respec-
tively. Then, by (5.6),

VarNS ∼ ƐNS ∼ ξα

and

VarNT ∼ ƐNT ∼ �ξ + log n�α�
Assume in the following that n is large enough; then Rn ≤ n�1− �ξ + log n�/
p�n��β�n� ∼ n1−c�n�e−ξc�n�,

Ɛ
Sn

M�n�β�n� ≤ 2ξα
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and

Var
Sn

M�n�2β�n� ≤ ƐNS + VarNs ≤ 3ξα

Formula (8.357) in Gradshteyn and Ryzhik (2000) for the incomplete gamma
function yields

ƐTn = nα
∫ 1−n−1/αξ

1−n−1/α�ξ+log n�
xβ�n��1− x�α−1 dx

≤ 2α
∫ ξ+log n

ξ
e−c�n�yyα−1 dy ≤ 3αξα−1

c�n� e−c�n�ξ�

Similarly, VarTn ≤ Cc�n�−1e−2c�n�ξ for a suitable finite constant C = C�ξ� α�.
Furthermore,M�n� ≥ 1−p�n�−1ξ. ThusM�n�β�n� ≥ e−ξc�n�/2, with probability
at least 1− ε/2, and

lim
n→∞�

(
n∑
i=1

X
β�n�
i <M�n�β�n�eεc�n�

)

≥ lim
n→∞�

(
e−ξc�n�+Sn+Tn≤M�n�β�n�eεc�n� 	M�n�>1− ξ

p�n�
)(

1−ε
2

)
≥1−ε

by Chebyshev’s inequality and the asymptotic independence of Sn and Tn.

3. In the following we show that a rescaled version of Hc converges to the
normal distribution �. To this end, Lemma 3.2 is applied for v1/t�n = ��p�n�
�	X1n	tp�n� − 1� ≤ x�, w1/t = Ht�x�, z = ��x�, t → 0 and F�x� = 1 − �1 − x�α
for x ∈ �0�1�. Let β�n�, n ∈ �, be an arbitrary sequence converging to ∞ and
let τ be an arbitrary positive number. The inequality x2β�n� > τ2nƐX

2β�n�
1 /2 is

equivalent to(
xβ�n� − ƐX

β�n�
1

)2
> τ2nVar

(
X

β�n�
1

)
+ τ2nƐX2β�n�

1

(−1/2+ fn�x�)�
where fn�x� = �−2xβ�n�ƐXβ�n�

1 + �τ2n + 1��ƐXβ�n�
1 �2�/�τ2nƐX2β�n�

1 �. Since
	fn�x�	 → 0 as n→∞ for x ∈ �0�1�, by Lemma 5.1(a) we have{

x ∈ �0�1� � (xβ�n� − ƐX
β�n�
1

)2
> τ2nVarXβ�n�

1

}
⊂
{
x ∈ �0�1� � x2β�n� > τ2nƐX

2β�n�
1

/
2
}(5.16)

for n large enough. If c�n� converges to 0 and β�n� = c�n�p�n� = c�n�n1/α

tends to ∞ as n → ∞, then Lemma 5.1(c) yields that the right-hand side
of (5.16) is empty for n large enough, and the central limit theorem holds
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for
∑n

i=1X
β�n�
i [see, e.g., Theorem 49.2 in Gnedenko (1963)]. Lemma 5.1(b)

yields that, for any fixed positive constant ζ0 < 1,

sup
ζ0≤c≤1

log
(

nƐX
cp�n�
1

��α+ 1�c−α
)
→ 0� n→∞�

Let n0�1� = 1 and n0�k� be such that n0�k� > n0�k− 1� and

kα/2 sup
k−1≤c≤1

log

(
nƐX

cp�n�
1

��α+ 1�c−α
)
< k−1 for all n ≥ n0�k� and k ≥ 2�

Define ζ1�n� = k−1 for all n with n0�k� ≤ n < n0�k+ 1� and k ≥ 1. Then,

c�n�−α/2 log
(

nƐX
c�n�p�n�
1

��α+ 1�c�n�−α
)
→ 0� n→∞�(5.17)

for all sequences c�n� → 0 such that ζ1�n� ≤ c�n� for all n ∈ �. The sequence
ζ�n�,

ζ�n� = max
{
ζ1�n�� p�n�−1/�2+α�

}
� n ∈ ��(5.18)

tends to 0 as n→∞, and ζ�n�p�n� → ∞ as n→∞. In the following let c�n�
be any sequence tending to 0 as n → ∞ such that c�n� ≥ ζ�n� for all n ∈ �.
Let

ac�n� = 2−α/2cα/2−1��α+ 1�−1/2p�n�−1

and

bc�n� = 1+ c−1p�n�−1 log���α+ 1�c−α��
Then, by Lemma 5.1(a),

ac�n� ∼ c−1p�n�−1
√
nVarXcp�n�

1

(
nƐX

cp�n�
1

)c−1p�n�−1−1
�

The Taylor expansion for the exponential function and relation (5.17) yield

ac�n��n�−1
(
nƐX

β�n�
1

)1/β�n�
= ac�n��n�−1 + ac�n��n�−1

[
exp

(
β�n�−1 log

(
nƐX

β�n�
1

))
− 1

]
= ac�n��n�−1 + 2α/2��α+ 1�1/2c�n�−α/2 log(��α+ 1�c�n�−α)+ o�1�
= bc�n��n�/ac�n��n� + o�1��

Since√
nVarXβ�n�

1

/(
nƐX

β�n�
1

)
∼ c�n�α/2��α+ 1�−1/22−α/2→ 0� n→∞�
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by (5.8) and
∑n

i=1X
β�n�
i obeys the c.l.t. as shown previously, Lemma 3.1 and

Theorem 3.1 yield

�

(
	X1n	β�n� − bc�n��n�

ac�n��n�
< x

)
→ ��x�� n→∞� for all x ∈ ��

On the other hand, the distribution of

	X1n	cp�n� − bc�n�
ac�n�

= Yc�n − c−1dc
c−1Dc

�

where

dc = log���α+ 1�c−α� and Dc = 2−α/2cα/2��α+ 1�−1/2�
tends to G�exp�Dcx + dc�� as n → ∞. Since the distribution of Yc�n tends
to Hc for any distribution function F ∈ D∞��α�, the coefficients dc and Dc

can be chosen independently of F. Then the coefficients ac and bc are given
by (2.5) and (2.6) in the general case. ✷

6. Proof of Theorem 2.3. If c ≤ α/2. Theorem 2.1 can be applied and
yields directly the statement for c < α/2. If c = α/2, let Ã�n� = A�n� + ƐXc

1
and assume that the variance of X1 is not finite. Partial integration of (2.1)
and changing to the integration measure d�1−F� give

n

A�n�2
((

ƐXc
1

)2 − A�n�2
Ã�n�2L

(
Ã�n�1/c)

+2
∫ Ã�n�

0

t− ƐXc
1

t2
L
(
t1/c

)
dt

)
→ 1� n→∞�

(6.1)

SinceL�Ã�n�1/c�/ ∫ Ã�n�0 t−1L�t1/c�dt→ 0 [Bingham,Goldie andTeugels (1987),
relation (1.5.8)] and

∫∞
0 t−2L�t1/c�dt = ∫∞

0
�F�t1/c�dt is finite, condition (6.1)

is satisfied if and only if

2n
A�n�2

∫ Ã�n�

0

L�t1/c�
t

dt→ 1� n→∞�(6.2)

Since t−1L�t1/c� → 0 as t → ∞, the upper bound of the integral in (6.2) can
be replaced by A�n�.

In the following we consider the case c > α/2. Theorem 1.8.1 in
Samorodnitsky and Taqqu (1994) states that �	Xc

1n	1− b̃c�n��/ãc�n� converges
to a stable variable with characteristic function

��ζ� =


exp

(
−	ζ	α/c exp

(
−�sign ζ�iπ

( α
2c
− 1

)))
� if

α

2
< c < α,

exp
(
−	ζ	

[π
2
+ �sign ζ�i log 	ζ	

])
� if c = α,

exp
(
−	ζ	α/c

(
−�sign ζ�iπ α

2c

))
� if c > α,
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where

ãc�n�=
[
F←

(
1− 1

n

)]c∣∣∣∣�(1−αc
)∣∣∣∣c/α� b̃c�n�=nƐXc

1� if
α

2
<c<α�

ãc�n�=
[
F←

(
1−1

n

)]c
� b̃c�n�=nãc�n�

×
∫ ∞
0

sin
(

x

ãc�n�
)
dF�x1/c�� if c=α�

ãc�n�=
[
F←

(
1−1

n

)]c
�

(
1− α

c

)c/α
� b̃c�n�=0� if c>α�

If c ≤ α, we apply Theorem 3.1 and Lemma 3.1 with en = b̃c�n�, σn = ãc�n�
and pn = c. Namely, σn/en→ 0 by Potter’s theorem if c < α. If c = α, we have
ãc�n� = nL�ãc�n�1/c� and

b̃c�n�
ãc�n�

≥ n
(∫ ãc�n�

0
sin

x

ãc�n�
dF�x1/c� − �F(ãc�n�1/c))

≥ −1− sin�1� + 1
L
(
ãc�n�1/c

) ∫ ãc�n�

0

L�x1/c�
x

cos
x

ãc�n�
dx

≥ −2+ 0�5
L
(
ãc�n�1/c

) ∫ ãc�n�

0

L�x1/c�
x

dx�

Thus, ãc�n�/b̃c�n� → 0 by relation (1.5.8) in Bingham, Goldie and Teugels
(1987). The density functions (2.11) and (2.12) follow from (XVII.6.1) and
Lemma XVII.6.1 in Feller (1971) and from equality (14.32) in Sato (1999),
respectively. If c > α, then(	Xc

1n	1 − b̃c�n�
)
/ãc�n� =

(	X1n	c/ãc�n�1/c
)c

and suitable norming and centering constants for 	X1n	c are ac�n� = ãc�n�1/c
and bc�n� = 0. As the limit density function of �	Xc

1n	1 − b̃c�n��/ãc�n� equals

gc�x� =
1
πx

∞∑
k=1

��c−1kα+ 1�
k!

�−1�k+1x−αk/c sin
(
kπα

c

)
1x≥0

by Lemma XVII.6.1 in Feller (1971), the coordinate transformation x′ = x1/c

yields equality (2.13). Integrating both sides of (2.13) gives

Fc�x� = 1+
∞∑
k=1

��c−1kα+ 1�
k!

�−x−α�k c sin�kπα/c�
kπα

and the right-hand side tends to �α as c→∞. This proves (2.10). ✷



LIMIT DISTRIBUTION OF NORMS 879

7. Proof of Theorem 2.4. Stirling’s formula [formula 6.1.37 in
Abramowitz and Stegun (1984)] yields

��1+ c log n� ∼
√
2π�1+ c log n�c log�n�+1/2e−c log�n�−1�(7.1)

It follows that

ƐX
c log n
1 = ��1+ c log n� ∼

√
2cπ

√
log nnc�log�c�−1+log log n�� n→∞(7.2)

and

VarXc log n
1 ∼ ƐX

2c log n
1 ∼ 2

√
cπ
√
log nn2c�log�2c�−1+log log n�� n→∞�(7.3)

Then

σn
en
=
√
nVarXc log n

1

nƐX
c log n
1

∼ nc log 2−1/2

�cπ log n�1/4 � n→∞�

and Lemma 3.1 holds if c ≤ 1/�2 log 2�. It remains to show that
∑n

i=1X
c log n
i

obeys the c.l.t. for c < 1/2 but not for c > 1/2. Lindeberg’s condition [see
Theorem 49.2 in Gnedenko (1963)] requires that, for any positive constant τ,

K�n�=Var�Xc log n�−1
∫ ∞
	xc log n−ƐXc log n

1 	>τ
√
nVarXc log n

1

(
xc log n − ƐX

c log n
1

)2
× e−x dx→ 0� n→∞�

(7.4)

Equalities (7.2) and (7.3) imply that there exist functions η�n� = η�n� τ� and
ξ�n� which tend to 1 and �4cπ�−1/2, respectively, as n→∞, such that

K�n� = ξ�n��log n�−1/2n−2c�log�2c�−1+log log n�
∫ ∞
T log n

x2c log ne−x dx�

where

T = T�n� = 2ce1/�2c�−1η�n��
Here it has been assumed that(

nƐX
2c log n
1

)1/�2c log n� = (
n��1+ 2c log n�)1/�2c log n�

∼ 2ce1/�2c�−1 log n� n→∞�
and that both x

c log n
n /ƐX

c log n
1 for any sequence xn ≥ T�n� log n and√

nVarXc log n/ƐX
c log n
1 tend to ∞ as n→∞.

If c < 1/2, then e1/�2c�−1 > 1 and T�n� is finally greater than 2c + 2/ log n
as n→∞. As the function x �→ x2+2c log ne−x is decreasing for x > 2+ 2c log n,
it follows that, for large n,

K�x� ≤ ξ�n��log n�−1/2n−2c�log�2c�−1+log log n�

× �T log n�2+2c log ne−T log n
∫ ∞
T log n

x−2 dx�
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The prefactor of the integral equals

ξ�n�T2�log n�3/2n2c logT−T−2c�log�2c�−1��

As the function t �→ 2c log t− t−2c�log�2c�−1� takes its unique maximum at
t = 2c that values 0 and as T is finally greater than 2c, the prefactor converges
to 0 as n→∞; that is, Lindeberg’s condition (7.4) is satisfied.

If c > 1/2, then e1/�2c�−1 < 1 and T is finally smaller than 2c. As the function
x �→ x2c log ne−x takes its minimum within the interval �2c log n�2c log n +√
log n� at the upper endpoint, it follows that, for n large enough,

K�n� ≥ ξ�n��log n�−1/2n−2c�log�2c�−1+log log n�
∫ 2c log n+

√
log n

2c log n
x2c log ne−x dx

≥ ξ�n�n−2c�log�2c�−1+log log n�
(
2c log n+

√
log n

)2c log n
e−2c log n−

√
log n

= ξ�n�
(
1+

√
log n

2c log n

)2c log n

e−
√

log n�

The right-hand side converges to �4cπ�−1/2e−1/�4c� as n→∞ and Lindeberg’s
condition does not hold.

8. Open problems. The paper leaves some questions open. Clearly the
behavior of the lcp�n�-norms in the Gumbel case remains to be investigated.
Discrete positive random variables with upper endpoint obey the central limit
theorem if they are not deterministic. However, they lead to trivial limit dis-
tributions with respect to l∞-norms. Their behavior with regard to lcp�n�-norms
is not known yet. Furthermore, it is unclear how to generalize our approach
to multivariate or nonpositive random variables.

Acknowledgment. The author is very grateful to Jonathan Tawn for
many hints and discussions.

REFERENCES

Abramowitz, M. and Stegun, I. A. (1984). Pocketbook of Mathematical Functions. Harri Deutsch,
Frankfurt am Main.

Anderson, C. W. and Turkman, K. F. (1995). Sums and maxima of stationary sequences with
heavy tailed distributions. Sankhyā Ser. A 57 1–10.
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