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After fitting a curve to a set of data by the method of least
squares, it is occasionally necessary to use the resuiting values of
some or all of the parameters of the curve in further calculations.
Since the estimates of the values of the parameters obtained from
a particular set of data are subject to errors of sampling, it fol-
lows that the result of any calculation involving those values of
the parameters will have a certain standard error. Since the
estimated values of the parameters are not independent of each
other, the familiar formulas based on the assumption of inde-
pendence should not be used for the purpose of calculating this
standard error from the standard errors of the parameters them-
selves. The correct approach to the problem involves little more
than an application of the methods presented by Schultz (1930)
in his excellent paper describing the method of calculating the
standard error of a particular function of the parameters, viz.,
the same function which was used in evaluating the parameters.

Let y:ﬁ(,\“l‘”,y-}%‘) be an analytic fung:tion in-
volving the k parameters, A;. This function may not be linear
with respect to the.parameters, so that if the parameters are to be -
evaluated by the method of least squares, we have in the general
case a function of the form:
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108 THE STANDARD ERROR OF PARAMETERS

from which the values of the parameters may be obtained by as-
suming approximate values and calculating the corrections which
must be added to obtain the most probable values.

After the values of the parameters have been obtained, let
it be required to find the standard error of a new function,
z=00, Az;' ..,}LK ), involving those values. If #Z is an analytic
function of the parameters, we have to a close approximation:
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Any error inZ, beyond the insignificant error introduced by the
above expansion, will then be due only to errors in A, , 8 A >
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Therefore, if
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and S, and Sf denote the standard errors of # and f , Tespec-
tively, it is at once apparent that S, = S; .
The values of AA,,AX,,...,0 A, may be expressed in
terms of the data from which they were evaluated,
AA, = G M + 6;_/‘1,_+----+6,:/'f,,_
@ [oh= 1M+ g H o M,
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in which the values, A, , represent the n observed values of the
variable, Y3 f may then be expressed in the form:

Z 26 .28 26
(%) f=% [5—;[;002/‘7.- *.g—;f;"f/ya*“'*é‘i‘;&c’g.

From the well-known laws of propagation of error and the
fact that Sz- ) , it follows that
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in which '5., is the standard error of estimate of y based on x-k



WALTER A. HENDRICKS 109

degrees of freedom. If the right-hand member of equation (6)
is expanded, the equation may be written in the form:

5; = { .3_0-)7:0—,] ¥ (ai%l‘)z[fﬂ $eooot _‘.’-Q-)l[ﬁ}—
7 az, )( )[°’ AT a;\, )( )["' )t
“+. 2( )(a}lk)[fé’]+ } 5

in which [o‘o‘]_d‘+r‘+ .- o" , ete.

The values of the sums of the squares and products multi-
plying the differential coefficients in equation (7) may be obtained
from the normal equations formed for the evaluation of Al A/\

Al Let the normal equations be:

[aa] &A, » [ad] a2, +- -+[QEJA)~K= [m/‘f]

® [ba]aR, + L&&JAAL+--~+[M]A;L <[en)

- wm e mm m w wm = e e - ® o -

[la]ad + [E6]AR +.. -+ e!]al [er]

If these equations are sclved for ~.\, | aX, .-- aX, bythe

)

method of undetermined multir ¢~s, the first is multiplied by an
undetermined constant, ), the ~d by o, etc., and the resulting

products are added. The con¢ for the solution for A A, are:
[ea] > + [a: _+ .o +[al]e =
9) [ba] ~, + [6i o + .- +—[8—€]q/ = 0

1]

[é’a]er ¥ [y~ +..0 4 [f’f] o
To solve for AA, equations (8) are multiplied by /3 , ﬂ B
respectively, added and the followmg conditions 1mposed
[aa]B, + [ab)/3, 4...- +[al]l 3 =0
(10) [6-¢.]/3, + [&(r] lg,, + 0+ [&f] {3,‘, !

[€])B8 + [€]A3 +... +[€€]3 = o

To solve for A/'\K , equations (8) are multiplied by w, , w), .-

W, , respectively, added, and the following conditions imposed:

"
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[ao) w, + [ab]lw, +...+ [al] w, =0
(11) [talw, + [6&]w, +...+ [8L] w, -0

[ta]w, + [€8] w, 4ot LEE] w0 = |

It may be proved that:
o [sa) /4 =[rd) W= [£q]
~Ler]  Z =[] w:[£7]

~-Leg)  g-Ire] w:-[Ee].

The method of deriving equations (12) is indicated in the well-
known text on the method of least squares by Merriman (1907)
in which a detailed proof of the fact that (3, isequalto [77] is
presented. The other relations may be derived in analogous fash-
ion. It may be observed that [o°7]=[T¢] , etc.

The required quantities to be substituted in equation (7)
may, therefore, be calculated by solving the sets of simultaneous
equations, (9), (10), and (11).

This corﬁpletes the solution of the general problem presented
in the first part of this paper. Some confusion may arise in re-
gard to the proper application of the methods described above if
one or both of the functions, Y and Z, happens to be in a linear
form with respect to the parameters. It may be shown that the
formulas given will hold in any of these special cases. Although
Taylor’s theorem may be applied to such functions, such a treat-
ment is superfluous. If either or both of the functions, Y and ?:,
is linear with respect to the parameters, the expression for 5
is identical with equation (7) even though the linear functlon or
functions, was not first expanded by Taylor’s theorem. Further-
more, ify is linear with respect to the parameters, the values of
the coefficients. [d0], etc., in equation (7) will be the same re-
gardless of whether the parameters were evaluated directlv or
whether Y was first expanded. The latter statement is evident from

(12)
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an inspection of equations (9), (10), and (11) and a considera-
tion of the law of formation of normal equations.

As an example of the application of the methods presented
in this paper to a specific problem, consider a set of data given
by Spillman (1933) relating to the yields of potatoes obtained
from four plots of ground which had been treated with different

amounts of potash.

YieLps or PoraToEs FroM Four Prors oF GROUND RECEIVING

DiIFFERENT AMOUNTS OF POTASH

& (Units of K,0) | y (Bushels of potatoes)
0 91
1 251
2 331
3 38

When a simple exponential equation of the form,
(13) y= A-Be"™
was fitted to. this set of data, the most probable values of the

parameters, A , B, and x , were found to be as follows:

A =432.801 = 11.637
B = 341.393 + 11.406
K = 0.6195918 =+ 0.0462871 .

The value of the product of the parameters, 4 and k, hap-
pens to be of some interest, at least to the author of this paper,
since it gives the value of the first derivative of y with respect
to x at the point where the curve crosses the x-axis. In the pres-
ent example it represents the increase in yield, per unit increase
in amount of potash applied, which would be possible if certain

inhibiting influences, which seem to be proportional to the yield,
had no effect. For the particular data under consideration, the
value of this product is 268.160.
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In order to calculate the standard error of this value, equa-
tion (7) was applied as follows:

) S_ = (KLeed +ATeC)+24K[08]) S,

from which the standard error of Ak was found to be equal to
=+ 13.331.

The familiar formula for calculating the standard error of
the product of two independent quantities, when employed for
the purpose of calculating the standard error of A xk may be writ-
ten in the form:

(15) 5; = (KL[me + A’Téﬁ]) S; .

Equation (15) gives a value of + 21.291 for the standard error
of Ak, which deviates considerably from the correct value given
by equation (14). The discrepancy is due entirely to the fact that
the estimated values of A and x are not independent.
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