ON A PROBLEM OF ESTIMATION OCCURRING IN PUBLIC OPINION
POLLS

By HeEnry B. MANN
Ohio State University

To arrive at an estimate of the number of electoral votes that will be cast for
a presidential candidate a poll is taken of \;N interviews in the ith state (z = 1,
.-+, 48) where the \; are fixed constants > 0 such that Z\; = 1 and the re-
spondent is asked for which candidate he intends to cast his vote. To estimate
the number of electoral votes which candidate A will receive, the electoral votes
of all the states in which the poll shows a majority for candidate A are added
and their sum is used as an estimate for the number of electoral votes which
candidate A will receive. In this paper certain properties of this estimate will
be discussed. It will be shown that it is a biased but consistent estimate and
an upper bound for the bias will be derived. Finally we shall derive that dis-
tribution of interviews which minimizes the variance of our estimate.

In all that follows we shall consider the poll as a random or stratified random
sample and shall disregard the bias introduced by inaccurate answers. Our
results however remain valid as long as the sampling variance is proportional

1
to ‘\/N .
We shall use the following notation:

x; = proportion of voters in the 7th state who intend to vote for candidate 4.

=1 ifmi > 3
0 ifm <3}
w; = number of electoral votes of the 7th state. »«
Pi, e; = sample values of m; and ¢; resp.

We shall further exclude the case =; = 1.
The number of electoral votes for candidate A is then given by

ittt ew; =T
As an estimate of ' we use the quantity
¢)) izt e;w; = G.
Let p; be the probability that p; > % and hence e; = 1. Let ;N = N; be the

number of interviews in the 7th state. If N;is not too small then p; is given by

_ ® ! —(z—;)2/202
(2) pi = j; _\/21“7‘ € d@,
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In this formula ¢; = 1/ 7_!'_-'_(%;_""-‘) if the sample is an unstratified random

sample and may be somewhat less if the sample is a stratified random sample.!
. . . 1
For our purposes it is sufficient to assume that o; is proportional to \-/_]V .
We then have E(e;) = p; and

3) E@) = ECCIt e;w) = 205 pows.
Hence G is a biased estimate of I'. On the other hand® plim p; = =; and
N—=*0
hence plim e; = ¢ and therefore plim G = T. That is to say G is a con-
N=*co N—=*co

sistent estimate of T.
According to (3) the bias is given by

4 BWN) = 2zt qws — 2t pvws = 2008 (e — i) wi
‘We have

1 j' ° 322 .
i =P = T e e dr if m<
€ P '\/27" A=ri)/o; i d

“— == f(H‘)I" e dr if m>3
13 Pi _\/2‘” - s 0

1
For a stratified as well as for an unstratified sample o; is proportional to W—

and we therefore put
(5) 3}—m - ‘y.-‘\//]_\—’,-__if m < 3
o —viV/N; if m> %"
Then we have in both cases
__1_. ® ~3z2
®) &=l = 75 [W_ o da.
We have for a > 0
f” 6 dr < R(e 4 AT L gt Ly

<eMhlFe ™+ 4 o)

h
_ ,da? T
Tl
for every value h.
. . h 1
Since im — =3 = — we have
h—0 l — € a
L e.;az
) f e dz < 2 for every a > 0.

1The variance in public opinion polls is somewhat larger than the random sampling
variance due to the fact that a cluster sample is used and not a random sample. For the

same reason the estimate p; of =; may be biased.
2 For the notation used here see: H. B. MANN AND A. WaLD, “On stochastic limit and

order relationships’. Annals of Math. Stat., (1943), pp. 217-227.
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From (6) and (7) we obtain

e—hiN&
®) lé-‘—m|$\7—2——w_—-——-m.
From (4) and (8) we have
P -—iv:m
©) |B(N)| < \/—Es-x ey

Formula (9) is valid whenever =; ¢ % and shows that B(N) converges rapidly
to O for all values m; = 3.

To obtain an approximate idea of the magnitude of the bias we may in (4)
teplace ¢ and p; by their sample values e; and r;. The quantity > i=i® ws
(es — r:) can, however, not be regarded as an estimate of B(N).

We now proceed to compute the standard error of G. We may consider the
poll as 48 single experiments where the probability of success in the ith experi-
ment is given by p; where

1 © e_*,! dx = {1{ if s < %

V2 Jyivw —p if m >3
Hence the variance of G is given by
(10) o = 2 EP pi (1 — pwi.

As an estimate of ¢ we can use the quantity S’ obtained by replacing p; by

its sample value.
We shall consider that distribution of interviews as best which minimizes

E[@G - 1)
We have

El[(G — T)Y = o + BX(N)

‘We therefore con81der the problem of mlmmlzmg o* + B*(N) under the restric-
tion X,imt® N

We have
2 2 o
0 _ 08 o _ ay g O
oN; 9p; ON; aN; §

aB*(N) aB(N) ap.
N, = 2B(N) 25~ = —2wi BWN) 5

dp; 1w Y

—_— = — — 1 1
aN: - Ve N, f o m<it

__.1 _‘V%Nl' i if ™ >

=‘\/21re 2v/N;

[
.
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Hence applying the method of Lagrange operators, we obtain

anp  ALEBON_ O i g0y — 2B =, =1 s,

BN, =N,
The parameters v; and «; in equation (11) can be estimated from a previous
poll.® Itis not certain that (11) has always solutions. However if the quantity
¢® + B*(N) has a minimum for a set of values Ny,--- ,NgwithN; = 0@ =1,

-+, 48) then (11) must have a solution
One might be induced to try to estimate = pav: directly by using r; =

1 f ” 2/2 .
—= e " dz as an estimate of p;. It is easy to see that r; is a con-
\/21" (¢ S DVLH g v

sistent estimate of e¢;. It will be shown however that this estimate is more

biased than the estimate (1).
Since o; differs only very little from its sample estimate s; we may replace this

sample estimate by s:. We then have

) — 1 ® —(z—p;)%/20% )
E(r.)—E(v%wj; ¢ dz

1 te © 2/942 2/942
= [ f PN g ) g imrotel g
© i

27o’
1 = —[(z—p{)2+(ps—=3)2]/202
= 51_0'2.‘[ /; e Coa 4 Pi—%g§ ‘dxdp.-.
Now
—_)? 2
(x“Pi)2+ (ps _’.‘,)2=(x_2’_'_‘l +2(p‘_1r,¢;-:t) )
Hence

1 = . F  pimdirs
E(r‘) = ’2—;2.1; e_(t—l'.)’/": ([n e (Ps’_}(l’."’z))’/': dp")dx.

k]

The second integral is equal to +/7¢?. Hence

1 ® 1 d
E ri) = —_.:f e =
( 2vV/xa? ) Verly ot

#If «; for any i were very close to 4 then it would be of little use to poll the ith state.
Hence, in this case formula (11) gives a small value for N;. However, the =; are never
accurately known. The following procedure might be recommended for determining the
best distribution of interviews: If for one particular ¢ the sample value of =; as estimated
from a previous poll is too close to 4 determine, using the N of the previous poll, that value
#; of x; for which the probability is f that p; is larger than 4 and substitute in (11) #;
for ;. In all other cases substitute the sample value.

If several polls are taken it is advisable to use all of them but the last one to estimate
as closely as possible the values of the x;. The sample of the last poll before the election
should be distributed according to (11).

—(z—7{)2 /403 dx e—z’/ﬁ dz .
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From (12) we see that E(r;) < p;if #; > 3 and E(r;) > p:if m: < 3.
Thus in every case this estimate is more biased than the estimate (1).

On the other hand, we shall now show that E[(e; — ,)*] is always smaller than
E[(e; — €:)’]. Since e; = 1if m; > 3 and &; = 0if m; < } it is easy to verify that
E[(e; — 7:)*] has the same value for ; = a asfor m; = 1 — a and the same is true
for E[(e; — e)’]. We may, therefore, without loss of generality assume that
m < 3.

Thus we have to show that

00

(13) E¢d) < E@Ed) = p; = _ e dx if m; < 3.
(4—=¢)/jog

‘We have

E(T?) 7= “—1=— .[.’-Q e—(p.‘-:‘)ijz'a (f” L—‘—- e-—}z’ dx)z dp
V'2ro; Lo U=—pojes V21 *

1 -0 00 00 1 )
N \_/-27[ f; f, Gugi & RS2 dzdy dp; .

Now
Q,y,p) = @ —p)+ (w — p) + (s — m)’

2
=3(p;—£i’—’!—iff) +i@+y— 2w +3 @9

3
Putting
af,. _T+y+m
,_V3 (- 25t yoLEty—om
Di o3 ) \/6 P )
,__I_(x—-y) 1—2x
Y=Vv2 « ° Voo "

we obtain

s g L7 [ oo ([0

o ViE—a) _,
=1 f e f e ¥V dydz.
2r Js Y3
Now for »; = 3 we have a = 0, and for »; < } we havea > 0. Fora = 0 we
obviously have E(r; < E(e}). Further lim E(}) = lim E(ef) = 0 hence (13)

a=—+c0 a=»c0

e dy’) dx' dp'

is proved if we can show that

° V8(z—a) 1 o
—32? —iy? — f —iz2
K f W dyds — == dz

Fla) = BGY) — B = 5 M x
2(a—z) 3a
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is a monotonically increasing function of a. Differentiating F(a) with respect
to a we obtain

dF(a) _ _\ﬁ f stz | V3 V3 o~ @ha?
L a

da 2\/ p
(14) = _\/3 —(3/4)11"[ —4(»—(3/4)4)’dx + Y2 '\/3 —(3/4)42
T 2\/ T
= —\/3 —(3/4)“2f —iz2 dz + \/3_ e—(SI‘)a’.
21!' a 2 [
2

Hence for a > 0 we have

ar -3 —1a? \/ 3 ot
-— > e + > 0.
da 2N/ 2r 2\/—

Hence we have proved

d Vi(z—|a
Ba=rofl=g [ o [T e ayae < Bl - e,

V3(la]-2)
15)
¢ a= 1 - 2w.
\/6 o
Since

El(& — €)”] — El(& — 13))

is largest when m; = } we also have

El( — 1)1 > | & — pi| — l:- ~ 5 'L e ‘[ﬂ/sz 0 gy dx]

or
2 [TV3=
(16) Ie' - p‘l > E[(et - 7':)2] - 2 f - [:’/sz

Because of (15), r; although more biased may in many cases be preferable
to e; as an estimate of ;.

e dyde — |} — pil.



