ON THE THEORY OF SYSTEMATIC SAMPLING, II

By WiLLiam G. Mapow!
Institute of Statistics, University of North Carolina

1. Summary and introduction. In an earlier paper,? [1] an approach to the
problem of systematic sampling was formulated, and the associated variance
obtained. Several forms of the population were assumed. The efficiency of the
systematic design as compared with the random and stratified random design
was evaluated for these forms. It was remarked that as the size of sample in-
creased the variance of a systematic design might also increase, contrary to the
behavior of variances in the random sampling design. This possibility was verified
in [2].

One approach to the study of systematic designs, given by Cochran [3] removed
this difficulty to some extent by changing the problem to one of the expected
variance, and supposing the elements of the population to be random variables.
He showed that if the correlogram of these random variables is concave upwards,
then the expected variance of the systematic design would be less, and often
considerably less, than the variance of a stratified design.

In the present paper the results of the earlier papers are extended to the sys-
tematic sampling of clusters of equal and unequal sizes. Some comments on
systematic sampling in two dimensions are included.

In section 2 we derive two theorems that have considerable applications in
many parts of sampling. Although it has been common for people working in
sampling theory to tell each other that these theorems ought to be true, yet no
reference seems to exist.

In section 3 we develop the implications of a remark [1, p. 13] that in designing
sample surveys we should try to induce negative correlation between strata. In
Theorem 3 we obtain sufficient conditions for the correlation to be negative.
The lemma and Theorem 4 given in Section 4 enable us to extend the uses of
Theorem 3 in practice. As an application of these results, we show that if a
population has a concave upwards correlogram, and if strata are defined in an
optimum fashion for the selection of one element at random from each stratum,
then we can define a systematic type design that will be more efficient than
independent random selection from each stratum.

In sections 5 and 6 we obtain various results in the systematic sampling of
clusters largely as applications of the more general theorems of the earlier sec-
tions. In general the results are of a nature similar to those of [1] and [3] in that
the formulae show the conditions under which systematic sampling may be
expected to be more efficient than random or stratified random sampling. We
have not, however, applied these formulae to specified types of populations.

! Submitted for publication, November, 1948. Parts of this paper were prepared while
the author was Visiting Professor of Statistics at the University of Sdo Paulo, Brazil.
2 References to the articles and book cited are given by Roman numerals.
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334 WILLIAM G. MADOW

From [1, 2 and 3] it is already apparent that this work will be useful and such
studies should be more valuable when made in connection with important types
of surveys or data than when made as illustrations in a general paper.

2. Random events and conditional expectations. Almost invariably, samples
are selected in several stages. For example, to select a sample of households from
a city one frequently used method is the following two stage sampling plan:

a. A map of the city showing the location of each block is obtained and

brought up-to-date.

b. Using this map, a sample of the blocks of the city is selected (this is stagel).

¢. From the households on the blocks selected in stage 1, a subsample of house-

holds is selected (this is stage 2.).

In this section, we give a general approach for evaluating the means and
variances associated with multi-stage sampling. This approach has the ad-
vantage of at once yielding the contributions to the variance arising from
each stage. Furthermore, the theorems presented are useful in calculating vari-
ances even when our interest is not in multi-stage sampling. The theorems are
presented in general terms because of their wide application in sampling.

We shall say that the result of performing an operation is a random event A*
if the result can assume m possible states 41, - - - , A with probabilities 1, - -+,
Pm , Where

P{A* = A = s, §p¢= 1,

and P{A* = A;} is read “the probability that the random event A* assumes
the state 4;.”

One illustration of an operation is the operation of selecting a sample of blocks.
If there are N blocks in the city of which we select » in such a way that each
set of 7 of the N blocks is a possible sample, then there are C possible samples.
In this case m = C¥ and the C5 possible samples are the m states of A* “the
result of selecting the sample of blocks.” Furthermore, if each of the possible
samples of blocks is equally likely to be selected, then

1 1

oY T m

The random event A* may also be the taking on by a random variable of
one of its possible values. If 2* is a random variable having possible values
21, -+, Zm With probabilities p;, -+, pm then we can define the states of
A* to be A; where A;is “2* = 2;.”

Thus the notion of a random event includes the two types of randomness
that are met in selecting samples.

Let z’ be a random variable. Then, by the conditional expectation of z’ subject
to the random event A* is meant the random variable E*(z’ | A) whose possible
values are E(z’ | 45), ¢ = 1,---, m and whose probabilities are p;, that is

P{E*@' | A) = E(z' | A)} = p: = P{A* = A4},

P{A* = 43
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where
Ng
21 E(z' | A) = El z:;pi (42,
=

z;; is the jth of the N; possible values of 2’ when A; occurs, and
pi(d:) = Pla’ = 2i;| Ay}

is “the probability that =’ = z;; given that A; occurs.” It should be noted
that if

pi; = Pla’ = =z},
then
pi; = Pla’ = z;;, A* = A}
since the fact that #’ = z;; implies the occurrence of A;. Then
(22) Pi-pi(4:) = pij.

We state Theorems 1 and 2 without proof since their proofs are immediate.
THEOREM 1. The expected value of the random variable E*(z' | A) is E o/, i.e.

E{E*(z' | A)} = Ex'.
By o214 we shall mean the random variable whose possible values are

Ozryria;, © = 1, -+, m where

oy = E{fla’ — E@' | A)]ly — E@y' | A)]] A4
and

Plowya = oaynar} = pi = P{A* = 4},

ie.

ciwia = B¥{[e' — B*@' | Ay’ — E*@' | A)]| 4).

Furthermore, the symbol oge(:/jayz+q14) Will stand for “the covariance of the
two random variables E*(2’ | A) and E*(y’ | A).” The corresponding definitions
of variance are obtained by replacing 3’ by 2’ above.

TreoreM 2. If 2’ and y' are random variables, then

*
Tgryr = Edz'y'lA + TE*(z'|A) E*(y’|A)
and
2 2 2
Ozt = EU'::’IA + TEs(z']A) «

We note that, since the p;;, p; and p;(4;) are not specified, Theorems 1 and
2 are valid for any two-stage plan. The generalizations of Theorems 1 and 2
to multi-stage plans are obvious, but in practice it often turns out to be simpler
to apply the theorems several times.
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It would be easy to give applications of Theorems 1 and 2 but these are not
essential for our purposes in this paper. As remarked in the introduction, these
two theorems have long been part of what we may call the folklore of sampling.

3. Stratified sampling and negative correlation, with an application to syste-
matic sampling. In discussing plans for sampling from a stratified population
it is customary to suppose that if «’ is an estimate and 2’ = z; + -+ + 21,
where z; is the contribution to z’ arising from the jth of the L strata, then the
sampling is to be so done that the random variables z; and z7, j 5 %, are inde-
pendent.

In [1, p. 13] it was noted that if a population were stratified, and if the elements
were so selected that the contributions from different strata were negatively
correlated, it would follow that the variance of the estimate would be less than
if the contributions were independent but had the same covariances within
strata. This was, of course, an immediate conclusion from the fact that

and, hence, if
3.1) C =2 os; <0

then o2 is less than it would be if C = 0. If C' < 0 we shall say that the sample
design has “negative correlation.”

It is obvious that any population may be taken to be itself a sample, a sample
from the possible populations that might have been produced by the forces that
determined the existing population. Inasmuch as sampling designs are often
chosen on the basis of a knowledge of the dominating forces and some past
experience, it is realistic to consider not only the expected values and variances
for a specific population but also their expected values over all possible popula-
tions determined by the same forces. Cochran [3] has given one illustration of
the usefulness of considering the expected variance of a sample design. He
considered the elements 1, - - -, x, of the population themselves to be random
variables and supposed that E z; = u and E(x; — u)* = ¢". For his purposes
it was also convenient to suppose that if u > 0 then E(x; — u) @iy — ») =
pus”. It was then possible for him to make realistic hypotheses concerning the
correlogram, i.e. the p, considered as a'function of u, that would not have been
reasonable in dealing with a specific population. He thus obtained general
conclusions concerning the expected efficiency of systematic sampling designs
as compared with random and stratified random designs.

In this paper we shall consider not only the expected values and variances
for the given finite population but also the expected values of these expected
values and variances under the assumption that the elements of the population
are themselves random variables. We shall use & to denote the expected value
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considering the elements of the population to be random variables and as before
use E for expected values based on the specified finite population.
Then

L
Goz = 2. &oulaf,
%, J=1

and if &C < 0 we shall say that the design has ‘expected negative correlation.’

We now propose to obtain the beginnings of an approach to sample design
when it is possible to introduce or take advantage of negative correlation or
expected negative correlation through the sample design.

To simplify, we shall begin by considering two strata and shall suppose that
the possible values of 2’ are z; , - - - , 2. while the possible values of 4’ are g1, - - - ,
Y . Furthermore, we shall suppose the sampling to be so done that

Pla' =z} = Ply =y} = Pla’ = 2s,y =y} = p: >0,
so that 2 p; = 1 and P{e’ = 2,y = yi} = 0if ¢ == j.
im=]
Under the above assumptions, it follows that

(3.2) Oy = 1_2:{ PiliYi — Zl PiDi%iY; -

t,]=

The symbol ¢;; > 0 means that ¢;; > 0 for all 7 and j and ¢;; > 0 for at least
one pair 7, j. We shall say that if (x; — z;) (ys — y;) > O then the sets (z) and
(y), where (z) stands for z , - - - , x, and (y) fory,, - - - , y» are similarly ordered
and if (z; — %;) (y: — y;) < O then these sets are oppositely ordered. Then it
is easy to prove, [4, p. 43] directly that if the values are oppositely ordered, then
oy < 0 and if they are similarly ordered then o, > 0.

A somewhat more general result is the following:

THEOREM 3. Let n < k, let

n k

b= 22 asw?

=1 =1

be a real bilinear form, and let

n
t= Z Qi W;

=y
be a real linear form, where w; > 0, z; > 0 and i w; = Ek: z; = 1.
Then a sufficitent condition that b > t s - -
(3.3) ai; > ai.
If b = nand w; = 2z, then b > t if
3.4) @i+ @ > au + aj;.
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Proor. Since

7

b—t=2 aulwiz — w) + ; a;wiz;,
9.7

o=

and since
k
1 -2 = L 25,
=1
ks
it follows that

b—t Z (a;j - ae.-)w;zj.
i

Hence, b > t if (3.3) holds. Also, if k¥ = n and w; = 2z; then b > ¢ if (3.4) holds.
Some obvious generalizations of Theorem 3 have been omitted since we do not
need them.

To obtain the result that o, < 0 if the sets (x) and (y) are oppositely ordered,
we make the identifications a.; = zw; and z; = w; = p;. Then (3.4) holds and
substituting we have

(3.5) ai + aj; ~ ai; — a5 = (€ — z;) Wi — yj)

so that if the values are oppositely ordered, ¢4+ < 0, and hence the two strata
have negative correlation.
To consider expected negative correlation we note that

(3.6) &oaryr = Z; Pioyi + ~21 DiPjosj
(il HI=
where we suppose that &z; = u, &y; = v and
@i — ) (yi — ») = oy

so that in this case o;; is a covariance, not a variance.
If we put a;; = os; and 2; = w; = p;, then (3.4) holds and we obtain, as
sufficient for &g, to be negative, that

3.7 oij + 05i > 0ii + 0jj
or, if we define p;; by the equation,

Ta0yPi; = Tij,
where o2 = & (z; — p)* and o) = &(y; — »)’, we have
(3.8) pii + pii = pii + pij

as a sufficient condition for &o,y < 0.

Let us consider the systematic sampling of single elements. In systematic
sampling, we assume a population of kn ordered elements z, z;, ---, 2,
Tigky " 5 Lok, *** 5 Tipn-1)k, * ** 5 Lax Of Which we wish to estimate the arith-
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metic mean #. As our estimate we use
- ’ ’
=@+ +am/n

where 21 is selected at random from z, , - - - , z; and if 1 = zj then £ = &4 -1y,
it = 2, --- , m. Thus, # may be interpreted as an estimate based on a stratified
population, the 7th stratum consisting of

T14(i-Dk 5 *** y Tht(Gi=1)k

and
’ ’ ’
Plz; = Tarop} = P& = Zay-ip, Ti = Taron) = 1/k
while ‘
’ ’ .
P{z; = Tayi-vr, T; = Tgp-up} = 0, if a # B.
Then
1 k
Oziz; = (E) Z; Zat(i-k" Tatti-nk — TiTj
=
where

1\ &
Z = (E) ;1 Zat(i-1)k-

Hence, any two strata that are oppositely ordered will yield a negative contribu-
tion to the variance. However, since it is not possible for all strata to be nega-
tively ordered, we do not thus obtain a useful result and must return to the
consideration of C or o2 itself as was done in [1]. If, however, we make Cochran’s
assumptions, and consider &o. , it follows that for the ¢th and jth strata

Pap = P(jirktfa »
and (3.8) becomes
(3.9) Pli—idk+B—a) T P(—idktta—p) = 2p(i—i)k

i.e. the correlation function p, must be concave upwards, which Cochran showed
by other means. By considering &C' it is possible to show that a sort of average
concavity is all that is required of the correlogram for systematic sampling to
have a smaller variance than stratified random sampling.

4. Conditions for negative correlation when the strata are of unequal sizes
with an application to systematic sampling. Often, as in the systematic selection
of clusters with probability proportionate to size (discussed in Section 5) the
simplified situation dealt with in Theorem 3 does not directly apply. However,
Theorem 3 may be used to advantage by the following device.

Let us suppose the possible values of 2’ to be 1, - - - , x, and those of y; to be
¥y, -+ ,yk, k> nandlet

Ply' = y3|2' = 2a} = Ppia
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so that if we define

k
(4.1) Yo = ; Y5 Dsla,

then
Ya = Blyo | 2’ = za).

If we define y’ to be a random variable having possible values %, « -

with probabilities p1, - - -, p» Where
Pa = P{a’ = 4}
it follows that
y = B*yo| )
and
Ozryg = Ozryt o

Clearly, Theorem 3 is valid for the random variables «’ and y'.

*y Yn

Consequently, we need only determine what restrictions the conditional

probabilities, pgi« , and the values, y%, need satisfy for the setsz; , -
Y1, , Yn to be oppositely ordered or for (3.7) to hold.
Substituting for y; and y; in (3.5) we see that if

(4.2) (Ta — ) ; Y8(Psta — Poiy) < O

then g,y = g2yq < 0.
Let
oy = E(@a — ) ¥y — ).

Then substituting in (3.7) we see that if

k
(4.3) ; (Psla — Daty)(ows — avg) < 0
or if
k 0 .
(4.4) g:: (Pota — Do1v)(pes — pos) < O
then
&ozryy < 0.

-, Z, and

In order to use (4.2) and (4.3) the following well-known lemma is often useful.
Lemma. If & < £ < --- < & < 0 and the quantities e , - -+ , & are such that

2 >0

8=1
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then

.
Zeﬂsﬂsoa s=1,¢,k

f=1

Let us use this lemma to obtain another theorem that will be helpful in showing
negative or expected negative correlation between strata.
THEOREM 4. Let b be a bilinear form

n m
b= Z E Qij WiZj

i=1 j=1

3 3/
such that > w; > 0,2,2;>0,8=1,+-,n— 1,8 = 1,eee,m — 1, and
t=1 =1

(4:5) zn: w; = i 2 = 0.

1=1 j=1
Let
8ij = Qij — Gip1,j — @i+ Gigaiia .

Then a sufficient condition that b < 0 4s &;; < 0.
Proor. Upon substituting for w, and z,, in b from (4.5) we see that
n—1 m—1
b= Z Z ~5£iwizj
i=1 =1
where
61,‘_1' = @i = Qim — Qnj T Gam
or, if we define,

n—1
g =2, dwi

=1

then
m—]

b= Z E,'Zj.
=1

According to the lemma, it then follows that a sufficient condition that b < 0 is
that

HE<ES e SEna <0
Also, a sufficient condition that
£ — £ S0,
is

’ 4 4 ’
8¢ — 8ij1 < ia,i — Gigaip
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Then to complete the proof it is only necessary to verify that
8ij = 8iy — Sivjy1 — Slyri + Slprin .

In the preceding pages we have given an identification of systematic with
stratified sampling where, instead of the selection being made independently
within strata, the choice of an element from one stratum determines the choice
from the other strata. In this identification, however, it was assumed that the
strata contained the same number of elements. Let us now extend this method
of selecting samples to the case where the strata have different numbers of
elements. In so doing we shall illustrate the use of the above lemma and theorem
4,

Suppose now that the population consists of N elements 1, - - - , zx classified
into n strata, the sth of which contains the N, elements

TNy et Ni_ 41y *°° y TNy4eetNg o

We shall denote these elements by za, <+, Zin; -

We shall select one element from each of these n strata. The element selected
from the ith stratum is written z; . As the estimate of &, the arithmetic mean of
the population, we use

i = Z%—r’xf

tm=]

and it is well known that if the selection is made independently at random from

each stratum, then
n N,' 2
0'2' = 2 (Z_V—) 0'%

where o7 is the variance of z; , i.e. the variance of the ith stratum.

Let us now consider an alternative to the usual method. We can suppose that
N, > 1 without any loss of generality. (The methods are the same for any stratum
having N; = 1 and will also yield the same result for any population such that
either all the N; = 1 or all but one of the N; = 1. Differences occur if at least two
of the N; differ from 1.)

We first choose an element at random from the first stratum. Suppose that
Z; = Z.. Then to choose an element from the second stratum, assuming that
N: > 1, we proceed as follows: Multiply N: by any positive integer #; such that
N:t;/ N, is an integer, say, ko . Assign to each element of the second stratum the
measure of size &>, and form the two sets of cumulative totals &, 26, « -+ , N,
and ks, 2ks, -+, Nake . Then with the measures of size t; assigned to each element
of stratum 2, and the measure of size k. assigned to each element of stratum 1,
it follows that strata 1 and 2 have the same total size.

As an example of the arithmetic given below consider the following simple case.
Suppose that N; = 3 and N, = 4. Then if we take for £, the value 6, it follows
that k; = 8. We choose one of the integers 1, 2, 3 with equal probability. If the
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integer 1 is obtained, we have selected the first element of the first stratum and
choose an integer between 1 and 8 with equal probability. If the selected integer
is between 1 and 6, the first element of the second stratum is selected. If it is
7 or 8 the second element of the second stratum is selected. Similarly if the
second element of the first stratum is selected, then we select an integer between
9 and 16 with equal probability. If that integer has value 9, - - - , 12 the second
element of the second stratum is selected; if it has value 13, --- , 16 the third
element is selected.

The general formulation of the selection procedure for the second stratum is:

Suppose that B, is the smallest integer such that (& — 1)k: + 1 < Bofz and that
B: is such that (8, — 1)tz < ak: < Bifz. Choosen an integer at random from

, k2 and call that integer 8. Then, if

(@ — k2 < (@ — 1)k2 + B < Bota
the Both element is selected from stratum 2; if

Bitr < (@ — Dz + B8 < (B + Da
the (8o + 1)th element is selected; - - - ; and if

G =Dt < (@ —Dka+ B < ks

the Bith element is selected from stratum 2.

It is easy to verify that when the sample is so selected, each element of stratum
2 has equal probability of being selected. Hence, if we apply thls procedure to
each stratum we have

Uz'—Z( ) .+§, ! Gala-

t=1
Let us evaluate o.;;; for this type of selection. Now
Uauz: = E (xt - xl)(xl - i:‘)

where %; is the arithmetic mean of the elements of the ¢th stratum. From Theorem
2, we then have

ris = 75 2 Ele} —E(w! | 2)lle} — E@}| 71

a=]

+ -N—l ; [E(zi| T1a) — -'51][E($; | Z1a) — 2.
It is easy to see that the method of selection used above implies that the first
term of o.;.; vanishes. Furthermore, Z; is the arithmetic mean of the conditional
expectations so that we have reduced the problem to one of determining whether
the conditional expectations satisfy the conditions for negative correlation or
expected negative correlation.

If we denote E (z; | Z1a) bY ¥:a , then we need to see whether the sets ya -« -,
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Yin, and yji, -+, yjn, are oppositely ordered. Now
) Nig Nj
(Yie — yiﬁ)(yja - Yip = 2; hX} Lig Tjn €igap €jhaf
==
where

€igaf = P{x: = Xig lxla} - P{x: = Tig I 718}

If @ < B then, according to the method of selection,

D €igas 20, s=1,++,N;—1

=1

while

Ng

Z €igag = 0.

g=1
In Theorem 4, we then make the identifications n = N,;, m = N;,

Wy = €igap Zh = €jhap a.nd Ao = Xig Tjhe
Then
bap = @ig — Tig1)(@jn — Tjhe1)

and hence to have negative correlation between the strata, it is sufficient that
the sets za, +--, wiv; and 2, -+, x;~; have the type of negative ordering
represented by 8, < 0. Similarly, if

oo = 6 — w)(@pn — 1j), pi = &y,
then, for expected negative correlation, it is sufficient that
O = Gghyt — Oo1h + Goprap < 0.

Of course, these conditions will be satisfied if a concave upwards correlogram
exists. Hence, if a population consists of N random variables z; , - - - , y having
a concave upwards correlogram, then, no matter into what strata these elements
are classified, provided that the order of occurrence of the elements remains un-
altered, the systematic selection of the elements in the sample can be so planned
as to yield an estimate having smaller variance than the stratified random selec-
tion of the elements in the sample even if optimum allocation is used. If more
than one element is being selected from a stratum under optimum allocation,
then the systematic selection of the same number of elements will suffice. If not
only optimum allocation but also optimum definitions of strata are being used
so that but one element is selected from each stratum, then systematic selection
according to the scheme described in the section will produce a variance not
larger than the variance of stratified random sampling. It should be noted, how-
ever, that this does not imply that a ‘hammer and tongs’ use of systematic
sampling ignoring the strata will produce a smaller variance. There is work to
be done on what is required for the latter to occur.
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It may be noted that the procedure of this example provides an answer to the
systematic selection of elements from a population whose size is not a multiple
of the size of sample.

5. The systematic sampling of clusters with probability proportionate to a
measure of size. It is known [5] that sampling clusters with probability pro-
portionate to a measure of size often yields considerable reductions in the variance
of the estimates. However, the theory of the systematic selection of several
clusters with probability proportionate to a measure of size has not been worked
out, and it is the purpose of this section to make some contributions to that
theory.

The most frequently used method of sampling clusters with probability pro-
portionate to size is equivalent to the following: Suppose that the clusters are
denoted by C1, - -+, Cx and that to the hth of these M clusters is assigned a
measure of size P;, . Form the successive totals P, , P, + Py ,P1+ P+ P;, - - -,
Py + -+- + P, . If we wish to select m of these clusters, we calculate P,, =
(P; + -+ + Px)/m. Then, assuming that P; < P, ,j = 1, .-+, M, we select
an integer with equal probability from 1, --- , P,,. Calling that integer P’, we
calculate the m numbers P, P’ + P,,, P’ + 2P,,---, P' + (m — 1)P,.
If .

(61) P+ 4+Pia+1<P+@E—DPa <P+ -+ P

for any integer ¢, ¢ = 1, - -+, m, then the cluster C is selected for the sample.
Any cluster for which P, > P,, is automatically included in the sample, and if
there are, say, o such clusters, then we calculate P,_, for the M — « clusters
remaining after including these « in the sample, and proceed as above.

In deriving the variance of the estimate we shall use, we interpret that estimate
as a stratified sampling estimate. Although it is easy to obtain the expected
value of the estimate without that interpretation, we shall need it later in the
derivation of the variance, and hence we give it here to shorten the total presenta-
tion a little.

Suppose that clusters Cy,- - -, Cy, are such that

Pi+ -+ Py <Po <P+ -+ Py.
Then we define stratum 1 to consist of clusters C1, -, Cx, . It is easy to see

that if the above sampling method is used then

P{C) is selected from stratum 1, h < &} = #,

Pn — Py — -+ = Py,
Pn ’
Furthermore, suppose that clusters Ci, , « -+, Ck 41, are such that

Pi+ oo+ Pryy1 < 2P, < Pi+ -+ P,

P{C4, is selected from stratum 1} =



346 WILLIAM G. MADOW
Then we define stratum 2 to consist of clusters C,, ««+, Ci 4ty - It is easy
see that if the above sampling method is used, then

P{C4, is selected from stratum 2} = Prt -+ Py~ Pa

Pn ’
. P,
P{Cr,+s is selected from stratum 2,1 < h < k} = B
2P, — Py — -+ — Piitiyr

P{C’k,“,, is selected from stratum 2} =

P.

Since Py < P, we remark that it is impossible that Ci, be selected from both
stratum 1 and stratum 2.
Inggeneral, if clusters Cr,4...4k—1, * * * 5 Chyto..4ks &€ Such that

(5.2) P]_ + °c + Pkl+...+k.~._]_ < 'I:Pm S_ Pl + e “I" Pk|+--~+k.'

then the ¢th stratum consists of these k; + 1 clusters, and we define the probabil-
ities Pie ,a = 0, - - - , k¢, by the equations

Py = P{Chy...4x,_, i selected from stratum ¢}
— Pi+ oo + Prppegry_, —(¢ — 1P,

m

P,, = P{Cisselected from stratum ¢, k1 + - -- + kiy <h <k + - -+ + k¢}

(5.3) =§’:, a=h—=Tk = = ke,
Pyu; = P{Ci,4...4x, i8 selected from stratum ¢}
_iPa =Py — -t = Pyyoqain
P. '
We remark that
(5.4) P,y + Pa = I')‘k‘lip‘ﬂc:“‘

Now, let the elements of the population be zs;, h = 1,---, M,j =1,---,
N1, and let the arithmetic mean of the hth cluster be denoted by Z; . Since the
N are usually unknown but the measure of size, P, , is known, we sample, not
with probability proportionate to the N, , but with probability proportionate
to the P,. We shall denote the clusters of the ¢th stratum by Cyp, ---, Cu,,
making the identification

(55) Cia = Ca+k1.+---+ke_1 .

Furthermore, the number of elements of the clusters are denoted by Ny, ++-,
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N , and the means of the clusters by Zy, « -+ , Zi; , where
Nia = Nagkygooothi_y

(5.6) Tia = Tatkyt--thiy

sothat Zip = i1 p;_,and Ny = Nigps_,,2 =1, ,m.

Furthermore, we define

6.7 - Fia = Nia Tia/Pia = Fatkyt--tki_y

We define the mean of the 7th stratum to be

ks
(58) ?i = Z Piaiia/}_)m’

a=(

and the variance of the 7th stratum to be

(5.9) ;Y:‘a = (Fia — o)™
Then, if the mean and variance of the population are defined to:be
(5.10) = g Py%/P
and
(5.11) i Pr(z, — =y,
=1 P

it is easy to verify that

(5.12) =1>3
M =1
and
PRSI WP I Ve
(5.13) ”ﬁ2‘+5§”‘

347

An unbiased estimate of the total of a characteristic. We shall see that we can

obtain an estimate of z, where

M N

=ZZ£:‘:‘

fmm] je=]l

i. e. x is the total of the elements of the population. Since N is unknown, the
estimate of & that is used is the ratio of unbiased estimates of z and N. It is well
known that this ratio is usually biased. Since we are not making any study of
ratio estimates here we will not derive the approximation to the variance of this
estimate. It may be remarked that it can be obtained by a simple extension of

the results here given.
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Let us agree that the general form of the estimate will be as follows:

If the jth cluster of the population is selected we shall subsample 7n; elements
from it. The total of the values of the characteristic for these n; elements we de-
note by z;. Furthermore, we denote by n; the total number of elements sub-
sampled from the 7th stratum, or, what is the same, from the cluster selected
from the 7th stratum; and by a7 the total of these elements. Thus, if the jth
cluster is the ith selected, then n; = n; and zi = z;. We define our estimate 2"’
of z, the total of the population, to be

(5.14) o' = K@ + -+ + aw).

Then, if K = P/mn and n, = nN./P;, it is easy to see that z’’ is an un-
biased estimate of x.
The variance of the estimate. We may calculate the variance of =" where

(5.15) 2 =P (@ + -+ %) and Z = 27/n.
Now, by Theorem 2,
(5.16) 0'3;” = EO.:I*IIA + Uzz‘(zl']A) y

where A* has been defined above. We shall not evaluate Eo. 4 since this in-
volves no new problem for subsampling methods using random or systematic
methods, or methods using probability proportionate to size.

From (5.15) it follows that

(5.17) E*@"|A) = Pu(#1 + «++ + &n)

or, in other words, E*(z''| A ) is the estimate we would have if the clusters in the
sample were completely enumerated. We shall denote the second term of (5.16)
by o% . Then,

(5.18) oy = Pn {E o3+ 2 a;s;}}-
i=1 i#]
Now

& P - R
(5.19) ag,f = Z == (Brg — 55)2 = 0;.
a=0 Pm

To calculate o33} , © # j, we shall use Theorem 1.
(520) ozz; = B — TIE; — 7)) = B{@ — TIE&] — 7)) | %)

To calculate E*[(2; — T ;) | (] we begin by noting that

(5.21) EM(#; — T5) | %] = BY(&; — %) | C]
where C7 is the random event having k; + 1 possible states which are the selec-
tions of Cyp, -+, Ci, as the sample clusters of the 7th stratum. Now if C;, is

one of the clusters of the 7th stratum let us calculate
(5.22) E((#; — T,) | Cial.
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We begin by determining which of the clusters of the jth stratum are possible
sample clusters, if we know that C,, is selected from the sth stratum. Since the
sizes of strata ¢ and j are both P,, it follows that there exist integers 8, and 8
such that

Pip4 see 4+ Pigps S Pat voe + Piyas < Pjy+ ooe 4+ Pjs,
and
Pjy+ +oo+ Pjsu 1 <Pa+ +++ Piag S P+ 2+ + Pj, .

Hence, if we know that C;. has been selected from stratum <, it follows that we
must select one of the clusters

Ciﬁo ’ Ciﬁo+1 » " Ciﬁl
from stratum j and
P{Cjs is selected | C.a is selected} = Pjs/Pia, 8 = Bo, B0+ 1, +++, B

= 0, otherwise,

where
P;ao =Pjy+ oo+ Pjgy—Pyg— o+, Piaa
Py =P, B=B+1,---,B—1
Pig, = Pa+ +++ 4+ Pia — Py — +++ — Pjga,
and
B1 ,
2. Pjg= P
B8=Bo
Then
(5.23) E[(%; — Ti| Cia) = Fjja — T3]
where
B1 ’
(5.27) Fila = Z} Piss,
G=p0 Pia

Hence, substituting in (5.20), we see that
o3z} = B — T)(@hi — %)
where Zjj; = &jja if Ciq is selected from stratum ¢. Then it follows that

ki P, = =
(5.25) Oiiz; = pm (Biae — T)Fjja — T)-
a=0

Obviously, the conditional expectation can be eliminated from (5.25) by using
(5.23) but no gain in simplicity or generality thus occurs.
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It would be possible to obtain the variances and covariances of the z; by
listing all possible samples in anyspecial case. To make this general would only
require writing the necessary notation.

Substituting in (5.18) we see that

0'3 = pﬂ {Z g + Z a'z.z,}
fm=]
where o33, is given by (5.25).
It follows that if we use the fact that O (Z: — %) = 0, then we have
=1

GB_PQZZ (isa_i)z'*"p:bz ZP (xta—'x)(xﬂa—‘x)

fm=] a—o 1] am=0
or, returning in part to the ‘“‘unstratified” notation
P P P,
(526) of = — Z (3 — 2) + ; Zo (Zia — 2)(Zj1a — 7).
19€] am

By combining terms of the second part of (4.26) generalizations of the formulae
obtained in [1] are easily obtained.
Still another means of writing o3 is

(5.27) oy = ;nf-}z—{a — 0he+ E E 5 (Fia — :?)(@]a..ﬁ)}

ipk] a=0

where

1
which shows both sources of changes in efficiency as compared with sampling
with probability proportionate to size, and replacing the clusters obtained. (It
is, of course, obvious that P’s*/m is the variance of E*(z" | A), if we assume the
m clusters to have been selected with probability proportionate to size, each
selected cluster being replaced before the next is selected.)

By considering (5.26) and (5.27) it is clear that systematic sampling with
probability proportionate to size will be more efficient than sampling p.p.s.
with replacement under much the same conditions as when we sample single
elements. The details are omitted. They depend on applying the Lemma and
Theorem 4. The summary of the conditions is: If we sample systematically with
p.p.s., and if the two sets za , - - - , Za; and yji, - - - ¥j; are monotone, one being
monotone non-icreasing and the other monotone non-decreasing, then the covari-
ance between the ith and jth strata will be negative, and thus gains made as
compared with independent sampling from the strata.

If we define

1
m

Uaﬂ = 6(Fia — &%ia)(Zjp — EZjp)
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then the concavity condition for systematic sampling p.p.s. to yield a smaller
variance than independent sampling p.p.s. from each stratum is, if « < 8,

0 0 0 0 0 0
Gal — Cq1 <L a2 — T2 L=< Taky — O qkg <0

6. The systematic sampling of clusters of equal sizes. Let us now suppose
that our population consists of clusters of elements, the clusters being of equal
size, i.e. containing the same number of elements. To be specific, let the popula-
tion consist of M clusters, where M = ¢m and each cluster contains N elements,
where N = kn. Then, the value of the characteristic being measured for the
ath element of the ¢th cluster may be denoted by z:. , and the total of all the
elements of the ith cluster may be denoted by z;. The arithmetic mean of the
population is Z, and thus

M
Mz =2 &.
=]
where
N L = 2.

a. Complete enumeration of clusters in sample. First, suppose that we wish to
estimate Z by %/, where Z’ is the arithmetic mean of the sample obtained by
selecting a systematic sample of m of the M clusters, and enumerating all elements
within each cluster in the sample. Then, we may write

(6.1) mE = 2 i.,
fm]

where % is the mean of the ith cluster selected for the sample. From [1], it follows
then that

{1 + (m — l)ﬁc}

Ozr =

EIEM

M
where Mot = }_‘i (%. — %)%, and 5. is defined as 7 in [1, p. 6], but with Z in

place of z;. Now from the theory of the random sampling of clusters it follows
that

©

ot =5 (1+ O — Do}
where ¢” is the variance of the population, i. e.

M N
MNs = z‘i Z:l (wij — 2)*
gl jom

and p is the intraclass correlation coefficient of elements within clusters, i. e.

ap = ot — ou/N — 1,
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where
MNg? = ; Z_: (xs; — &)
Thus "
62 d = L (14 (V= D {1+ (m — Da).

mN

Of the three factors in (6.2), o°/mN is the variance of a random sample of size
mN selected with replacement; 1 + (N — 1)p is the factor arising from the use
of clusters; and 1 + (m — 1), is the factor arising from the fact that the clusters
are sampled systematically.

b. Stratification and subsampling. When we consider the possibilities of stratifi-
cation and subsampling, the number of possible designs increases tremendously.
For example, it would be simple to calculate the variances of arithmetic means
obtained by stratifying the population, selecting sampling units with probability
proportionate to size, subsampling systematically, again subsampling systemat-
ically and finally subsampling at random. However, such studies may be left
to be made in-connection with the practical problems in which they are to be
used. Rather than attempt to consider many of the possibilities that might
arise in practice, we shall here give only the results of the systematic subsampling
of a systematic sample. The variances of many other designs may easily be ob-
tained by means of Theorems 1 and 2.

Suppose now that from each of a systematically selected sample of m clusters
we subsample, systematically, n elements. Then, let our estimate of Z be &’
where, if 2{, is the ath selected element from the ith sample cluster, then

o= (L)5 Seh - L3 a

i=1 a=1 m i=1

# = (3) &t

From Theorem 2, it follows at once that

and

1 ZO; 1+(m_ 1)P1}7

2 _ s’ —
(63) gzr = m {1 + (N I)P}{l + (m 1)‘00 +]|[ =1mn

where o> is the variance within the 7th cluster and p; is the average serial cor-
relation within the sth cluster as defined in [1, p. 6]. It is simple to calculate the
variance of Z’ also when the sub-sampling is done by considering the m clusters
in the sample as one population from which a systematic sample is selected. This
is the case that occurs when a sample of blocks is selected and all the households
on the sample blocks are listed serially, a systematic sample then being selected
from the lists. However, for our present purposes it is the analysis of (6.2) that
is important and we now turn to a brief discussion of (6.2).

The most important conclusion to be drawn from (6.2) is that the systematic
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selection of clusters even when systematic selection is desirable, may not com-
pensate for the increase in variance caused by the use of clusters. Systematic
selection will provide the same relative gains but these gains may not be large
enough to produce the inequality

MN — mN
MN —-1°

A problem that we have not worked through is the following: By regarding
the elements of the population as random variables, we obtain conditions on the
average correlations among elements of a single cluster as well as on the average
corrélatioqs among elements of different clusters that enable us to state where the
systematic sampling of clusters of equal sizes may be expected to yield a smaller
variance than the random or stratified random sampling of clusters or of indi-
vidual elements. This solution should be straight forward.

c. Systematic sampling in two dimensions. Systematic sampling in two dimen-
sions occurs in such practical problems as the selection of a sample of blocks from
a city or the selection of a sample of plots from a field.

In selecting blocks from a city, the procedure most often followed effectively
reduces the problem to one dimensional form by first numbering the blocks of
the city or a part of it, in serpentine fashion beginning, say, in the upper right
corner of a map of the city and numbering the blocks in the top row from right
to left continuing the numbering of the second row from left to right and so on.
Then a systematic sample of these block numbers, and hence, of the blocks
themselves is selected. Clearly, this procedure should not be the most efficient
if neighboring blocks are highly correlated, since, to cite an unrealistic possi-
bility, the possible samples might turn out to be columns of blocks of the city.

A second two dimensional systematic sampling procedure might be that of
selecting a systematic sample of the rows and a systematic sample of the columns,
thus obtaining a grid sample. This design too is inefficient when there is a ‘“fer-
tility gradient” along rows or along columns.

The reason for the inefficiency of both of these procedures can be found by
examining the formulae for the variances of systematic samples. If the numbering
is serpentine, then it becomes illogical to expect that the correlogram is concave
upwards and sharp deviations from that pattern may occur. In the grid design,
which is a special case of the systematic sampling of clusters with systematic
subsampling, we may examine (6.3) and note that the intra-class correlation
coefficient p may be large enough for o2 to be large even when p, is negative.

Clearly, (6.3) suggests that the possible samples be so defined that p is as
small as possible. In square fields this might be attained by defining the possible
samples to be plots of a Knut Vik square having the same treatment, and sim-
ilar definitions of possible samples could easily be given for irregular fields.
This subject is, however, left for further study.’

{1+ @ — Dp}{l + (m — Dpe} <

3 One of the referees of this paper has drawn the author’s attention to an article [6],
the data of which, especially Table 3, are in accordance with the opinions expressed above.
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