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1. Summary. A sequential procedure is given for deciding to which of £ nion-
overlapping intervals the unknown mean 6 belongs which satisfies the require-
ment that the probability of making an incorrect decision is less than some pre-
assigned value a. The sequential procedure is worked out explicitly for the
following two cases: (1) when 6 is the mean of a normal distribution with a
known variance, and (2) when 6 is the mean of a normal distribution with an un-
known variance. A brief discussion is also given of a, related but apparently new
problem, to find a sequential procedure which will simultaneously select one
of the k intervals and also yield a confidence interval for 8 of a specified width.

2. Introduction. Let X denote a random variable with probability density
function :

(@) = [o(2m)'T" exp [ (z — 6)*/27].

Let {I}(j = 1,2, ---, k) denote k non-overlapping intervals whose union
U%_.I; is the real line. A problem that seems to be of considerable practical
interest is that of deciding on the basis of a sample { X} of independent measure-
ments on X to which of the &k intervals the unknown mean 6 belongs. For ex-
ample, a manufacturer might want to make & different decisions concerning the
selling price of his output, according to which of the k intervals contains the un-
known mean. Another application concerns classification problems which only
involve a single characteristic, where an anthropologist m%ght want to decide
which of & known populations

fi(z) = lo4(2m)[ " exp [~ (z — 0;)*/20/]
(G=1,2,---,k) is “closest” to '
f(z) = [0(27) " exp [— (¢ — 6)"/20°).

Assuming for simplicity that 6 < 6; < --+ < 6, then guided by practical or
theoretical considerations we can introduce & — 1 numbers A1, Az, ==, A
(ordinarily A\; = (8; + 6;41)/2if oy = 02 = -+ = ox = o) so that the problem
is reduced to deciding which of the k intervals

(— ®, )‘1], ()‘1 ) )‘2], ()‘2 ) )‘3])" ) (>‘k—1 ) °°)

contains 6.
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A sequential solution to the problem specified above was given by Sobel and
Wald [1] for the special case when k = 3 and o was assumed known. A sequential
solution for the general case is given in-the present paper using a different ap-
proach. No claim is made that the solution given here has any optimum proper-
ties, but nevertheless it is hoped that the results may be useful in practice.

3. The case when ¢ is known. Let {X;} 2 = 1,2, - - - be a series of independent
and identically distributed random variables with common probability density

f(@) = [o(2m) " exp [— (z — 6)%/247,

where ¢ is assumed known a priori. Let Ay < Az < A3 -+ < A1, let I; denote
the interval (— e, A], fors = 2,3, --- , k — 1let I, denote the half open interval
(Ns=1, Ad, and let I, denote the interval (M, ©). Let D; ( =1,2,---, k)
denote the decision that 6 is an element of I; .

Following the formulation of the problem given in [1]," we assume we can
specify on the basis of practical considerations an indifference zone (c; , d;) about
each point \;, in which it is a matter of indifference whether decisions D; or
Dj4, are made. Let W (0, D;) be a function taking values 0 or 1 which represents
the error made in selecting D; when 6 is the true parameter. We assume the
function W (8, D;) is given as follows:

W(,D;) =0 if —0o <0 <d;
=1 otherwise.

Fors =2,3,---,k—1

w(,D,) =0 ifea <0<d,
=1 otherwise.

W(0, Dk) =0 ika_l <0<
=1 otherwise.

We now proceed to find a sequential ﬁrocedure for choosing one of the %
decisions (D1, D;, - -+ , Di) so that the probability of making an error does not
exceed a preassigned value « for all values of 8. We will repeatedly make use of
the following result (see for example Section 2.1 of [2]:if ¥, ¥, - - - is a sequence

of independent observations on a random variable ¥ with £(Y) < 0, then if
a>0andr=1,2,3,---.
=1

(1) P I:Z y: > a for at least one value of r] < et

where # # O satisfies the relation E[e"'] = 1. Applying this result to
Y= (X;— 6 — d)/d" where d > 0, we find that

(2 P [Z [(X: — 8 — d)/e’] >a for at least one value of r] < e
=1
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which is equivalent to

3) Pz, — d — ad’/r > 0 for at least one value of r] < ¢ e

where = Y i X,/r. Applying (1) again with ¥; now equal to
(—X;+06—4d)/d

we find in a similar manner that
—2da

(4) Pz + d + ad’/r < 6 for at least one value of 7] < e

Now setting ¢ >** = «/2 and applying the inequality

P[AN Bl = 1 — P(4) — P(B)
to (3) and (4), we find that
(5) Pl —d — o’ log (2/a)/2dr S 0 < & + d
+ o’log (2/a)/2dr forevery r,r =1,2,--:]21—a

where all logarithms are to the base e.
For the application of (5) it is desirable to choose d so as to minimize the
value of r required to have

2{d + o’ log (2/a)/2dr} = A.

A routine calculation shows that this is accomplished when d =' A/4.

The required sequential procedure can be obtained on the basis of the result
in (5) as follows. First, let A; = d; — ¢;, the length of the jth indifference zone,
let A = min (A, Az, +--, Ax_) and let

u, = max; (1 £ ¢ < r){F — A/4 — 24° log (2/a)/iA},
v, = min; (1 £ ¢ < r){& + A/4 + 20" log (2/a)/it}.

We now describe the sequential procedure. At the rth stage of the experiment
(r=1,2,:--) we obtain X, and then calculate %, and v, on the basis of the ob-
served measurements X;, X;, --+, X,. The experiment is terminated at the
rth stage if either w, > v, or if u, =< v, and the interval (u,, v,) falls entirely
within one of the & intervals I) = (—o,dy), I’ = (e1, d2), Is' = (c2,ds), -+,
Iic1 = (-2, di), I = (cx—1, ). If the experiment terminates at the rth
stage with u, > v, (the probability of this will ordinarily be quite small), we make
the decision corresponding to the interval among {I;} to which Z, belongs. If the
experiment terminates at the rth stage with «, = v,, we make a decision cor-
responding to the interval among {I,’} in which (u, , »,) lies, so that if (u, ,v,) say
falls in It, we select D, , while if (u,, v,) falls inside two intervals, say I: and
It41, we can choose between D; and D4y by throwing a coin. If no decision is
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reached at the rth stage of the experiment, we go on to the (r 4 1)st stage, ob-
tain X, , and repeat the above procedure.

Let n denote the stage where the experiment terminates. It is clear that the
experiment must have terminated on or before the jth stage if

2[a/4 + 26%og (2/a)/iA] < A,

so that we must have n < 1 + 80" log (2/a)/A". The sequential procedure given
is therefore closed, which is a very useful feature in most applications.

From the definition of the error function W (4, D;) and the specification of the
sequential procedure, it is clear that no error can be committed when 8 is really
contained in (u, , v,). Since it follows from (5) that Plu, < 0 £ v,] =1 — «
we can therefore conclude that the probability the sequential procedure will
lead to an error is =« for all 6.

Although a detailed investigation has not been made, it seems very likely
" that when k = 3 the sequential procedure given here is less efficient than the

Sobel-Wald procedure discussed in [1]. However, assuming this to be the case,
there is some compensation because (1) the sequential procedure given here is
~closed and (2) when the sequential procedure given here terminates, some extra
information is available, since in addition to making a decision regarding the
interval in which ¢'lies, we can also assert that u, < 0 =< v, with probability

=1 — a.

The last remark in the above paragraph suggests a modification of the orlgma,l
problem which might be of interest in itself. The modified problem is as follows:
to find a sequential procedure which will simultaneously select one of the deci-
sions (Dy, D;, - - -, D;) with the probability of an error <a, and also provide
a confidence interval for 9 of width <W with confidence coefficient =1 — a.
(W is a constant which is assumed to be >A).

To solve this modified problem, we use the sequential procedure descrlbed
before with the modification that we continue sampling until not only (., v,)
falls inside one of thé intervals {I;} but in addition v, — %, < W. (The minor
complication caused by the fact that it is possible to have u. > v, ean be handled
by taking %, &= W/2 as the confidence limits for # when this unlikely event

“oceurs.) It is clear that with this modification the probability s still < « of
making an incorrect decision and the probability is = 1 — « that u, < 0 < v,
and that 0 < v, — u, = W.

" 4. The case when ¢ is unknown. We now start the experiment by first taking
a preliminary sample of 7, measurements X;, X5, -+, X,,. Let f = mp — 1
and let

= 3 (xi— a)s,

Let {Z} be a sequence of independent and normally distributed random variables
with mean —d/o” and variance 1/ " which is independent of the sequence {X}.
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Making use of the fact that £, is independent of s, we obtain

1=1

P [Z (X;—6— d)/s'1>a foratleastoner, r=mno,n0+1,-"

= P[Zr:[(Xi — 9 — d)]/d"] > a (s*/d") for at least one ,

1=1

(6) 1'=n0,n0+1’...

%

—2ads?/o?
e .

= PI:Z Z; = a(s’/d’) foratleastoner, r=mo,mo+ 1,
7=1 .
2]
s

) P [2:1 (X;— 60— d)/s'l >a foratleastoner, r = no,m0+ 1, ]
< E {1} = [1 + 4ad/fT7"".

If we set d = A/4 and let @ = (f/A)[(2/a)2” = 1] denote the value of a for
‘which [1 + 4ad/. ~/* = /2, we obtain from (7)

A

<P [Z Z; =z @82/02) foratleastoner, r=1,2,---
=1 '

Therefore

(8) Plz — A/4—as’/r> 0 forat least oner, r=mng,mo+1, - 1< /2.
Starting with (—X; + 6 — d)/ s*, we find in a similar manner that
(9) Plz+a/4+ as’/r < 0 foratleastoner, r=mo,m+1, " ] < a/2.
Therefore combining (8) and (9),
(10) P[5 — A/4 — as'/r < 6 < & + A/4 + as'/r

for ’é,ll valuesof r, r = mng,m + 1, - > 1—a
Let
w = max; (no < j < 7) (& — A/4 — as'/3),

and
v, =min; (ne S j =7){& + A/4+ as’/j}.

Now we can specify the sequential procedure when ¢ is unknown. We start
by taking n, observations, compute s*, and for r = mg, mo + 1, - - - We then use
the sequential procedure described in Section 3 with %, and v, replaced by Ur
and v’ . It follows from (10) that the probability of making an error is still <«

for all 6.
The practical value of the pg‘ocedure in Section 4 is somewhat limited by the
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lack of an efficient rule for selecting no . This appears to be a fairly important
unsolved problem.
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