PSEUDO-INVERSES IN THE ANALYSIS OF VARIANCE
By Perer W. M. Joun
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1. Summary. The normal equations in the analysis of variance with suitable
side conditions give a unique set of estimates, B;, of the parameters 8;. These
estimates are unique linear forms in the actual observations. In the solutions
to the normal equations they appear as linear forms in the treatment and block
totals; these totals are not independent and so the forms in them are not unique.
Thus the normal equations, while giving a umque solution vector, admit an
infinite number of pseudo-inverses of the matrix X ’X. In this paper the rela-
tionship between the two most common pseudo-inverses is discussed.

2. The general case. Let X be the design matrix. X has n rows and p columns
with rank (p — m). There exists a matrix D of order p X m with rank m such
that XD = 0. The normal equations X 'X8 = X'Y are consistent. If § = PX'Y
is any solution vector, the matrix P is called a pseudo-inverse or generalized
inverse (g-inverse) of X'X (Rao, 1962). When the normal equatlons are solved
subject to the set of linear constraints H@ 0, where H is a matrix of order
m X p such that HD has rank m, the solution vector 8 is unique, but the g-inverse
P is not. The relationship D'X’Y = 0 allows different estimates of the same
parameter 8; to be identical numencally but to differ in form by some linear -
combination of the rows of D'X'Y. Thus, if P* is any other g-inverse of X'X,
subject to HB = 0,

(1) P* = P 4+ ED/,
where E is a matrlx of order p >< m. If only symmetric g-inverses are considered,
(1) becomes P* = P + DCD’, where C is a symmetric matrix of order m.

There are two standard methods of obtaining a g-inverse of X'X. In one method
(Graybill [1], p. 292, and Kempthorne [2], p. 79), the matrix X ‘X is augmented

to
XX H . (B11 B12>_1
= B =
H o0 B: By
Then By, is a g-inverse of X'X.

In the second method (Plackett [3], p. 41, and Scheffé [5], p. 19), the g-inverse
is (XX + H'H) ™. These two g-inverses are not identical. Plackett has shown

that
cov(3) = (I — D(HD)"H)(X'’X + HH) '
With this result, By can be obtained from XX + H'H)™, but

Received 7 November 1963.
895

Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to éfr )2

The Annals of Mathematical Statistics. BINORN
WWWw.jstor.org



896 PETER W. M. JOHN

(I — D(HD)™H)™" does not exist, since I — D(HD)'H is idempotent and
thus not of full rank.

In this note a different relationship (2) between these g-inverses is derived
by which each may be obtained from the other. Multiplying out BB™ = I
gives the four equations

XXB,; + HBy =1,, XXBp+ HBy; =0,
HBll = 07 HB12 = Im .

After multiplying the first two equations on the left by D’ and simplifying,
we have By = 0, B, = D(HD) ™ and

XXB;, =1—-HBy =1 - H(D'H)'D".
Then X'XByX'Y = XY — H(D'H)'DXY = XYand § = ByXY is a

solution. The variance covariance matrix of the estimates is cov(§) = BuX'XBy6
= Byo’. If 2/3 is estimable, A'D = 0 and var(3'§) = A'Bu\ = A'P*A so that,
for computing the variance of any estimable function, any pseudo-inverse may
be used as the variance covariance matrix.

Writing (X'’X + H'H)™' = By + DCD’, we have
I = (XX + HH)(By + DCD’) = X'’XB; + HHDCD'
=I- H'(D'H)'D' + H'HDCD'.
Then H'(D'H')™'D’ = H'HDCD', and multiplying both sides on the left by
(D'H'D’ and on the right by H'(D'H')™ gives (D'H’)™ = HDC, whence

C = (HD) (D'H)™ = (D’'H'HD)”,
so that the desired relationship is
(2) (XX + HH)™" = B, + D(D'HHD)'D".

3. Application to incomplete block designs. Let Af = Q be the adjusted
intrablock normal equations for an incomplete block design, where Q is the
vector of adjusted treatment totals, £ the vector of the estimates of the v treat-
ment effects, and A is a symmetric matrix of order » and rank (v — 1). Then
Al = 0 and 1'Q = 0 where 1 is a vector with each element unity. Wesolve the
equations subject to the single side condition HZ = > i hi#i = 0. Substituting
A for X'X and 1 for D in (2) above gives

(A+ HH)™ = By + 1(1'HH1)™71" = By + 11'/(3_ k)™
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