A PROPERTY OF THE MULTIVARIATE ¢ DISTRIBUTION

By OLive JEaN Dunn
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0. Summary. The Student ¢ distribution has the property that the distribu-
tion evaluated from —wu to 4w is an increasing function of », the degrees of
freedom (this also applies to the distribution evaluated from — « to +u). (An ele-
mentary proof of this property, due to M. Ray Mickey, is based on considera-
tion of the ratio between the Student density functions for two consecutive
values of the degrees of freedom, and makes use of the inequality [5], (1/4») —
(1/3605°) <loga, < —(1/4v) + (2/45+"), where a, is the constant in the
Student ¢ density with » degrees of freedom.) It is pointed out in this note that
this monotonicity does not generalize to & dimensions.in a usual multivariate ¢
distribution; for k sufficiently large, the direction of the monotonicity becomes
reversed.

1 Introduction. If + = (21, - -+, #x) has a multivariate normal distribution
with expected value 0 = (0, - - - , 0), variances all equal to one, and correlation
matrix R = (p;;), and if »s’ is independent of z and has a chi-square distribution
with » degrees of freedom, then ¢; = /s are Student ¢ variables with » degrees
of freedom, and ¢t = (4, ---, &) has a multivariate ¢ distribution. See, for
example, Dunnett and Sobel [1]. Its equation is

(1) 1) = [P + B}/ o) TEDIRIL 4+ v R,
If F(u) is defined by
(2) F(u) = P{Nia —u < t; < u},

then F(u) equals the probability mass in the multivariate ¢ distribution evaluated
over a k-dimensional hypercube centered at the origin of half side », and F(u)
is the distribution of the maximum of the absolute values of the k ¢ variates.
Similarly, if G(u) is defined by

(3) G(u) = P{Nia — 0 < t; < u},

then G(u) equals the probability mass evaluated from — « to u in each direc-
tion and G'(u) is the distribution of the maximum of the k ¢ variates. Tables of
these functions (see [1], [2], [3], and [4]) can, whenever available, be used to ob-
tain simultaneous confidence intervals with exact confidence level for k means
when the correlation structure is known; F(u) gives two-sided confidence inter-
vals and G(u) gives one-sided confidence intervals.

2. Theorem and proof.
THEOREM. For any given u > 0, and degrees of freedom vy > vy, there exists an
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integer K such that, for all k = K,
Fk:"l(u) < Fk,vz(u)y and Gk,vl(’“) < Gk,vz(u)-

Here Fy,(u) and Gy,(u) are F(u) and G(u) as defined above, with k the dimen-
sion and v the degrees of freedom.
Proor oF THE THEOREM.

(4) Fi,(u) = P (max |z|/s < u)
= [T P (max |z:| < su)g.(s) ds,

where ¢,(s) denotes the density function of s. Since »s’ follows a chi-square
distribution,

(5) g.(s) = ""/2"7 70 (5/2)1 ™ exp (=3 »").
For z;, - -+ , x; independent,
(6) P (max |z:| < su) = [2®(su) — 1] = B (s),

say, with ® the univariate normal cdf.
For any fixed » and » > »,, the difference

(7) Frp(u) = Fipy(w) = [3 B()[g(s) = guu(s)] ds.

For large values of s, g,(s) behaves like exp [—% »s°], and so the quantity inside
the brackets in (7) behaves like exp [—% »15°] — exp [—% ».5’] and so is negative.
For s larger than some value ¢;, which depends only on » and », then, the
bracketed quantity is negative. Denoting the integrand in (7) by 4(s), the right
hand integral of (7) may therefore be broken into four parts, as follows:

(8) Fip(u) — Fipy(u) = fs<01,i(s)>0 + fs<cl,i(s)<0 + f«c:f + f:;

Here c; > ¢; and the quantities under the integral signs are the same as in (7).
Over the range of integration in the last three of these four integrals, the inte-
grand is negative. Omitting the two middle integrals, and remembering that
h(s) is an increasing function of s, we have (recalling the above definition of 4(s)),

(9) Fiup(u) — Frap(u) < hk(Cl) fs<01,i(s)>0 [95:(s) — gna(8)] ds
+ hk(c2) J“:’z [gn(s) - gvz(s)] ds
= K (e0){ [o<er,i030 [901(8) = ga(8)1ds + [h(e2) /R(eO)]" [ [go(s) — ga(8)] ds}.

From (9), since the ratio h(cs)/h(c1) is a constant larger than 1, and since the

two integrals are simply two constants, the first positive and the second nega-

tive, we may find K such that for any &k > K the entire expression is negative.
The proof for Gy, (u) is identical and so is omitted.

3. Discussion. The theorem covers the case of all correlations equal to zero.
When all correlations are equal to one, the distribution is the same as the uni-
variate Student ¢ distribution, so that for all dimensions, F(u) and G(u) are
monotonically increasing functions of ». Other correlation matrices may be con-



714 OLIVE JEAN DUNN

sidered in some sense to lie between these two extremes. It is not too surprising,
then, in looking at tables for various correlation matrices, to find the reversal in
direction occurring at higher dimensions than in the case of the identity matrix.
In various unpublished tables of F(u) the change is found to occur at a dimen-
sion where F(u) is approximately .25 or .30.

The author finds it amusing to realize that for certain confidence levels, &
simultaneous confidence intervals for & means would have expected lengths
shorter if the variances are estimated from the data than the lengths of the in-
tervals formed if the variances are known and the normal tables used. This
seems to be of no practical importance, for the overall confidence level must be
lower than is usually preferred—say .25 or below!

In spite of its lack of practical importance, it seems worthy of a note, if only
to illustrate that one must be wary as the dimensions increase.
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