A NOTE ON CLASSIFICATION
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Consider the multivariate complex Gaussian distributionII; (7 = 1, 2) as de-
fined by Goodman [3].
;ipi(§) = 7 [2]™ exp [~ (& — w)'27 (¢ — w)),

where E(¢) = u; and cov ¢ = I (Hermitian positive definite complex covariance
matrix). Any observation £ will be a point in the space R’, where R is the p-di-
mensional space. Partition R* into two subspaces R; and R, such that R; identifies
II; . Now if q; is the a priori probability of drawing ¢ from 1I,, the conditional prob-
ability (after the individual is drawn) of the same will be ¢;p;(£)/ Z?:iquj(!;‘).
The expected loss to be minimized (which is also the probability of misclassifica-
tion when the costs of misclassification are unity) is

@1 [ 21(8) dE + @2 [, P2(£) dE.

Then the Bayes solution, which consists of assigning the individual to the popu-
lation with higher conditional probability, gives the subspaces as

Riigipi(§) > gpa(£),
and Ryiqipi(8) = apa(£).
When the costs of misclassification are not unity, these will be modified as
Bi:[¢C(2/1)Ipu(8) > [2C(1/2)]pe(8),
Ryt [¢:C(2/D)]pu(8) = [9C(1/2)]pa(8).

Where C(j/1); (7,7 = 1, 2) is the cost of misclassification of the individual from
the 7th population. Using II; as defined above

Ri:U > logk
R,:U = logk.

Where U = E= (1 — pe) + (o1 — p2)' =% — = " + &' 2 w2 and K is a con-
- stant depending upon ¢; and C(j/7). It is easily seen that U is real valued. The
distribution of U is ordinary univariate normal with E(U) = (=)™ and
var (U) = 2v where v = (1 — pa)' = (w1 — po' ), according as ¢ e I, (see [1]).
v = (u1 — p2)'2 (s — pe) is termed as the “distance’” between the two popula-
tions. If the parameters are estimated from sample of size N; from II;, then
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the estimated “distance” will be'
(al - az)lS_l(al - az)-

This is simply related to the complex analogue of Hotelling’s-T* (see [4]) given
by

TS = NiNo(N1 4+ No) (ar — a2)'S 7 (a1 — )
Further it is known that
(Nl + N, —p — 1)/p'Tc2/(N1 + N, — 2)

is distributed as a non-central F with degrees of freedom [2p, 2(N1 + N, —
p — 1)] and non-centrality parameter

ONNo(N1 4+ No) (g — ) =7 (s — w).

Lemma. T is almost invariant in the space of sufficient statistics (o1, oz, S)
under the full linear group G of p X p non-singular complex matrices under mul-
tiplication.

For the proof the reader is referred to [1] and [2].

An extension to the case of more than two populations or when the sample
consists of more than a single observation is obvious.
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1 a; and a; are the maximum likelihood estimates of u; and u, and 8 is the standard un-
biassed estimate of = based on N1 + N; — 2 degrees of freedom.



