A k-SAMPLE EXTENSION OF THE ONE-SIDED TWO-SAMPLE
SMIRNOV TEST STATISTIC!

By W. J. ConNOVER
Kansas State University

1. Introduction. Let Fi,(x) and Fi.(z) be the empirical cdf’s (cumulative
distribution functions) of the random samples (Xi1,:--,X1s) and (Xs4,
«++, Xs,») drawn from populations with continuous edf’s Fi(z) and Fa(z), re-
spectively. The one-sided, two sample Smirnov test statistic D™ (n, m) =
sups (F1,(x) — Fa,m(2)) provides a test of Hy: F; = F, that is consistent against
all alternatives of the type Hy:Fi(z) > Fo(z) for some z. A k-sample extension
of D*(n, m) would be useful in situations where the experimenter has & popula-
tions, k > 2, and may legitimately assume, from biological or other nonmathe-
matical considerations, that Fi(z) = Fo(x) = .-+ = Fi(z) for all z. Such &
sample extensions have been obtained, in various forms, by Ozols (1956),
Darling (1957), David (1958), Kiefer (1959), Dwass (1960), Birnbaum and
Hall (1960), and Conover (1965), among others. However, each extension, ex-
cept that of Conover (1965), fails to furnish the small sample distribution
function of a test statistic that may be used for all k = 2.

This paper furnishes the small sample, and asymptotic, distribution functions
of a k-sample extension of D*(n, n), valid for all & = 2, but restricted to equal
sample sizes for all k samples. Such a restriction is not surprising since the dis-
tribution function in the two-sample case is still not known for all cases of
n # m. Consistency is discussed in Section 5.

2. Principal results. While the interesting result is the corollary, the more
general theorem is no more difficult to prove, although the notation may appear
cumbersome. For ¢ = 1,2, --- | k, let F;,,(z) be the empirical cdf of a random
sample (X1, -+, Xia,;) of size n; drawn from a population with the continuous
cdf Fi(z). Let I,(x) = nF;,,(x) and let ¢, represent the smallest integer not
less than ¢; . Let

(2.1) Py* = P(sup, (Is(z) — Ligu(x)) < ;1 =1,2,---,k — 1).

It is assumed hereafter that Ho:Fy = Fy = - .. = Fy is true.
THEOREM.
(2.2) P = AP

where |A¥¥| is the determinant of the k X k matriz A whose elements are
ai; =0 if nj— D eicd + D huics <0

nil/(n; — D icica + Dob=ics)! otherwise.
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COROLLARY. Let Fin(x), 1 = 1, 2, ---, k, be k empirical cdf’s of k random
samples of equal size n drawn from the same, or identical, populations. Then
(2:3) P(sups,i<k(Fin(2) — Finna(®)) < ¢/n) = [B¥Y|
where |B¥*| is the determinant of the k X k matriz B with elements
bij=0 if n—(5—5c <0
= nl/(n — (i — j)c')! otherwise.

Note that for ¥ = 3 the theorem gives, in matrix form, results identical with
those derived by Ozols (1956), and for k = 2 the corollary gives the familiar
distribution function of Smirnov’s D*(n, n).

3. Preliminary lemma. The difficulty of proving the theorem is isolated in
the following lemma.
LemMA. Let n; and c; be positive integers,j = 1,2, - - - , k, and satisfying nj >

n; — ¢, 1 £j <k, and let
A R
= ( )

represent a partitioning of the square mairiz M of dimensions i, — ax + k + 1,
where A is the k X k matriz described in Section 2, R is the k X (ng — ¢x + 1)
matrix with elements

rig = o Y (e 4 - e+ — DY
S is the (ny — ¢ + 1) X k matriz with elements
si; =0 forj #k
=m!/(mg — e — 2+ 1) forj =k;
T is the (ny — cx + 1) X (ne — ¢ + 1) matriz with elements
tij =0 forj <<

i /G —1—=91 iz

Then

(3 1) HJ=1 nl' I«"J-(-l mj—ci41 dxfr”: .r:;';-.lmj—c] dx!v’"fj_l

f:;:ﬁz dZ;j.e;v1 J‘:;'-:’f.tl dZ;,c; Jaiei dZjei-1 + "+ [o* doja = |M|.

Note that the “product” notation in (3.1) is used to represent a multiple
integral, where the variable of integration for j = m -+ 1 is the lower limit of
the integral for j = m.
 Proor. Using induction, (8.1) will first be proved for k = 1. Integrating with
respect 10 Z1,1, Tr,2, ** 5 L1,00-1 BIVES X7 $o1/(er — 1)! for an integrand. Integrat-
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ing with respect to @1,¢, , X141, * * * 5 1,1, gives integrands of

c1+1 c cy1+1
I Tiete T2y Tas

N RCES D! el (e + 1)!

T I Bl Toa |, o [M|/mal
1 1 1! 1!
1 0 1

This is easily seen if each integration is performed by expanding the integrand
using the first column and the cofactors of the terms in the first column. The
result of the integration is seen to be the next determinant in the above indicated
sequence, expanded about its first and last columns. The last integral, with
respect to 2y, , when multiplied by n,!, gives |M| for k = 1.

If (3.1) is true for k = m — 1, then (3.1) is also true for & = m, as will be
shown. Integration with respect to ., through ., ., is simple if, each time,
the integrand is expanded about its mth column, the integration is performed,
and the result is reassembled into determinant form. Each time, the new mth
column may be subtracted from the (m + 1)st column, leaving unity in row
m -+ 1 of column m 4+ 1, but zeros in the rest of column m + 1. Expanding
about column m + 1 merely removes row m -+ 1 and column m -+ 1 from the
determinant. Then the next variable of integration appears only in column m
and the procedure is repeated. Note that if ¢,, — 1 > %y — €, all but m
columns have been removed on the (%,_; — c¢,_i)th integration, so the afore-
mentioned removal of row m -+ 1 is a vacuous operation for the last ¢,, — 1 —
Nm— + Cm—y integrations.

If ¢w = Wmoy — Cme1, the remaining integrations may be described by two
procedures. In the first procedure, which applies to the integration of z.,,; for
Cn = 7 = Nm—a — Cm—1, the integration is performed by expanding the integrand
along column m, integrating, and reassembling the integrand into determinant
form, which resembles the former integrand except in the following ways:
Column m, formerly the transpose of

(o om0 e G G — 1))
g T (G s e = D
T T (e + 5 — D)L 2h /(G — 1)4,0, -+ ,0)
now becomes the transpose of
(@ad o+ o+ + DY w0+ e F e )
i (e 4 9, @i/ (9)1,0, -+, 0)

and a new column and new row are added to the right and bottom of the former
integrand. The new column is the transpose of

(B (e + oo+ e+ D, 2 (e o e 7))

‘o xfn’ii};]i“cm/<cm—l + .7) !) xz;b‘l'l'j'l-l—cm/(j) !) O) O: Tty O) 1)
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the last element being part of the new row, and the new row is all zeros except
for unity in column m and in the new column, as just noted. This method of
integration is merely a modification of the integration procedure described in the
first part of this proof, for k = 1. The integration is followed by removing row
and column m + 1 as previously described, that is, by subtracting column m from
column m + 1 and expanding about column m + 1.

The second procedure describes the integration of @m,; for m—1 — cm1 <
j £ fm . It is identical with the first procedure, except that after the integration
is performed, with the new row and new column added, the procedure is com-
pleted. That is, no row or column elimination is possible for the new integrand
thus formed. After the final integration, with respect to Zm,n,, , multiplication by
nm! gives |M| for k = m.

If ¢,, > Mm_1 — Cm_1 , €ach successive integration is performed using the second
procedure, as described above. Thus the lemma is proved.

4. Proof of the theorem. Let Y, < Yj, < -+ < Yja.; represent ordering
of the random sample Xj1, Xja, -+, Xjn; forj = 1,2, .-+, k. Then

P = P(Yje; > Yina, Yiepn > Yipe, 5 Yia; > Yigtnj—in
(4.1) for j=k—1) if njgau>n;—c; forall j=k—1

=0 if nju Sn;—c; forsome j=k— L

Pi* may be evaluated by integrating the joint density function of the Yi;,
Tiains! dF (ys1) dF (y;.0) -+ dF(Yjm;), over the proper limits. The proper
limits are given by the left side of (3.1), after substituting x;,; = F(y;,;) for
i <k, and 41,7 = 0, for all j. Letting @x41,; = 0, for all j in the right side of
(8.1) leaves only |A|, proving the theorem.

The corollary is proved by noting that Fia(z) = Li(x)/n.

5. Asymptotic propelrties. Asn;— o and ¢; — o for all j in such a way that
ni/n; — ri; and c¢;/n;’ — N;, where r;; and \; are constants, 1 = (2, 7) =k,
then use of Stirling’s formula and some algebra reveals the approximation

2 3.,
(5.1) aij 2 ¢ %iin"i%i (5.1)
where d;; = Zf;ll Nola,i — Zfs;i AgTg,5 -

If n; = n for all j, the determinant of A may be simplified by multiplying the
mth row by ™ and multiplying the mth column by nx’”"*, form=1,2,---,
k, which does not change the value of the determinant. Then |A| — |D|, where
D is the matrix whose (4, 7)th element is exp { —(2_62t Aa — 2521 Ms)’}.

The asymptotic distribution function further simplifies if ¢; = ¢ for all j.

Then
(5.2)  liMnsw,c/mi-n P(SUPz,i<k (Fin(x) — Fipn(z) < )\/'n%) = |kak|

Wwhere the (7, /)th element of V is exp {—(¢ — j VAN
From (5.2) it is seen that sups,ic (Fin(®) — Fij1.(x)) converges in prob-
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ability to zero. However, if Fy(x) — F;u(x) > 0 for some z and some %, then
there is no longer convergence in probability to zero. In fact, since sup, |Fs.(x)
— Fi(x)| and sup, |Fipan(x) — Fip(x)| converge in probability to zero, use
of the above statistic furnishes a test of H, that is consistent against all alterna-
tives of the type just described. If an additional a prior: assumption Fi(z) =
Fo(x) = -+ = Fy(z) is made, then the above statistic provides a test consistent
against all alternatives of the type Fi(x) % F;(x) for some ¢, j, and z.
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