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This paper deals with the distribution function of the sojourn time of Brownian motion with drift. By some recent results of J. Akahori and A. Dassios this distribution function can be expressed in the form of a double integral. In this paper it is shown that the distribution function of the sojourn time can be expressed simply as a single integral. The result obtained is a generalization of the arc-sine law of Paul Lévy.

1. Introduction. Let $\{\xi(u), u \geq 0\}$ be a standard Brownian motion process. We have $\mathbf{P}\{\xi(u) \leq x\}=\Phi(x / \sqrt{u})$ for $u>0$, where

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left(-\frac{u^{2}}{2}\right) d u \tag{1}
\end{equation*}
$$

is the normal distribution function. We shall consider the process $\{\sigma \xi(u)+$ $m u, u \geq 0\}$, where $\sigma>0$ and $m$ is a real number. We use the notation $\delta(A)$ for the indicator variable of an event $A$; that is, $\delta(A)=1$ if $A$ occurs and $\delta(A)=0$ if $A$ does not occur. Define

$$
\begin{equation*}
\tau(\alpha, m, \sigma, t)=\frac{1}{t} \int_{0}^{t} \delta(\sigma \xi(u)+m u \leq \alpha) d u \tag{2}
\end{equation*}
$$

for $t>0$; that is, $t \tau(\alpha, m, \sigma, t)$ is the sojourn time of the process $\{\sigma \xi(u)+$ $m u, u \geq 0\}$ spent in the set $(-\infty, \alpha]$ in the time interval $(0, t)$.

We also define

$$
\begin{equation*}
\gamma(x, m, \sigma, t)=\inf \left\{\alpha: \frac{1}{t} \int_{0}^{t} \delta(\sigma \xi(u)+m u \leq \alpha) d u>x\right\} \tag{3}
\end{equation*}
$$

for $t>0$; and $0<x<1$; that is, $\{\gamma(x, m, \sigma, t), 0<x<1\}$ is the inverse process of $\{\tau(\alpha, m, \sigma, t),-\infty<\alpha<\infty\}$.

Recently Akahori [1] and Dassios [4] determined the distributions of $\tau(\alpha, m, \sigma, t)$ and $\gamma(x, m, \sigma, t)$. The distribution functions of both random variables can be expressed by their results in the form of a double integral. In this paper it is shown that by using an elementary random walk approach, these distribution functions can be expressed in the form of a single integral. The result obtained can be interpreted as a generalization of the arc-sine law of Lévy [7, 8].
2. The distribution of $\boldsymbol{\tau}(\boldsymbol{\alpha}, \boldsymbol{m}, \boldsymbol{\sigma}, \boldsymbol{t})$. First, we observe that

$$
\begin{equation*}
\{\gamma(x, m, \sigma, t)>\alpha\} \equiv\{\tau(\alpha, m, \sigma, t) \leq x\} \tag{4}
\end{equation*}
$$
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for $0<x<1$ and $-\infty<\alpha<\infty$. Thus the problem of finding the distribution of (3) can be reduced to the problem of finding the distribution of (2).

Next, we observe that it is sufficient to consider only the particular case where $\alpha \geq 0, \sigma=1$ and $t=1$. The general case can be reduced to this particular case by linear transformations. Since for any $t>0$, the two processes $\{\xi(u t), u \geq 0\}$ and $\{\sqrt{t} \xi(u), u \geq 0\}$ have the same finite dimensional distributions, we have

$$
\begin{equation*}
\tau(\alpha, m, \sigma, t) \sim \tau(\alpha / \sigma \sqrt{t}, m \sqrt{t} / \sigma, 1,1) \tag{5}
\end{equation*}
$$

for $t>0$, where the symbol $\sim$ means that the random variables on both sides of (5) have the same distribution. Moreover, by symmetry we have

$$
\begin{equation*}
\tau(\alpha, m, \sigma, t) \sim 1-\tau(-\alpha,-m, \sigma, t) \tag{6}
\end{equation*}
$$

for $t>0$. Accordingly, if we know the distribution of

$$
\begin{equation*}
\tau(\alpha, m)=\tau(\alpha, m, 1,1) \tag{7}
\end{equation*}
$$

for $\alpha \geq 0$ and $m \in(-\infty, \infty)$, then the distribution of (2) is determined by (5) and (6).

In a similar way we obtain that

$$
\begin{equation*}
\gamma(x, m, \sigma, t) \sim \gamma(x, m \sqrt{t} / \sigma, 1,1) \sigma \sqrt{t} \tag{8}
\end{equation*}
$$

for $t>0$ and $0<x<1$. Thus, if we know the distribution of

$$
\begin{equation*}
\gamma(x, m)=\gamma(x, m, 1,1) \tag{9}
\end{equation*}
$$

for $0<x<1$, then the distribution of (3) is determined by (8).
By (4) we have

$$
\begin{equation*}
\mathbf{P}\{\gamma(x, m) \leq \alpha\}=\mathbf{P}\{\tau(\alpha, m)>x\} \tag{10}
\end{equation*}
$$

for $0<x<1$, and by (6)

$$
\begin{equation*}
\tau(\alpha, m) \sim 1-\tau(-\alpha,-m) \tag{11}
\end{equation*}
$$

The distribution functions of (2) and (3) are completely determined by the following theorem.

THEOREM 1. If $\alpha \geq 0$ and $m \in(-\infty, \infty)$, then

$$
\begin{align*}
\mathbf{P}\{\tau(\alpha, m) \leq x\}=2 \int_{0}^{x} & {\left[\frac{\varphi(m \sqrt{1-u})}{\sqrt{1-u}}+m \Phi(m \sqrt{1-u})\right] }  \tag{12}\\
& \times\left[\varphi\left(\frac{\alpha-m u}{\sqrt{u}}\right) \frac{1}{\sqrt{u}}-m e^{2 m \alpha} \Phi\left(\frac{-\alpha-m u}{\sqrt{u}}\right)\right] d u
\end{align*}
$$

for $0 \leq x<1$, where

$$
\begin{equation*}
\varphi(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2}\right) \tag{13}
\end{equation*}
$$

is the normal density function and

$$
\begin{equation*}
\mathbf{P}\{\tau(\alpha, m)=1\}=\Phi(\alpha-m)-e^{2 m \alpha} \Phi(-\alpha-m) \tag{14}
\end{equation*}
$$

where $\Phi(x)$ is defined by (1).
See Section 4 for the proof.
We note that if in Theorem 1, $m=0$, then we obtain that

$$
\begin{equation*}
\mathbf{P}\{\tau(\alpha, 0) \leq x\}=\frac{1}{\pi} \int_{0}^{x} \frac{\exp \left(-\alpha^{2} / 2 u\right)}{\sqrt{u(1-u)}} d u \tag{15}
\end{equation*}
$$

for $0 \leq x<1$ and

$$
\begin{equation*}
\mathbf{P}\{\tau(\alpha, 0)=1\}=2 \Phi(\alpha)-1 . \tag{16}
\end{equation*}
$$

If $\alpha=0$ and $m=0$, then by Theorem 1,

$$
\begin{equation*}
\mathbf{P}\{\tau(0,0) \leq x\}=\frac{2}{\pi} \arcsin \sqrt{x} \tag{17}
\end{equation*}
$$

for $0 \leq x \leq 1$. This last formula was found by Lévy ([7]; [8], page 303) in 1939 and is called the arc-sine law. See also [10]. The more general result (15) was also found by Lévy ([8], page 326), but in a form more complicated than (15). The above form is given by Yor [11]. As we have already mentioned, the distributions of (2) and (3) were determined in 1995 by Akahori ([1], Theorem 1.1) and Dassios ([4], Theorem 1).
3. A sojourn time problem for random walk. Let us suppose that $\left\{\xi_{r}, r \geq 1\right\}$ is a sequence of independent and identically distributed random variables for which

$$
\begin{equation*}
\mathbf{P}\left\{\xi_{r}=1\right\}=p \quad \text { and } \quad \mathbf{P}\left\{\xi_{r}=-1\right\}=q, \tag{18}
\end{equation*}
$$

where $p>0, q>0$ and $p+q=1$. Define $\zeta_{r}=\xi_{1}+\xi_{2}+\cdots+\xi_{r}$ for $r \geq 1$ and $\zeta_{0}=0$. Then the sequence $\left\{\zeta_{r}, r \geq 0\right\}$ describes a random walk on the real line. Let us define $\Delta_{n}(k)$ as the number of subscripts $r=1,2, \ldots, n$ for which $\zeta_{r}>k$ and write $\Delta_{n}(0)=\Delta_{n}$; that is, $\Delta_{n}$ is the number of positive elements in the sequence $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}$. We set $\Delta_{0}=0$. Furthermore, let us define $\rho(k)$ as the first passage time through $k$; that is,

$$
\begin{equation*}
\rho(k)=\inf \left\{r: \zeta_{r}=k \text { and } r \geq 0\right\} \tag{19}
\end{equation*}
$$

for $k=0, \pm 1, \pm 2, \ldots$.
Our aim is to determine the distribution of the random variable $\Delta_{n}(k)$ for $n=1,2, \ldots$ and $k=0, \pm 1, \pm 2, \ldots$. It is sufficient to consider only the case where $k=0,1,2, \ldots$, because $\Delta_{n}(k)$ has the same distribution as $n-\Delta_{n}^{*}(-k-$ 1 ), where $\left\{\Delta_{n}^{*}(k)\right\}$ is defined in the same way as $\left\{\Delta_{n}(k)\right\}$ except that the roles of $p$ and $q$ are interchanged. We need the following two results.

1. If $1 \leq k \leq n$, then

$$
\begin{equation*}
\mathbf{P}\{\rho(k) \leq n\}=\mathbf{P}\left\{\zeta_{n} \geq k\right\}+\left(\frac{p}{q}\right)^{k} \mathbf{P}\left\{\zeta_{n}<-k\right\} \tag{20}
\end{equation*}
$$

This can be proved simply by applying the reflection principle to the random walk $\left\{\zeta_{r}, r \geq 0\right\}$. It follows by symmetry that

$$
\begin{equation*}
\mathbf{P}\{\rho(-k)=j\}=\left(\frac{q}{p}\right)^{k} \mathbf{P}\{\rho(k)=j\} \tag{21}
\end{equation*}
$$

for $j \geq 0$. See [9].
2. If $0 \leq j \leq n$, then

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}=j\right\}=\mathbf{P}\left\{\Delta_{j}=j\right\} \mathbf{P}\left\{\Delta_{n-j}=0\right\} \tag{22}
\end{equation*}
$$

This is a particular case of a general result of Andersen ([2], page 128; [3], page 197). Evidently,

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}=n\right\}=p \mathbf{P}\{\rho(-1) \geq n\}=p-q \mathbf{P}\{\rho(1)<n\} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}=0\right\}=\mathbf{P}\{\rho(1)>n\} \tag{24}
\end{equation*}
$$

THEOREM 2. If $n \geq 1$, then

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}(k)=0\right\}=\mathbf{P}\{\rho(k+1)>n\} \tag{25}
\end{equation*}
$$

for $0 \leq k \leq n$ and

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}(k)=j\right\}=\mathbf{P}\left\{\Delta_{j}=j\right\}[\mathbf{P}\{\rho(k+1)>n-j\}-\mathbf{P}\{\rho(k)>n-j\}] \tag{26}
\end{equation*}
$$

for $1 \leq j \leq n-k$.
Proof. Formula (25) is trivially true. If $1 \leq j \leq n-k$, then

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}(k)=j\right\}=\sum_{i=k}^{n-j} \mathbf{P}\{\rho(k)=i\} \mathbf{P}\left\{\Delta_{n-i}=j\right\} \tag{27}
\end{equation*}
$$

To obtain (27) we take into consideration that $\Delta_{n}(k)=j$ can occur in several mutually exclusive ways: the smallest $r=1,2, \ldots, n$ for which $\zeta_{r}=k$ is $i=k, \ldots, n-j$ and $\zeta_{r}-\zeta_{i}>0$ for $j$ subscripts $i<r \leq n$. By (22) we obtain that

$$
\begin{align*}
\mathbf{P}\left\{\Delta_{n}(k)=j\right\} & =\mathbf{P}\left\{\Delta_{j}=j\right\} \sum_{i=k}^{n-j} \mathbf{P}\{\rho(k)=i\} \mathbf{P}\left\{\Delta_{n-i-j}=0\right\}  \tag{28}\\
& =\mathbf{P}\left\{\Delta_{j}=j\right\}[\mathbf{P}\{\rho(k+1)>n-j\}-\mathbf{P}\{\rho(k)>n-j\}]
\end{align*}
$$

and by (23) we get (26), which was to be proved.

In Theorem 2 the probability (26) depends only on the distributions of $\zeta_{j-1}$ and $\zeta_{n-j}$. In (26) we can write that

$$
\begin{equation*}
\mathbf{P}\{\rho(1) \geq j\}=\mathbf{P}\left\{\zeta_{j-1}=0\right\}+\mathbf{P}\left\{\zeta_{j-1}=-1\right\}+\left(1-\frac{p}{q}\right) \mathbf{P}\left\{\zeta_{j-1}<-1\right\} \tag{29}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathbf{P}\{\rho(k+1)>n-j\}-\mathbf{P}\{\rho(k)>n-j\} \\
&= \mathbf{P}\left\{\zeta_{n-j}=k\right\}+\mathbf{P}\left\{\zeta_{n-j}=k+1\right\}-\left(1-\frac{q}{p}\right) \mathbf{P}\left\{\zeta_{n-j}=k+1\right\}  \tag{30}\\
&+\left(1-\frac{p}{q}\right)\left(\frac{p}{q}\right)^{k} \mathbf{P}\left\{\zeta_{n-j}<-k-1\right\}
\end{align*}
$$

The distribution of $\zeta_{n}$ is determined by

$$
\begin{equation*}
\mathbf{P}\left\{\zeta_{n}=2 j-n\right\}=\binom{n}{j} p^{j} q^{n-j} \tag{31}
\end{equation*}
$$

for $0 \leq j \leq n$.
If, in particular, $p=q=1 / 2$, then by (26) we obtain that

$$
\begin{equation*}
\mathbf{P}\left\{\Delta_{n}(k)=j\right\}=\binom{j-1}{[(j-1) / 2]}\binom{n-j}{[(n-j-k) / 2]} \frac{1}{2^{n}} \tag{32}
\end{equation*}
$$

for $1 \leq j \leq n-k$.
4. Proof of Theorem 1. If we suppose that

$$
\begin{equation*}
p=p_{n}=\frac{1}{2}+\frac{m}{2 \sqrt{n}} \quad \text { and } \quad q=q_{n}=\frac{1}{2}-\frac{m}{2 \sqrt{n}} \tag{33}
\end{equation*}
$$

for $n>m^{2}$, then the process $\left\{\zeta_{[n u]} / \sqrt{n}, 0 \leq u \leq 1\right\}$ converges weakly to the process $\{\xi(u)+m u, 0 \leq u \leq 1\}$ as $n \rightarrow \infty$. Since the sojourn time $\tau(\alpha, m)$ is a continuous functional on the process $\{\xi(u)+m u, 0 \leq u \leq 1\}$, we can conclude that if $k=[\alpha \sqrt{n}]$, where $\alpha>0$, and $j=[n x]$, where $0<x<1$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}\left\{\Delta_{n}(k) \geq n-j\right\}=\mathbf{P}\{\tau(\alpha, m) \leq x\} \tag{34}
\end{equation*}
$$

for $\alpha>0$ and $0<x<1$. (See [5], page 456.) In (26)

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{p_{n}}{q_{n}}\right)^{k}=e^{2 m \alpha} \tag{35}
\end{equation*}
$$

if we use (29) and (30) and if we apply the central limit theorem and the local limit theorem to $\zeta_{n}=\xi_{1}+\xi_{2}+\cdots+\xi_{n}$, then we obtain (12). (See [6], pages 191 and 233.) By (20) and (25) we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}\left\{\Delta_{n}(k)=0\right\}=\mathbf{P}\{\tau(\alpha, m)=1\} \tag{36}
\end{equation*}
$$

This proves (14).
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