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A REMARK ON RANDOM PERTURBATIONS OF THE
NONLINEAR PENDULUM

By Mark Freidlin1 and Matthias Weber

University of Maryland and Technische Universität Dresden

We describe the long-time behavior of the nonlinear pendulum per-
turbed by a small noise. To derive this asymptotics, one has to consider
diffusion processes on the graph corresponding to the Hamiltonian of the
pendulum.

1. Introduction. Statement of the problem. We considered in [6] ran-
dom perturbations of an oscillator with one degree of freedom,

¨̃Xε
t + f�X̃ε

t � =
√
εẆt� X̃ε

0 = x� ˙̃Xε
0 = y�(1.1)

where Wt is the Wiener process in R1
 It was shown that after a proper time
rescaling, the slow component of the process converges to a diffusion process
on the graph corresponding to the Hamiltonian of system (1.1). Formulated in
more detail, if � is the graph homeomorphic to the set of connected components
of the level sets of the Hamiltonian,

H�x�y� = y
2

2
+F�x�� F′�x� = f�x��

provided with the natural topology, and Y
 R2 → � is the mapping such that
Y�x�y�� �x�y� ∈ R2� is the point of � corresponding to the connected com-
ponent of the level set containing the trajectory of the nonperturbed system
starting at �x�y�� then Y�X̃ε

t/ε�
˙̃Xε

t/ε� converges weakly in the space of contin-
uous functions on 
0�T�� for any 0 < T < ∞� to a diffusion process Zt on �
as ε ↓ 0
 We calculated the characteristics of Zt� which are the differential
operators defining the behavior of Zt inside the edges and gluing conditions
at the vertices. This result allows calculating the main terms as ε ↓ 0 of many
interesting characteristics of the perturbed system. Locally, in the neighbor-
hood of the noncritical values of the Hamiltonian, the limiting behavior of the
slow component can be, actually, derived from Khas’minskii’s results [8].

The results in [6] were obtained under the assumption that f�x�� x ∈ R1�
is a smooth generic function: if f�x0� = 0 then f′�x0� �= 0� and if f�x0� =
f�x1� = 0 then F�x0� �= F�x1�� and lim�x�→∞F�x� = ∞. But the most popular
equation of such kind, the equation of a pendulum, has the form

Ẍt + sinXt = 0�(1.2)
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612 M. FREIDLIN AND M. WEBER

and it does not satisfy the assumptions. In this paper we study perturbations
of (1.2). We also consider a more general class of perturbations which arise in
applications.

Namely, we study the process

¨̃Xε
t + sin X̃ε

t = εb
(
X̃ε
t �
˙̃Xε
t

)+√εẆt�(1.3)

where b�x�y� is 2π-periodic in the variable x. There are at least two problems
where the addition of the term εb�x�y� is of interest. One example is a model
of phase synchronization arising in radiophysics. In this problem b�x�y� =
−κy+γ� and the term εκ is interpreted as the “initial detuning” of the system.
It was noted in [1] that the slow component in this problem should be con-
sidered on the graph, although the limiting process was not described math-
ematically. We will do this here. The results allow calculating a number of
interesting characteristics of the system.

A second example concerns the optimal stabilization: after the time rescal-
ing X̃ε

t/ε =Xε
t , one can rewrite the perturbed equation as the system

Ẋε
t =

1
ε
Yεt �

Ẏεt = −
1
ε

sinXε
t + Ẇt + b

(
Xε
t �Y

ε
t

)



(1.4)

Let G be a domain in R2 such that the physical system, described by (1.4), is
“alive” until the time when �Xε

t �Y
ε
t � leavesG. This means that the system dies

at the moment τε� b = inf�t
 �Xε
t �Y

ε
t � �∈ G�. The case of a domain G bounded

by trajectories of the nonperturbed system is of interest. Suppose we want to
choose the control b�x�y� from a certain set � such that Ex� ẋτε� b is as large
as possible. Of course, if the set � is not very bad, and b∗ denotes the optimal
control, one can write a Bellman equation for V�x�y� = Ex�yτε� b∗ 
 However, it
will be a degenerate nonlinear equation depending on a small parameter and
even to find the numerical solution of such an equation is difficult. The results
of this paper allow calculating the main term of uε�x�y� = Ex�yτε� b as ε ↓ 0
in a rather explicit form. Then one can choose b∗∗�x�y� ∈ � which maximizes
the main term. Such a control, although it is not optimal for fixed ε, is not
worse then any other control if ε is small enough. An interesting feature of
this asymptotically optimal control is that it is a bang-bang type control with
several switching points; compare with [2].

And, finally, one more remark: we consider here white noise type perturba-
tions. Suppose the process in the right side of (1.1) is

√
εζt where ζt is a mean

zero stationary process with good enough mixing properties. After the change
of time, the system for the perturbed process has the form

Ẋε
t =

1
ε
Yεt �

Ẏεt = −
1
ε
f�Xε

t � +
1√
ε
ζt/ε 


(1.5)
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Under the assumptions on ζt the process

1√
ε

∫ t
0
ζs/ε ds =

√
ε
∫ t/ε

0
ζs ds

converges to kW̃t, where W̃t is a Wiener process and k is a constant which can
be expressed through the correlation function of ζt
 We can assume without
loss of generality that k = 1.

These arguments allow the expectation that the solution of (1.5), for
0 < ε� 1, behaves like the solution of (1.4) with an appropriate drift term.

2. Main result. Consider the equation of a randomly perturbed pendu-
lum,

¨̃Xε
t + sin X̃ε

t = εb
(
X̃ε
t �
˙̃Xε
t

)+√εẆt�(2.1)

�X̃ε
0�
˙̃Xε
0� = �x�y�� x ∈ 
0�2π�� where Wt is the Wiener process in R1� ε is a

small positive parameter, b is periodic and uniformly Lipschitz,

b�x�y� = b�x+ 2π�y�� �x�y� ∈ R2�∣∣b�x1� y1� − b�x2� y2�
∣∣ ≤ Lb(�x1 − x2�2 + �y1 − y2�2

)1/2
�

�xi� yi� ∈ R2� i = 1�2� Lb > 0
 The process X̃ε
t should be considered mod-

ulo 2π

It is convenient to draw the phase picture of the pendulum [see Figure 1(c)]

on the cylinder [Figure 1(a)].
The trajectories between the curves crossing at O2 correspond to the oscil-

lations. The trajectories below and above this domain correspond to rotations
in one and in the other direction.

In [1] this model was considered for b�x�y� = −κy+γ with real parameters
κ and γ


Introducing the Hamilton function,

H�x�y� = − cosx+ 1
2y

2�

(2.1) can be written as the system

˙̃Xε
t =Hy

(
X̃ε
t � Ỹ

ε
t

) = Ỹεt �(2.2)

˙̃Yεt = −Hx

(
X̃ε
t � Ỹ

ε
t

)+ εb(X̃ε
t � Ỹ

ε
t

)+√εẆt�(2.3)

X̃ε
0 = x� Ỹε0 = y

After the time rescaling Xε

t = X̃ε
t/ε� Y

ε
t = Ỹεt/ε� that system becomes

Ẋε
t =

1
ε
Hy

(
Xε
t �Y

ε
t

) = 1
ε
Yεt �

Ẏεt = −
1
ε
Hx

(
Xε
t �Y

ε
t

)+ b(Xε
t �Y

ε
t

)+ Ẇt�
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Fig. 1.

Xε
0 = x� Yε0 = y
 This process is governed by the operator

Lεf�x�y� = 1
2
fyy�x�y� +

1
ε

(
yfx�x�y� − sinxfy�x�y�

)+ b�x�y�fy�x�y�

For b = 0� the system (2.2), (2.3) can be regarded as a degenerate perturbation
by white noise of the system

Xt�x�y� =Hy

(
Xt�x�y��Yt�x�y�

)
�(2.4)

Yt�x�y� = −Hx

(
Xt�x�y��Yt�x�y�

)
�
(
X0�x�y��Y0�x�y�

) = �x�y�
(2.5)

Such perturbations are considered in [6]. Although the Hamiltonian function
H is not generic here, all considerations of [6] hold also here for b ≡ 0
 This is
easy to check. If we consider the Hamiltonian of the pendulum on a cylinder
[see Figure 1(a)] we can use the same arguments as in [6] (see also [7]).

We introduce the graph � [see Figure 1(b)] which is homeomorphic to the
set of connected components of the level sets of the Hamiltonian H�x�y� [Fig-
ure 1(c)]. This graph consists of three edges I1� I2� I3� one interior vertex O2
which connects these three edges and an exterior vertex O1 at the opposite
end of I1
 We introduce the mapping,

Y
 R2 → ��

such that:

1. For any point �x�y� with H�x�y� < 1� we have Y�x�y� ∈ I1 and
dist�O2�Y�x�y�� = 1−H�x�y�� and
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2. For any point �x�y� with H�x�y� > 1 and y > 0 �y < 0�, we have Y�x�y� ∈
I2 �Y�x�y� ∈ I3�� dist�O2�Y�x�y�� =H�x�y� − 1


Here dist�z1� z2� is the Euclidean distance of two points z1� z2 on an edge of �

If H�x�y� = 1 then Y�x�y� = O2� if H�x�y� = −1 then Y�x�y� = O1
 The
edge I1 is of length 2 as dist�O1�O2� = 2
 The other two edges are of infinite
length. A coordinate system on � is given by �H�x�y�� i� if Y�x�y� ∈ Ii


As in [6] and [7], it turns out that the processes Y�Xε
t �Y

ε
t � for ε ↓ 0 tend to

a diffusion process on � given by a differential operator on each edge of � and
a gluing condition at the vertexO2 describing the domain of the generator. Let

T�z� =
∫ x0

−x0

dx√
2z+ 2 cosx

� z �= 1�(2.6)

x0 = arccos�−z� if z < 1� and x0 = π if z > 1. This is the period of the
deterministic trajectories corresponding to the value z of the Hamiltonian if
z > 1, and it is one half of that period if z < 1
 Let

S�z� =
∫ x0

−x0

√
2z+ 2 cosxdx
(2.7)

Thus, S�z� is one half of the area on the cylinder encircled by C�z�� if z < 1�
and it is one half of the area on the cylinder bounded by the two components
of C�z�� if z > 1
 We now state the result.

Theorem 1. Let �Xε
t �Y

ε
t �Pεx�y� be the diffusion process on R2 correspond-

ing to the differential operator,

Lεf�x�y� = 1
2
fyy�x�y� +

1
ε

(
yfx�x�y� − sinxfy�x�y�

)
+ b�x�y�fy�x�y�


Then the distributions of the processes Y�Xε
t �Y

ε
t � in the space of continuous

functions ϕ
 
0�T� → � for any T > 0 with respect to Pεx�y converge weakly as
ε ↓ 0 to the probability measure PY�x�y�� where �y�t��Py� is the process on the
graph � defined by operators Li�

Livi�z� =
1

2T�z�
(
d

dz
S�z�v′i�z�

)

±
∫ x0
−x0
b�x�±√2z+ 2 cosx�dx∫ x0
−x0
�dx/√2z+ 2 cosx� v′i�z�� i = 1�2�3�

(2.8)

on each edge Ii
 Here “+” is taken if i = 2� and “−” is taken if i = 3� the mean
value of the “+” and the “−” expression should be taken if i = 1
 The parameter
x0 is equal to π if i = 2�3� and it is equal to arccos�−z� if i = 1
 The gluing
condition is

2v′1�1� = v′2�1� + v′3�1�
(2.9)
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The functions vi on � should be continuous as well as the functions Livi�
i = 1�2�3


As discussed above, we can get the result for b ≡ 0 from [6].

Lemma 2.1. Let �X0� ε
t �Y

0� ε
t �P0� ε

x� y� be the diffusion process on R2 corre-
sponding to the differential operator

L0� εf�x�y� = 1
2
fyy�x�y� +

1
ε

(
yfx�x�y� − sinxfy�x�y�

)



Then the statement of Theorem 1 holds with b ≡ 0


Now we consider the case b �≡ 0
 First we show that the shape of the op-
erators governing the limiting diffusions inside the edges of the graph can
be obtained using the standard averaging procedure. We follow the lines of
[7] and [6]. Denote x

¯
= �x�y�� X

¯
ε
t = �Xε

t �Y
ε
t �� X̃¯

ε
t = �X̃ε

t � Ỹ
ε
t � and X

¯ t
�x
¯
� =

�Xt�x¯ ��Yt�x¯ ��
 In the following we denote by Ai� i = 1�2� 
 
 
 � positive con-
stants.

Lemma 2.2. Let K be a bounded domain in R2
 Then for small ε,

Pεx
¯

{
sup

0<t<T

∣∣X̃
¯
ε
t − X

¯ t
�x
¯
�∣∣ ≥ η} ≤ A�K�k�(exp�AKT� − 1

)k εk
η2k

�

k = 1�2� 
 
 
 � where AK and A�K� ·� depend on the Lipschitz constants of the
functions ∇H and b and on the bound of �b� on K� and η is an arbitrary
positive number.

Proof. We only sketch the proof because most of it is standard (cf. Lem-
ma 4.2 of [7]). Itô’s formula gives for �X̃

¯
ε
T − X

¯ T
�x
¯
��2�

∣∣X̃
¯
ε
T − X

¯ T
�x
¯
�∣∣2 = 2

∫ T
0

(
X
¯
ε
t − X

¯ t
�x
¯
�)(∇̄H�X

¯
ε
t � − ∇̄H�X¯ t�x¯ ��

)
dt

+ 2ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
b�X

¯
ε
t �dt+ εT

+ 2
√
ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
dWt

≤ 2LH
∫ T

0

∣∣X
¯
ε
t − X

¯ t
�x
¯
�∣∣2 dt+ εT

+ 2ε
∫ T

0

∣∣Ỹt −Yt�x¯ �
∣∣ ∣∣b�X

¯
ε
t � − b�X¯ t�x¯ ��

∣∣dt
+ 2ε

∫ T
0

∣∣Ỹεt −Yt�x¯ �
∣∣ ∣∣b�X

¯ t
�x
¯
��∣∣dt(2.10)
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+ 2
√
ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
dWt

≤ 2
(
LH + εLb + εBK

) ∫ T
0

∣∣X
¯
ε
t − X

¯ t
�x
¯
�∣∣2 dt

+ εT�1+ 2BK� + 2
√
ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
dWt

≤ A1

∫ T
0

∣∣X
¯
ε
t − X

¯ t
�x
¯
�∣∣2 dt+A2εT

+√ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
dWt�

if ε is small enough. Here LH denotes the Lipschitz constant of ∇̄H� and BK
is a bound for �b� on K
 The constants A1� A2 depend on K
 Let ZεT denote
the process defined by the right-hand side of (2.10). Then ZεT is a positive
submartingale, and we get with the Gronwall-Bellman inequality,

ZεT ≤ A1

∫ T
0
Zεt dt+A2εT+

√
ε
∫ T

0

(
Ỹεt −Yt�x¯ �

)
dWt�

Ex
¯
ZεT ≤ A1

∫ T
0
Ex

¯
Zεt dt+A2εT

≤ A2ε
∫ T

0
exp�A1�T− t��dt ≤ A3ε

(
exp�A1T� − 1

)



Kolmogorov’s inequality implies the statement of the lemma for k = 1
 The
proof is similar for k > 1
 ✷

Remark. To calculate the shape of the operators inside the edges, only esti-
mates inside bounded (in y-coordinate) domains are needed. We can therefore
change the function b outside such domains to get the estimate of Lemma 2.2
uniformly for all x

¯
∈ R2
 But, if �b� is bounded, one can get the estimate

of Lemma 2.2 independent of a Lipschitz constant of b
 Thus, one can also
consider bounded drift functions b with a finite number of discontinuities.

Using that lemma it is easy to check that Lemmas 4.3 and 4.4 of [7], as
well as Lemmas 2.2.3 and 2.2.4 of [6], can be proved analogously as in the
cited papers, although some of the constants in these proofs need to be larger
due to the additional drift. Then the results corresponding to Lemmas 4.8 and
4.9 of [7] can be shown. In the proof of the result corresponding to Lemma 4.9
of [7], the application of Itô’s formula gives a different result in the situation
here: for the Markov time τ = τεi �H1�H2� of first exit of the process X

¯
ε
t from

a region Di�H1�H2��
Di�H1�H2� =

{
x
¯
∈ 
−π�π� ×R1�H1 < H�x¯ � < H2�Y�x¯ � ∈ Ii

}
�
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we get for x
¯
∈ Di�H1�H2�� λ > 0� and smooth functions f, by Itô’s formula

Ex
¯

exp�−λτ�f(H�X
¯
ε
τ�
)− f�H�x��

= Ex
¯

∫ τ
0

exp�−λt�
[
−λf(H�X

¯
ε
t �
)+ 1

2f
′′�H�X

¯
ε
t ��H2

y�X¯
ε
t �

+ 1
2f

′(H�X
¯
ε
t �
)
Hyy�X¯

ε
t � + f′

(
H�X

¯
ε
τ�
)
Hy�X¯

ε
t �b�X¯

ε
t �
]
dt


Following the arguments of the proof of Lemma 4.9 of [7], we get that the
operator Li� which governs the limiting diffusion inside the edge Ii of �, now
has the form

Livi�z� = L0
i vi�z� +Bi�z�v′i�z��

Bi�z� =
1
λ�z�

∫
Ci�z�

Hy�x¯ �b�x¯ �
∣∣∇H�x

¯
�∣∣−1

dl�

λ�z� =
∫
Ci�z�

∣∣∇H�x
¯
�∣∣−1

dl�

(2.11)

where the integration is taken over

Ci�z� =
{
x
¯
∈ 
−π�π� ×R1�H�x

¯
� = z�Y�x

¯
� ∈ Ii

}



A simple calculation shows that the operators Li can be written as in (2.8).
The accessibility of the vertexO2 and the inaccessibility of the vertexO1 for

that diffusion on � follow from the corresponding properties of the diffusion
with b ≡ 0, as shown in [6], and from the boundness of the additional drift
for b �≡ 0 at these vertices [see (2.8)]. If z tends to infinity, the operators Li
behave like A4zv

′′
i +A5zv

′
i� i = 2� 3. It is easy to check that the point z = ∞

is a natural boundary for such diffusions (see [4]). Thus, no condition besides
the boundness should be imposed on the functions vi� i = 2�3� for z→∞


Now we show that the gluing conditions in the case b �≡ 0 are the same
as in the case b ≡ 0
 This follows from the uniformly in ε boundness of the
Girsanov density and from the fact that the exit time from a narrow domain
around the singular curve [with H�x

¯
� = 1] is small for the limiting process.

LetX
¯
ε
t be the process with drift b �≡ 0
We denote byX

¯
0� ε
t the corresponding

process with b ≡ 0
 Then, for any T > 0� the measure Pεx
¯

of the process X
¯
ε
t in

the space of trajectories considered in C�0�T� is absolutely continuous with
respect to the measure P0� ε

x
¯

of the process X
¯

0� ε
t � and the density Iε0�T can be

represented (see, e.g., [5]) as

Iε0�T = exp
{∫ T

0
b
(
X
¯

0� ε
t

)
dWt − 1

2

∫ T
0
b2(X

¯
0� ε
t

)
dt

}



To get the gluing conditions, we have to consider the process only in a bounded
domain of R2 containing the level set C1 = �x¯ ∈ 
−π�π� ×R

1� H�x
¯
� = 1�
 We

can therefore change the drift b for large enough �y� to get it bounded by a
constant: �b� < A6
 In what follows, we will consider the process (denoted again
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by X
¯
ε
t ) with that bounded drift. The gluing conditions will not be changed if

we change b in that way.

Lemma 2.3. There exist constants A7 > 0� T0 > 0 such that for all T < T0�

Ex
¯

(
Iε0�T − 1

)2 ≤ A7T


Proof. Consider the process Zεt ,

Zεt =
∫ t

0
b
(
X
¯

0� ε
s

)
dWs − 1

2

∫ t
0
b2(X

¯
0� ε
s

)
ds


By Itô’s formula we get

d
(
Iε0� t − 1

)2 = d(exp�Zt� − 1
)2

= 2
(

exp�2Zt� − exp�Zt�
)
b
(
X
¯

0� ε
t

)
dWt

+ exp�2Zt�b2(X
¯

0� ε
t

)
dt�

Ex
¯

(
Iε0�T − 1

)2 = Ex
¯

∫ T
0

exp�2Zt�b2�X
¯

0� ε
t �dt

≤ �A6�2Ex
¯

∫ T
0

exp�2Zt�dt

= A8

∫ T
0
Ex

¯
exp

{∫ t
0

2b�X
¯

0� ε
s �dWs − 1

2

∫ t
0

(
2b
(
X
¯

0� ε
s

))2
ds

}

× exp
{∫ t

0
b2(X

¯
0� ε
s

)
ds

}
dt

= A8

∫ T
0
Ex

¯
exp

{∫ t
0
b2(X

¯
2b� ε
s

)
ds

}
dt

≤ A8

∫ T
0

exp
{�A6�2t

}
dt ≤ A9T�

for all T from a bounded interval 
0�T0�
 Here we used that the expression

exp
{∫ t

0
2b
(
X
¯

0� ε
s

)
dWs − 1

2

∫ t
0

(
2b
(
X
¯

0� ε
s

))2
ds

}

has the form of the Girsanov density if b is replaced by 2b
 Thus, X
¯

2b� ε
t denotes

the respective process with drift 2b
 ✷

For small δ > 0 and for i = 1�2, let

τεi �±δ� = inf
{
t > 0�X

¯
ε
t �∈ Di�±δ�

}
�

τ
0� ε
i �±δ� = inf�t > 0�X

¯
0� ε
t �∈ Di�±δ�

}
�

Di�±δ� =
{
x
¯
∈ 
−π�π� ×R1� �−1�i − δ < H�x

¯
� < �−1�i + δ}�

C2i�δ� =
{
x
¯
∈ ∂D2�±δ��Y�x¯ � ∈ Ii

}
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Lemma 2.4. For any positive λ and κ there exists δ0 > 0 such that for
0 < δ ≤ δ0 for sufficiently small ε and for all x

¯
∈ D2�±δ��

Ex
¯

∫ τε2�±δ�
0

exp�−λt�dt < κδ�(2.12)

and for all x
¯
∈ D1�±δ��

Ex
¯

∫ τε1�±δ�
0

exp�−λt�dt < κ
(2.13)

Proof. We first mention that the statement is true for the process X
¯

0� ε

because the lemma corresponds to Lemma 3.4 of [7] which holds also in the
degenerate case (see [6]). We can therefore find δ0 and ε�δ� such that

Ex
¯

∫ τ0� ε
2 �±δ�

0
exp�−λt�dt < κδ/2(2.14)

for all δ < δ0� ε < ε�δ� and x
¯
∈ D2�±δ�


Now let δ < δ0� ε < ε�δ�� x¯ ∈ D2�±δ� and T < min�κδ/4� �κ2δ2λ2�/�16A7��

Using Lemma 2.3 and (2.14) we get

Ex
¯

∫ τε2�±δ�
0

exp�−λt�dt

= Ex
¯

[∫ τε2�±δ�
0

exp�−λt�dt� τε2�±δ� < T
]

+Ex
¯

[∫ τε2�±δ�
0

exp�−λt�dt� τε2�±δ� ≥ T
]

≤ T+Ex
¯

∫ τ0� ε
2 �±δ�

0
exp�−λt�dt

+Ex
¯

[(
Iε0�T − 1

) ∫ τ0� ε
2 �±δ�

0
exp�−λt�dt� τ0� ε

2 �±δ� ≥ T
]

≤ 3
4
κδ+ 1

λ

[
Ex

¯

(
Iε0�T − 1

)2]1/2
≤ κδ

by Cauchy’s inequality.
The estimate (2.13) can be derived by the same arguments using the corre-

sponding result for the process X
¯

0� ε
t 
 ✷

Lemma 2.5. For any κ > 0 there exists δ0 > 0 such that for 0 < δ < δ0 there
exists δ′ > 0 such that for sufficiently small ε�∣∣Px

¯

(
X
¯
ε
τε2�±δ� ∈ C2i�δ�

)− pi∣∣ < κ�
for all x

¯
∈ D2�±δ′� ∪ ∂D2�±δ′�
 Here p1 = 1

2 and pi = 1
4 if i = 2�3
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Proof. Let T > 0 be small enough that by Lemma 2.3,√
A7T < κ/4
(2.15)

As in the nondegenerate case (see formula (4.26) of [7]), one can get the esti-
mate

Ex
¯
τ

0� ε
2 �±δ� ≤ A10δ

2� ln δ�(2.16)

for δ < δ1� x ∈ D2�±δ� and small ε (cf. [6]). The statement of the lemma
holds for the process X

¯
0� ε
t as shown in [6]. Let δ0 ≤ δ1 and δ′ be such that for

x
¯
∈ D2�±δ′� ∪ ∂D2�±δ′��∣∣∣Px

¯

(
X
¯

0� ε
τ

0� ε
2 �±δ� ∈ C2i�δ�

)− pi∣∣∣ < κ/2(2.17)

and
2
T
A10δ

2
0� ln δ0� < κ/4
(2.18)

We get for 0 < δ ≤ δ0�∣∣∣Px
¯

(
X
¯
ε
τε2�±δ� ∈ C2i�δ�

)
− pi

∣∣∣
≤
∣∣∣Px

¯

(
X

0� ε
τ

0� ε
2 �±δ� ∈ C2i�δ�

)
− pi

∣∣∣
+
∣∣∣Ex

¯

[(
Iε0�T − 1

)
χC2i�δ�

(
X

0� ε
τ

0� ε
2 �±δ�

)
� τ0� ε

2 �±δ� < T
]∣∣∣

+ 2Px
¯

(
τ

0� ε
2 �±δ� > T)+ ∣∣∣Ex

¯

[(
Iε0�T − 1

)
χτ0� ε

2 �±δ�>T
]∣∣∣

≤ κ
2
+ 2A10

1
T
δ2� ln δ� +

[
Ex

¯

(
Iε0�T − 1

)2]1/2

≤ 3κ
4
+
√
A7T ≤ κ


Here we used the estimates (2.15), (2.16), (2.17), (2.18), Lemma 2.3 and
Cauchy’s inequality. ✷

Proof of Theorem 1. The proof can be copied from the proof of Theo-
rem 2.2 of [7] (see also the proof of Theorem 1 of [6]). It consists of the following
steps. The shape of the operators which govern the limiting diffusion inside
the edges is obtained by standard averaging. To get the gluing conditions we
use that the Lebesgue measure in R2 is invariant for the processes X̃

¯
ε
t . For

the proof of the Markov property of the limiting process some a priori bounds
for the operators Lε are developed in [6] and, finally, the convergence to the
limiting diffusion on the graph follows from the tightness in the weak topology
of the processes Y�X̃

¯
ε
t �� 0 ≤ t ≤ T


Let us discuss the details. The proof in [7] is based on a series of lemmas
denoted there by Lemma 3.1 through Lemma 3.5. Lemma 3.1 of [7] can be used
in the same form, and the statement of Lemma 3.2 of [7] can be shown for the
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situation here in the same way. The statement of Lemma 3.3 of [7] follows for
the situation here from Lemma 2.2 and from the considerations that followed
[see (2.11)]. Lemmas 3.4 and 3.5 of [7] can be replaced by Lemmas 2.4 and 2.5
above.

We mention that by estimate (2.16) the time which the processesX
¯

0� ε
t spend

in a small neighborhood D2�±δ� of the critical curve C�1� during a time inter-
val 
0�T�� T > 0� tends to 0 uniformly in ε as δ tends to 0
 By the existence
of the uniformly in ε bounded Girsanov density we get the same property for
the processes X

¯
ε
t 
 This implies that the time which the limiting diffusion will

spend at the vertex during any time interval 
0�T� has Lebesgue measure 0

Thus, neither the values Livi�1� nor the values vi�1� should appear in the
gluing condition. ✷

Next we consider the asymptotic of the mean first exit time from a bounded
domain. Let G be a domain in 
−π�π� ×R bounded by trajectories γ1� 
 
 
 � γl
of the nonperturbed system (1.2), and

τε = min
{
t
 X

¯
ε
t �∈ G

}



It follows from Theorem 1 that

lim
ε↓0
Ex

¯
τε = EY�x

¯
�τ = Ez�kτ�

where �z� k� = Y�x
¯
� and

τ = min
{
t
 y�t� �∈ Y�G�}


Then the function vk�z� = Ez�kτ is the solution of the boundary problem,

Lkvk�z� = −1� �z� k� ∈ Y�G� \ {Y�γi�� i = 1� 
 
 
 � l
}
�(2.19)

vki�zi� = 0� �zi� ki� = Y�γi�� i = 1� 
 
 
 � l�(2.20)

and, if O2 ∈ G� then the gluing condition (2.9) should be satisfied for v� and
vj�1� = vk�1�� j� k = 1�2�3


3. The case of linear drift. Let F�ϕ�k�� and E�ϕ�k�� ϕ ∈ 
0� π/2��
k ∈ R� sinϕ ≤ �k�−1 be the elliptic integrals of the first and of the second
kind,

F�ϕ�k� =
∫ ϕ

0

du√
1− k2 sin2 u

�

E�ϕ�k� =
∫ ϕ

0

√
1− k2 sin2 udu�

K�k� = F
(
π

2
� k

)
� E�k� = E

(
π

2
� k

)
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The terms appearing in the diffusion and the drift coefficient of the limiting
diffusion in the theorem can be expressed by these functions:

∫ x0

−x0

√
2z+ 2 cosxdx = 4

√
2
√
z+ 1E

(
x0

2
�

√
2

z+ 1

)
�

∫ x0

−x0

dx√
2z+ 2 cosx

= 2
√

2√
z+ 1

F

(
x0

2
�

√
2

z+ 1

)



Thus, the diffusion coefficients Ai�z� = S�z�/T�z�� −1 < z < 1 if i = 1� and
z > 1 if i = 2�3� of the limiting diffusion given by (2.8) can be written

A1�z� = 2�z+ 1�
E
(
x0/2�

√
2/�z+ 1�

)
F
(
x0/2�

√
2/�z+ 1�

) �(3.1)

Ai�z� = 2�z+ 1�
E
(√

2/�z+ 1�
)

K
(√

2/�z+ 1�
) � i = 2�3
(3.2)

In the special case considered in [1], that is, for

b�x�y� = −κy+ γ�
the limiting diffusion is governed by the operators

�L1v1��z� =
1
2
A1�z�v′′1�z�

+

1

2
− 2κ�z+ 1�

E
(
x0/2�

√
2/�z+ 1�

)
F
(
x0/2�

√
2/�z+ 1�

)

v′1�z�(3.3)

= 1
2
A1�z�v′′1�z� +

(
1
2
− κA1�z�

)
v′1�z��

�Livi��z� =
1
2
Ai�z�v′′i �z� +


1

2
+ �−1�i πγ

√
z+ 1

√
2K

(√
2/�z+ 1�

)

− 2κ�z+ 1�
E
(√

2/�z+ 1�
)

K
(√

2/�z+ 1�
)

v′i�z�

(3.4)

= 1
2
Ai�z�v′′i �z�

+

1

2
+ �−1�i πγ

√
z+ 1

√
2K

(√
2/�z+ 1�

) − κAi�z�

v′i�z��
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i = 2�3� and by the gluing condition (2.9) at the point O2
 The vertex O1 is
inaccessible.

Let Bi�z� denote the drift coefficients [the coefficients of v′i�z� in (3.3) and
(3.4)]. For the following calculations it is convenient to write the differential
operators in the form Li = Dmi

D+
si
� i = 1�2�3� where si is the scale function

and dmi is the speed measure of the limiting diffusion inside the edges of �
(see [3], [9]),

m′
i�z� =

2
Ai�z�

exp
{∫ z

1

2Bi�y�
Ai�y�

dy

}
�(3.5)

s′i�z� = exp
{
−
∫ z

1

2Bi�y�
Ai�y�

dy

}
�(3.6)

i = 1�2�3
 We calculate the invariant density ρκ�γi �z�� �z� i� ∈ �� i = 1�2�3
of the limiting process on �
 First we mention that the Lebesgue measure is
invariant for the process X

¯
0� ε
t � that is, for κ = γ = 0
 Thus, the image of the

Lebesgue measure under the map Y gives an invariant measure on � for the
limiting diffusion in this case, and ρ0�0�

ρ
0�0
i �z� = ciT�z�� �z� i� ∈ � \ �O2�� i = 1�2�3� c1 = 2c2 = 2c3 > 0(3.7)

is an invariant density. The invariant density in the general case can be writ-
ten

ρ
κ�γ
i �z� = cαim′

i�z�� �z� i� ∈ � \ �O2�� i = 1�2�3� c > 0�(3.8)

where αi is the coefficient in the gluing condition if the gluing condition is
written in the form

∑3
2 αi�Dsi

ui��1� = α1�Ds1
u1��1�
 Thus α2 = α3 = 1� α1 = 2


Using (3.3), (3.4) and the fact that the result for κ = γ = 0 should coincide
with (3.7) we get

ρ
κ�γ
1 �z� = 2c

2
A1�z�

exp
{∫ z

1

(
1

A1�y�
− 2κ

)
dy

}
(3.9)

= 2cT�z� exp
{
−2κ�z− 1�

}
� 0 < z < 1�

ρ
κ� γ
i �z� = c 2

A1�z�
exp

{∫ z
1

2Bi�y�
Ai�y�

dy

}
= ρ0�0

i �z�

× exp



∫ z

1
2


�−1�i πγ

√
y+ 1

√
2K

(√
2/�y+ 1�

) − κ Ai�y�



× Ai�y�−1 dy

}
(3.10)
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= cT�z� exp
{
−2κ�z− 1�

+ �−1�i πγ√
2

∫ z
1

dy√
y+ 1E

(√
2/�y+ 1�

)}�
i = 2�3� z > 1
 Similar formulas were also given in [1].

Now let G be a domain in R2 bounded by the trajectories γ1� γ2� γ3 of the
nonperturbed system so that

zi = Y�γi� ∈ Ii� i = 1�2�3


We consider the problem of mean first exit time from G as described at the
end of the foregoing section. We calculate the functions vi�z� = Ez�iτ
 The
functions

vi�z� = ci
∣∣si�z� − si�zi�∣∣+ ∫ zi

z

(
si�z� − si�y�

)
dmi�y��(3.11)

i = 1�2�3� are solutions of the system (2.19), (2.20) for any constants ci�
i = 1�2�3
 The constants ci can be calculated uniquely from the conditions
vi�1� = vj�1�� i� j = 1�2�3� and the gluing condition by solving a linear system
for ci� i = 1�2�3


We define the functions Kκ�γ
i �

K
κ�γ
1 �z� = −2κ�z− 1�� 0 < z < 1�

K
κ�γ
i �z� = −2κ�z− 1� + �−1�i πγ√

2

∫ z
1

dy√
y+ 1E

(√
2/y+ 1

) �
i = 2�3� z > 1


If κ = γ = 0 then (3.6) becomes

d

dz
s

0�0
i �z� = exp

{
−
∫ z

1

T�y�
S�y� dy

}

= exp
{
−
∫ z

1

S′�y�
S�y� dy

}
= S�1�
S�z� =

8 E�1�
S�z� 


Thus, in general,

s′i�z� =
8 E�1�
S�z� exp

(−Kκ�γ
i �z�)
(3.12)

Comparing (3.7), (3.8) and (3.9), (3.10) we get

m′
i�z� = T�z� exp

(
K
κ�γ
i �z�)� i = 1�2�3
(3.13)

Let α1 = 2� α2 = α3 = 1�

<si�z� =
∣∣si�z� − si�zi�∣∣� ṽi�z� =

∫ zi
z

(
si�z� − si�y�

)
dmi�y�
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[a solution of (2.19)] and

ρ�G� =
3∑
i=1

αi

∣∣∣∣
∫ zi

1
dmi

∣∣∣∣
[the invariant measure on Y�G� according to (3.8), (3.9), (3.10) with c = 1].
Then (3.11) can be written

vi�z� = ci<si�z� + ṽi�z�� i = 1�2�3� �z� i� ∈ Y�G� \ �O2��(3.14)

and it turns out that

ci=
1

<si�1�

(
3∑
j=1

αj

<sj�1�

)−1( 3∑
j=1

αjṽj�1�
<sj�1�

+ρ�G�
)
− ṽi�1�
<si�1�


(3.15)

The relations (3.14) and (3.15) give the general solution of the problem for a
diffusion process on a graph if the domain G contains only one vertex (of mass
zero for the invariant measure). In the case under consideration we have

<si�z� = 8 E�1�
∣∣∣∣
∫ zi
z
S�y�−1 exp

(−Kκ�γ
i �y�)dy∣∣∣∣�

ṽi�z� = 8 E�1�
∫ zi
z

∫ z
y
S�x�−1 exp

(−Kκ�γ
i �x�)T�y� exp

(
K
κ�γ
i �y�)dxdy�

i = 1�2�3


4. Remarks and generalizations. Consider a Hamiltonian system with
one degree of freedom

Ẋ
¯ t
= ∇̄H�X

¯ t
�� X

¯ 0 = �x�y� ∈ R2
(4.1)

Let the perturbed process X
¯
ε
t in R2, after the time rescaling, be governed by

the operator

Lε = 1
ε

(
∂H

∂y

∂

∂x
− ∂H
∂x

∂

∂y

)
+ b�x�y� ∂

∂y
+ 1

2
∂

∂y

(
a�x�y� ∂

∂y

)

(4.2)

We assume, for simplicity, that H�x�y�� b�x�y� and a�x�y� are C∞ functions,
a�x�y� > a0 > 0� H�x�y� is generic (see [7]). Let � = �I1� 
 
 
 � In� O1� 
 
 
 �Om�
be the graph corresponding toH�x�y�; Ii are the edges andOk are the vertices
of the graph (see Figure 2).

Let Y
 R2 → � be the corresponding map (see [7]). The pairs �H� i� define
a global coordinate system on �
 H = H�u� is the value of the Hamiltonian
on Y−1�u�� u ∈ �; i = i�u� is the index of the edge containing u ∈ �. Let
Ci�z� = Y−1�z� i� ⊂ R2� Gi�z� be the domain in R2 bounded by Ci�z�. Put

Ti�z� =
∫
Ci�z�

dl

�∇H�x�� �

Ai�z� =
∫
Gi�z�

∂

∂y

(
a�x�y�∂H�x�y�

∂y

)
dxdy
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Fig. 2.

Let Ok be an interior vertex of � (corresponding to a saddle point of H�x�y�).
Let Ii1� Ii2� Ii3 be the edges attached to Ok. The set Y−1�Ok� consists of
the equilibrium point Ok and two trajectories of the nonperturbed system γ1

k

and γ2
k for which Ok is the limiting point as t → ±∞. Let Gj�Ok� be the

domain bounded by γjk� j = 1�2. Let γjk be the limiting set for trajectories
from Y−1�Iij�� j = 1�2� and γ1

k ∪ γ2
k be the limiting set for the trajectories

from Y−1�Ii3�. Define

βkj = ±
∫
Gj�Ok�

(
a�x�y�Hy�x�y�

)
y
dxdy� j = 1�2


The sign “+” should be taken in the definition of βkj, if the trajectory goes

along γjk clockwise, and the sign “−” otherwise. Put βk3 = −�βk1 + βk2�,

Bi�z� =
∫
Gi�z�

∂b�x�y�
∂y

dxdy


Theorem 2. The processes Y�X
¯
ε
t/ε�� 0 ≤ t ≤ T <∞, on � converge weakly

in the space of continuous functions as ε→ 0 to the diffusion process Yt on �,
which is defined as follows: inside an edge Ii ⊂ �, the process Yt is governed
by the operator

Li =
1

2Ti�z�
d

dz

(
Ai�z�

d

dz

)
+ 1
Ti�z�

Bi�z�
d

dz
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A smooth inside the edges Ii ⊂ � function f�u�� u ∈ �, belongs to the domain
D of the generator A of the process Yt if and only if f�u� is continuous on
� together with Af�u�, and at any interior (corresponding to a saddle point)
vertex Ok ∈ � the following condition is satisfied:

3∑
j=1

βkj�Djf��Ok� = 0�(4.3)

where Dj is differentiation in z along Iij ∼ Ok� j = 1�2�3. The operators Li
and the gluing conditions (4.3) define the limiting process Yt in a unique way.

The proof of this theorem is a slight generalization of the estimates obtained
in [6] and of estimates presented in this paper.

A version of the result holds also for the pendulum equation.
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