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STRONG APPROXIMATION OF THE EMPIRICAL
PROCESS OF GARCH SEQUENCES

By István Berkes1 and Lajos Horváth

Hungarian Academy of Sciences and University of Utah

We obtain a strong approximation for the empirical process of n
observed elements of a GARCH sequence. The weak convergence of the
empirical process and the law of the iterated logarithm are immediate
consequences.

1. Introduction and results. Over the last years several models have
been suggested to serve as models for financial data. Many of these mod-
els have the property that the conditional variance (or conditional scaling)
depends on past observations. Empirical work has confirmed the applicabil-
ity of these models to analyze financial time series. One of the well-known
examples is the autoregressive conditionally heteroskedastic (ARCH) process
introduced by Engle (1982). It is used to model exchange rates, stock prices
and so on. The ARCH model has been investigated and generalized by sev-
eral authors; see, for example, Bollerslev (1986) and Gouriéroux (1997). In
this paper we investigate the generalized autoregressive conditionally het-
eroskedastic (GARCH) process introduced by Bollerslev (1986). A GARCH
�p�q� process is defined by the equations

yk = σkεk(1.1)

and

σ2k = δ+ ∑
1≤i≤p

βiσ
2
k−i +

∑
1≤j≤q

αjy
2
k−j�(1.2)

where δ > 0, βi, 1 ≤ i ≤ p and αj, 1 ≤ j ≤ q are nonnegative constants.
Throughout this paper we assume that �εi�−∞ < i < ∞	 are independent,
identically distributed random variables with distribution function H. The
main purpose of this paper is to prove limit theorems for the empirical distri-
bution function of y1� y2� � � � � yn assuming that (1.1) and (1.2) have a unique
stationary solution.

Nelson (1990) found a necessary and sufficient condition for the stationarity
and ergodicity of the GARCH (1, 1) process. He showed that in the case of
p = q = 1, (1.1) and (1.2) have a unique stationary solution if and only if
E log�β1 + α1ε20� < 0. A necessary and sufficient condition for the existence of
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a unique stationary solution of (1.1) and (1.2) in the general case was given
by Bougerol and Picard (1992a, b). To state this condition, let

τn = �β1 + α1ε2n� β2� � � � � βp−1� ∈ Rp−1�
ξn = �ε2n�0� � � � �0� ∈ Rp−1

and

α = �α2� � � � � αq−1� ∈ Rq−1�
(Clearly, without loss of generality we may and shall assume p ≥ 2 and q ≥ 2.)
Define the �p+ q− 1� × �p+ q− 1� matrix An, written in block form, by

An =


τn βp α αq
Ip−1 0 0 0
ξn 0 0 0
0 0 Iq−2 0

 �
where Ip−1 and Iq−2 are the identity matrices of size p− 1 and q− 2, respec-
tively. We have assumed that the innovations �εi� −∞ < i < ∞	 are inde-
pendent, identically distributed random variables and therefore the random
matrices �An� −∞ < n < ∞	 are independent and identically distributed.
Assume that E�log+ A0� <∞, where for any d×d matrixM, M denotes
the matrix norm defined by

M = sup
{Mxd/xd� x ∈ Rd� x �= 0

}
�

where · is the usual (Euclidean) norm in Rd. The top Lyapunov exponent γ
associated with the sequence �An� −∞ < n <∞	 is

γ = inf
1≤n<∞

1
n
E log  A0A−1 · · ·A−n  �

The condition E�log+  A0 � < ∞ and the subadditive ergodic theorem [cf.
Kingman (1973)] imply

lim
n→∞

1
n
log  A0A−1 · · ·A−n = γ a.s.(1.3)

Bougerol and Picard (1992a, b) showed that (1.1) and (1.2) have a unique
stationary solution if and only if

γ < 0�(1.4)

In this paper we investigate the asymptotic properties of the empirical
process

R�s� t� = ∑
1≤i≤t

�I�yi ≤ s	 −F�s���

where F denotes the distribution function of y0. We make stronger assump-
tions than E�log+  A0 � <∞ and (1.4), so we can assume that we are using
the stationary solution of (1.1) and (1.2). Let

Yk�s� = I�yk ≤ s	 −F�s��



GARCH PROCESSES 791

Theorem 1.1. We assume that

�H�t� −H�s�� ≤ C�t− s�θ with some 0 < C <∞ and 0 < θ ≤ 1�(1.5)

E�log+  A0 �µ <∞ with some µ > 2+ 16/θ(1.6)

and

γ1 = E�log  A0 � < 0�(1.7)

Then the series

$�s� s′� = EY0�s�Y0�s′� +
∑

1≤n<∞
EY0�s�Yn�s′� +

∑
1≤n<∞

EY0�s′�Yn�s�(1.8)

is absolutely convergent for any −∞ < s, s′ < ∞ and there is a Gaussian
process K�s� t� with EK�s� t� = 0, EK�s� t�K�s′� t′� = min�t� t′�$�s� s′�, such
that

sup
0≤t≤T

sup
−∞<s<∞

�R�s� t� −K�s� t�� = o(T1/2�logT�−λ) a.s.(1.9)

with some λ > 0.

Remark 1.1. In GARCH (1, 1), conditions (1.6) and (1.7) are satisfied if
and only if

E
(
log+

(
β1 + α1ε20

))µ
<∞ with some µ > 2+ 16/θ(1.10)

and

E log
(
β1 + α1ε20

)
< 0�(1.11)

We note again that by Nelson (1990), (1.11) is necessary and sufficient for the
existence of the stationary GARCH (1, 1). For general GARCH sequences, (1.7)
is more restrictive than (1.4).

Remark 1.2. If E�log+ �ε0��µ <∞ with some µ > 2+16/θ, then (1.6) holds
in any GARCH �p�q� model.

Remark 1.3. Davis, Mikosch and Basrak (1999) showed that if (1.4) holds
and E�ε0�µ <∞ with some µ > 0, then �y2n�−∞ < n <∞	 is strongly mixing
with a geometric rate. Combining the mixing property of �y2n	 with the main
result in Philipp and Pinzur (1980) and Philipp (1984) one could get strong
approximations for

∑
1≤i≤t�I�y2i ≤ s	−F∗�s��, where F∗�s� is the distribution

function of y20. However, the method used by Davis, Mikosch and Basrak (1999)
does not give a similar result forR�s� t�. Also, to get the strong mixing of �y2n	,
Davis, Mikosch and Basrak (1999) assume that E�ε0�µ <∞ with some µ > 0,
which is stronger than (1.6).

In the proof of our theorem we will use a totally different approach and
establish a new structural property of GARCH sequences which is easier
to verify than strong mixing and is much more convenient in applications.
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(See Lemma 2.4.) Indeed, we prove that if (1.6), (1.7) hold then there is a
sequence �y′

n	 which is close to �yn	 (in the sense that yn − y′
n → 0 rapidly)

and for each n ≥ 1 the finite sequence �y′
1� � � � � y

′
n	 is not only mixing, but

in fact is m-dependent with m = nρ for some 0 < ρ < 1; that is, terms of
this sequence with indices differing at least nρ are independent. This prop-
erty does not imply strong mixing for �yn	 but it is more convenient to use. In
fact, it permits us to deduce asymptotic properties of �yn	 directly from known
results for independent random variables via standard blocking techniques.
We note also that this approach requires weaker moment conditions on �εn	
than the strong mixing technique. It seems likely that the same method will
be applicable in many other situations.

The weak convergence of the empirical process of y1� � � � � yn is a simple
consequence of Theorem 1.1. If K̂�s� is a Gaussian process with EK̂�s� = 0
and EK̂�s�K̂�s′� = $�s� s′�, then

n1/2

(
1
n

∑
1≤i≤n

I�yi ≤ s	 −F�s�
)

� �−∞�∞�−→ K̂�s��

as n→ ∞.
Similarly, the law of the iterated logarithm also follows from Theorem 1.1. It

is enough to observe that K�s� n� is a partial sum of independent, identically
distributed Gaussian processes, so by Ledoux and Talagrand (1991) the law
of the iterated logarithm holds for K�s� n�. Hence

lim sup
n→∞

(
n

2 log log n

)1/2
sup

−∞<s<∞

∣∣∣∣∣ 1n ∑
1≤i≤n

I�yi ≤ s	 −F�s�
∣∣∣∣∣ = c a.s.

with some 0 < c <∞.

2. Proofs. Let

Xn =
(
σ2n+1� � � � � σ

2
n−p+2� y

2
n� � � � � y

2
n−q+2

)
∈ Rp+q−1

and

B = �δ�0� � � � �0� ∈ Rp+q−1�
Bougerol and Picard (1992a, b) showed that

Xn = B+ ∑
0≤k<∞

AnAn−1 · · ·An−kB�(2.1)

We start with two elementary lemmas.

Lemma 2.1. If �1�7� holds and

E�log+  A0 �µ <∞ with some µ > 2�(2.2)
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then

P

{
 A0A−1 · · ·A−k ≥ exp

(
−�γ1�

2
k

)}
≤ Ck−µ/2(2.3)

for all 1 ≤ k <∞ with some 0 < C <∞.

Proof. Clearly,

P

{
A0A−1 ···A−k ≥exp

(
−�γ1�

2
k

)}
≤P

{ ∏
0≤j≤k

A−j ≥exp
(
−�γ1�

2
k

)}

=P
{ ∑
0≤j≤k

logA−j ≥−�γ1�
2
k

}

≤P
{ ∑
0≤j≤k

�logA−j +�γ1��≥
�γ1�
2
k

}

≤
(

2
�γ1�

)µ
k−µE

∣∣∣∣ ∑
0≤j≤k

�logA−j +�γ1��
∣∣∣∣µ

≤Ck−µ/2

with an application of the Rosenthal inequality [cf. Petrov (1995), page 59].
Let

Z0 =
∑

0≤k<∞
A0A−1 · · ·A−kB�

Lemma 2.2. If �1�7� and �2�2� hold, then

P� Z0 ≥ t	 ≤ C�log t�−�µ−2�/2(2.4)

for all t0 ≤ t <∞.

Proof. Choose 0 < ρ′ < 1 so close to 1 that � log ρ′� < �γ1�/2 and let
c = ρ′/�1 − ρ′�. Then using again the Rosenthal inequality [cf. Petrov (1995),
page 59], we obtain for t ≥ t0,
P�Z0 ≥t	 ≤ ∑

1≤k<∞
P
{A0A−1 ···A−kB≥c�ρ′�kt}

≤ ∑
1≤k<∞

P

{
B ∏

0≤j≤k
A−j ≥c�ρ′�kt

}

≤ ∑
1≤k<∞

P

{
�logδ�+ ∑

0≤j≤k
logA−j ≥ logc+klogρ′+logt

}
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= ∑
1≤k<∞

P

{ ∑
1≤j≤k

(
logA−j +�γ1�

)≥ logt+(�γ1�−�logρ′�)k
+ logc−�logδ�

}
≤ ∑

1≤k<∞
P

{ ∑
1≤j≤k

�logA−j +�γ1��>
1
2

(
logt+ �γ1�

2
k

)}

≤ ∑
1≤k<∞

c1

(
logt+ �γ1�

2
k

)−µ
kµ/2

≤ ∑
1≤k<∞

c2

(
logt+ �γ1�

2
k

)−µ/2

≤ c2
∫ ∞

1

(
logt+ �γ1�

2
x

)−µ/2
dx+c2

(
logt+ �γ1�

2

)−µ/2

= 2c2
µ−2

(
logt+ �γ1�

2

)1−µ/2
+c2

(
logt+ �γ1�

2

)−µ/2
�

completing the proof of (2.4). ✷

Let

X′
n = B+ ∑

0≤k≤�nρ�
AnAn−1 · · ·An−kB

with some 0 < ρ < 1. We show that Xn and X′
n are near to each other.

Lemma 2.3. If �1�7� and �2�2� hold, then

P
{Xn −X′

n > Cn−ρ�µ−2�/2} ≤ Cn−ρ�µ−2�/2(2.5)

with some C > 0.

Proof. We prove the somewhat stronger inequality

P�Xn −X′
n > exp�−c1nρ�	 ≤ Cn−ρ�µ−2�/2(2.6)

with some c1. First we write

Xn −X′
n = ∑

�nρ�<k<∞
AnAn−1 · · ·An−kB = AnAn−1 · · ·An−�nρ�ẐN�(2.7)

where N = n− �nρ� − 1 and

ẐN = ∑
0≤j<∞

ANAN−1 · · ·AN−jB�
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Since �An�−∞ < n < ∞	 are independent and identically distributed, by
Lemma 2.1 we have

P

{
 AnAn−1 � � �An−�nρ� ≥ exp

(
−�γ1�

2
�nρ�

)}
≤ c2n−µρ/2

≤ c2n−ρ�µ−2�/2�

(2.8)

Since ẐN
�= Z0 for any N, Lemma 2.2 yields

P

{
 ẐN ≥ exp

( �γ1�
4

�nρ�
)}

≤ c3n−ρ�µ−2�/2�(2.9)

Putting together (2.7)–(2.9) we conclude

P

{
Xn −X′

n ≤ exp
(
−�γ1�

2
�nρ�

)
exp

( �γ1�
4

�nρ�
)}

≥ 1− �c2 + c3�n−ρ�µ−2�/2�

completing the proof of (2.6). ✷

Lemma 2.4. We assume that �1�7�, �2�2� hold and 0 < ρ < 1. Then there
exist measurable functions fn� R�nρ� → R �n = 1�2� � � �� such that setting

y′
n = fn�εn� εn−1� � � � � εn−�nρ���

we have

P
{�yn − y′

n� > Cn−ρ�µ−2�/4} ≤ Cn−ρ�µ−2�/4(2.10)

with some C > 0.

Proof. Define y′
n in such a way that �y′

n�2 is identical with the �p+ 1�th
coordinate of X′

n and y
′
n has the sign of yn (i.e., the sign of εn). Since X′

n is a
measurable function of εn� εn−1� � � � � εn−�nρ�, the same holds for y′

n. Also, (2.5)
implies that

P
{�y2n − �y′

n�2� > c1n−ρ�µ−2�/2} ≤ c1n−ρ�µ−2�/2�(2.11)

We consider the event when �y2n−�y′
n�2� ≤ c1n−ρ�µ−2�/2. The variables yn and y′

n

have the same sign, so we have

�yn − y′
n� =

�y2n − �y′
n�2�

�yn + y′
n�

≤ �y2n − �y′
n�2�

�yn�
�(2.12)

On this event, (2.12) yields that

�yn − y′
n� = �yn − y′

n�I
{�yn� > n−ρ�µ−2�/4}+ �yn − y′

n�I
{�yn� ≤ n−ρ�µ−2�/4}

≤ c1n−ρ�µ−2�/4 + (�c1 + 1�1/2 + 1
)
n−ρ�µ−2�/4

and therefore (2.10) follows from (2.11). ✷
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Next we note that condition (1.5) implies that F is also Lipshitz continuous
of order θ. Indeed, it follows from the definition of y0 that ε0 and σ0 are
independent. Hence by (1.5) we have

�F�x� −F�y�� = �P�y0 ≤ x	 −P�y0 ≤ y	�
≤ E�H�x/σ0� −H�y/σ0��(2.13)

≤ Cδ−θ/2�x− y�θ�
since σ0 ≥ δ1/2 by (1.2). Let

Y′
n�s� = I�y′

n ≤ s	 −F�s��

Lemma 2.5. If �1�5�, �1�7� and �2�2� hold, 0 < ρ < 1, then for any n ≥ 2
and −∞ < t, s <∞ we have

E�Y0�s�Yn�t�� ≤ Cn−ρθ�µ−2�/4

with some C > 0.

Proof. By Lemma 2.4 there is c1 such that P�Ac� ≤ c1n−ρ�µ−2�/4, where

A = {�yn − y′
n� ≤ c1n−ρ�µ−2�/4}�

The event �Yn�s� �= Y′
n�s�	 ∩A implies that yn and y′

n are on different sides
of s, their distance is less than c1n−ρ�µ−2�/4 and therefore both of them are in
the interval �s− c1n−ρ�µ−2�/4, s+ c1n−ρ�µ−2�/4�. According to (2.13),

P
{
s− c1n−ρ�µ−2�/4 ≤ yn ≤ s+ c1n−ρ�µ−2�/4} ≤ c2n−ρθ�µ−2�/4

and therefore

P�Yn�s� �= Y′
n�s�	 ≤ 2c3n

−ρθ�µ−2�/4�(2.14)

By (2.14) we also have

E�Yn�s� −Y′
n�s�� ≤ c3n−ρθ�µ−2�/4�(2.15)

Since �Y0�s�� ≤ 1, using (2.15) we get

�EY0�s�Yn�t� −EY0�s�Y′
n�t�� ≤ E�Yn�t� −Y′

n�t�� ≤ 2c3n
−ρθ�µ−2�/4�(2.16)

On the other hand, Lemma 2.4 shows that if n ≥ 2, then y0 and y′
n are indepen-

dent, which implies that Y0�s� and Y′
n�t� are independent. Since EY0�s� = 0

we get

EY0�s�Y′
n�t� = EY0�s�EY′

n�t� = 0�

and therefore Lemma 2.5 follows from (2.16). ✷
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Remark 2.1. Under the condition µ > 2 + 16/θ of Theorem 1.1 we can
choose 0 < ρ < 1 such that ρθ�µ − 2�/4 > 1, establishing the absolute
convergence in (1.8).

For any −∞ < s < t <∞ let

�Yn�s� t� = Yn�t� −Yn�s� = I�s < yn ≤ t	 − �F�t� −F�s��
and

�Y′
n�s� t� = Y′

n�t� −Y′
n�s� = I�s < y′

n ≤ t	 − �F�t� −F�s���

Lemma 2.6. If �1�5�, �1�6� and �1�7� hold, then there is a τ > 0 such that
for any −∞ < s ≤ t <∞,

�E�Y0�s� t��Yn�s� t�� ≤
C

n2+τ
�F�t� −F�s��τ

with some C > 0.

Proof. Following the proof of Lemma 2.5 one can show that for any
0 < ρ < 1 there is a constant c1 > 0 such that

�E�Y0�s� t��Yn�s� t�� ≤ c1n−ρθ�µ−2�/4�(2.17)

Observing that E�Y2
n�s� t� = �F�t�−F�s���1−�F�t�−F�s��� ≤ F�t�−F�s� for

any n ≥ 0, by the Cauchy–Schwarz inequality we have

�E�Y0�s� t��Yn�s� t�� ≤ F�t� −F�s��(2.18)

Choosing 0 < ρ < 1/2 close enough to 1/2 we can have that ρθ�µ − 2�/4 > 2
and therefore Lemma 2.6 follows from (2.17) and (2.18). ✷

Lemma 2.7. If �1�5�, �1�6� and �1�7� hold, then there is a τ > 0 such that
for any −∞ < s < t <∞,

E

( ∑
1≤k≤N

�Yk�s� t�
)2

= σ2N+O��F�t� −F�s��τ� as N→ ∞�

uniformly in s and t, where

σ2 = σ2�s� t� = E�Y2
1�s� t� + 2

∑
2≤k<∞

E�Y1�s� t��Yk�s� t��(2.19)

Proof. For notational simplicity we write �Yk instead of �Yk�s� t� and l
stands for F�t� −F�s�. First we note that by Lemma 2.6 we have

�E�Y0
�Yk� ≤

c1
k2+τ

lτ� 0 ≤ k <∞�(2.20)

with some constants τ > 0 and c1 > 0. Thus the series in (2.19) is absolute
convergent and

σ2�s� t� ≤ c2�F�t� −F�s��τ�(2.21)
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By stationarity and (2.20) we conclude

E

( ∑
1≤k≤N

�Yk
)2

=NE�Y2
1 + 2

∑
1≤k≤N−1

�N− k�E�Y1
�Yk+1

=Nσ2 − 2N
∑

N≤k<∞
E�Y1

�Yk+1 − 2
∑

1≤k≤N−1
kE�Y1

�Yk+1

=Nσ2 +O�lτ� as N→ ∞�
and Lemma 2.7 is proved. ✷

The previous arguments also show that

2$�s� t� = σ2�0� s� + σ2�0� t� − σ2�s� t�(2.22)

and

σ2�s� t� = $�s� s� + $�t� t� − 2$�s� t��(2.23)

Lemma 2.8. If �1�5�, �1�6� and �1�7� hold, then there exist constants τ > 0,
0 < ρ < 1/2 such that for any x > 0,

P

{∣∣∣∣ ∑
1≤k≤N

�Yk�s� t�
∣∣∣∣> x} ≤ c1 exp

(−c2x2/�N�F�t� −F�s��τ�)
+ c3 exp�−c4x/Nρ� + c5x−�2+τ��

(2.24)

where c1� � � � � c5 are positive constants.

Proof. To simplify the notation, we write again �Yk, �Y′
k instead of �Yk�s� t�

and �Y′
k�s� t�. Assume that s ≤ t and write l = F�t� −F�s�,

SN = ∑
1≤k≤N

�Yk and S′
N = ∑

1≤k≤N
�Y′
k�

Choose 0 < ρ < 1/2 so that ρθ�µ − 2�/4 > 2 and let τ be the constant in
Lemma 2.7. By (2.14) we have

P��Yk �= �Y′
k	 ≤ c6k−ρθ�µ−2�/4

≤ c6k−�2+δ�

with some 0 < δ < 1. Since ��Yk� ≤ 1 and ��Y′
k� ≤ 1, we conclude that

E��Yk − �Y′
k�p ≤ 8c6k

−�2+δ��

where p = 2+ δ/2 and therefore by the Minkowski inequality we have(
E�SN −S′

N�p
)1/p ≤ ∑

1≤k≤N

(
E��Yk − �Y′

k�p
)1/p

≤ c7
∑

1≤k≤N
k−ν ≤ c8�
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where ν = �2 + δ�/�2 + δ/2� > 1. Hence using the Markov inequality we get
that

P��SN −S′
N� > x	 ≤ c9x−�2+δ/2��(2.25)

According to (2.25), the inequality in (2.24) will be proved if we show that

P��S′
N� > x	 ≤ c1 exp�−c2x2/�Nlτ�� + c3 exp�−c4x/Nρ��(2.26)

Let us split the interval �1�N� into blocks I1�J1� I2�J2� � � � � IM�JM with
equal length �Nρ�. (The blocks IM�JM can be incomplete.) Clearly, M is
proportional to N1−ρ. Set

T
�1�
r = ∑

k∈Ir
�Y′
k and T

�2�
r = ∑

k∈Jr
�Y′
k�

We note that

S′
N = S�1�

N +S�2�
N

with

S
�1�
N = ∑

1≤r≤M
T

�1�
r and S

�2�
N = ∑

1≤r≤M
T

�2�
r �

By the construction of y′
k (cf. Lemma 2.4), the random variables T�1�

r � r =
1�2� � � � �M are independent and

E�T�1�
r �2 ≤ c7Nρlτ

[cf. Lemma 2.7 and (2.21)], and therefore

E�S�1�
N �2 ≤ c8Nlτ�

Also,

max
1≤r≤M

�T�1�
r � ≤Nρ�

Hence by Kolmogorov’s exponential bounds [cf. Petrov (1975), page 293] we
obtain

P��S�1�
N � > x	 ≤ c9 exp�−c10x2/�Nlτ�� + c11 exp�−c12x/Nρ��

A similar inequality holds for S�2�
N and therefore (2.26) is proved. ✷

Next we need an estimate in the central limit theorem for sums of inde-
pendent, identically distributed random vectors. Let ��·�� denote the Euclidean
norm of vectors and matrices.

Lemma 2.9. Let �1� �2� � � � � �n be independent, identically distributed ran-
dom vectors in Rd satisfying E�1 = 0, cov��1� = � and m4 = E���1��4 <∞. Let
Qn denote the distribution function of ��1+· · ·+�n�/n1/2 and let 9� be the mul-

tivariate normal distribution function with mean 0 and covariance matrix �.
Let h�x� be a (real or complex valued) Borel function satisfying �h�x�� ≤ L and
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�h�x� − h�y�� ≤ L��x − y�� for any x�y ∈ Rd with some L > 0. Then there are
absolute constants c1� c2 and c3 such that∣∣∣∣∫

Rd
hdQn −

∫
Rd
hd9�

∣∣∣∣
≤ L2c1

(
����� + 1

){
ec2d�����2m4

4�log n�d/2n−1/2 + e−c3ndd/2
}
�

Proof. We can assume without loss of generality that

�i = �1/2�∗i �

where �∗1� � � � � �
∗
n are independent, identically distributed random vectors with

E�∗i = 0andcov��∗i� = Id, the identity matrix ofRd. We also note thatE���′1��4 ≤
�����2m4. Let Q∗

n denote the distribution function of ��∗1 + · · · + �∗n�/n1/2.
We assume that �h∗�x�� ≤ L∗ and �h∗�x�−h∗�y�� ≤ L∗��x−y��� By Theorem 3.2
in Bhattacharya and Rao [(1976), page 113] we have∣∣∣∣∫

Rd
h∗dQ∗

n −
∫
Rd
h∗d9Id

∣∣∣∣
≤ �L∗�2c1

{
ec2d�E���′1��4�4�log n�d/2n−1/2 + e−c3ndd/2

}
�

(2.27)

We use (2.27) with h∗�x� = h��1/2x�. Since∣∣h(�1/2x
)− h(�1/2y

)∣∣ ≤ L∣∣∣∣�1/2�x − y�∣∣∣∣ ≤ L�����1/2 ��x − y���

Lemma 2.9 is proved. ✷

The inner product of vectors will be denoted by �·� ·�.

Lemma 2.10. We assume that the conditions of Lemma 2.8 are satisfied.
Let −∞ < s1 < s2 · · · < sd <∞ and

�k = �Yk�s1��Yk�s2�� � � � �Yk�sd��� 1 ≤ k <∞�

Then for any u ∈ Rd we have∣∣∣∣E exp
(
i

〈
u�N−1/2 ∑

1≤k≤N
�k

〉)
− exp

(
−1
2
�u� $du�

)∣∣∣∣
≤ C1��u��2�dN−ρ̃ + exp�C2d�N−1/4�logN�d/2

+dd/2 exp�−C3N
1/2�	�

(2.28)

where $d is the matrix �$�si� sj�� 1 ≤ i� j ≤ d�, C1�C2 and C3 are absolute
constants and ρ̃ > 0 is a constant depending on ρ in Lemma 2.8.
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Proof. In our argument we will repeatedly use the observation that if
�� �′ are random variables in Rd, then

E���− �′�� ≤ λ implies �E exp�i�u� ��� −E exp�i�u� �′���
≤ λ��u�� for any u ∈ Rd�

(2.29)

This is clear from the inequality �eix−eiy� ≤ �x−y�, valid for any real x and y.
Similarly to �k, we introduce

�′k = �Y′
k�s1��Y′

k�s2�� � � � �Y′
k�sd��� 1 ≤ k <∞�

Let ρ be the constant in Lemma 2.8. By (2.14) we have

E�Yk�s� −Y′
k�s��2 ≤ c1k−ρθ�µ−2�/4 for any −∞ < s <∞

and therefore

E���k − �′k�� ≤ �c1d�1/2k−ρθ�µ−2�/8� 1 ≤ k <∞�(2.30)

Since ρθ�µ− 2�/8 > 1� we get from (2.30) that

E

∣∣∣∣
∣∣∣∣ ∑
1≤k≤N

��k − �′k�
∣∣∣∣
∣∣∣∣ ≤ c2d1/2� 1 ≤N <∞�(2.31)

with some absolute constant c2. Putting together (2.29) and (2.31) we conclude∣∣∣∣E exp
(
i

〈
u�N−1/2 ∑

1≤k≤N
�k

〉)
−E exp

(
i

〈
u�N−1/2 ∑

1≤k≤N
�′k

〉)∣∣∣∣
≤ c2��u��d1/2N−1/2

(2.32)

for any u ∈ Rd.
Let us split the interval �1�N� into blocks I1�J1� I2�J2� � � � � IM�JM so that

the length of Ir is �Nρ∗ � and the length of Jr is �Nρ�, 1 ≤ r ≤ M (the last
block may be incomplete) with some ρ∗ satisfying ρ < ρ∗ < 1/2. Then M is
proportional to N1−ρ∗ . Introduce

Tr =
∑
i∈Ir

�i� T′
r =

∑
i∈Ir

�′i and T
′′
r =

∑
i∈Jr

�′i�

Then ∑
1≤i≤N

�′i =
∑

1≤r≤M
T′
r +

∑
1≤r≤M

T
′′
r�(2.33)

The separation between the terms of the sums T′
1� � � � �T

′
M is at least �Nρ�, and

thus the random vectorsT′
1� � � � �T

′
M are independent and similarlyT′′

1� � � �,T
′′
M

are independent. Let �r denote the joint law of Tr and T′
r. By (2.30) we have

that

E��Tr −T′
r�� ≤ c1d1/2

∑
k∈Ir

k−ρθ�µ−2�/8�(2.34)
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Since T′
1�T

′
2� � � � �T

′
M are independent, we can construct independent random

vectors T̃1� T̃2� � � � � T̃M such that the joint law of �T̃r�T′
r� is �r for each 1 ≤

r ≤M. By (2.33) we have ∑
1≤i≤N

�′i = S�1�
M +S�2�

M +S�3�
M �(2.35)

where

S
�1�
M = ∑

1≤r≤M
T̃r� S

�2�
M = ∑

1≤r≤M
T′′
r and S

�3�
M = ∑

1≤r≤M
�T′
r − T̃r��

The vectors �Tr�T′
r� and �T̃r�T′

r� have the same distribution, so (2.34) yields

E��T′
r − T̃r�� ≤ c1d1/2

∑
k∈Ir

k−ρθ�µ−2�/8

and therefore

E��S�3�
M �� ≤ c2d1/2�(2.36)

where c2 depends only on ρ� θ and µ. On the other hand, by (2.30) and
Lemma 2.7 we have

E��T′′
r�� ≤ E

∣∣∣∣
∣∣∣∣ ∑
i∈Jr

�i

∣∣∣∣
∣∣∣∣+E

∣∣∣∣
∣∣∣∣ ∑
i∈Jr

��i − �′i�
∣∣∣∣
∣∣∣∣

≤ c3dNρ/2 + c4d1/2

≤ c5dNρ/2

and since T′′
1�T

′′
2� � � � �T

′′
M are independent we get that

E
∣∣∣∣∣∣S�2�

M

∣∣∣∣∣∣2 ≤ c25d2NρM ≤ c6d2Nρ+1−ρ∗�

that is,

E
∣∣∣∣∣∣S�2�

M

∣∣∣∣∣∣ ≤ c1/26 dN
�ρ+1−ρ∗�/2�(2.37)

Putting together (2.35)–(2.37) and (2.29) we conclude that∣∣∣∣E exp
(
i

〈
u�N−1/2 ∑

1≤k≤N
�′k

〉)
−E exp

(
i

〈
u�N−1/2 ∑

1≤r≤M
T̃r

〉)∣∣∣∣
≤ c7��u��dN�ρ+1−ρ∗�/2N−1/2�

(2.38)

Next we write
1
N1/2

∑
1≤r≤M

T̃r =
1
M1/2

∑
1≤r≤M

T̃r/�N/M�1/2�

We note that T̃r/�N/M�1/2 are independent identically distributed random
vectors. Since $�s� t� is a bounded function, there is a constant c8 such that

��cov�T̃r/�N/M�1/2��� ≤ c8d�
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and therefore Lemma 2.9 yields∣∣∣∣E exp
(
i�u� 1

N1/2

∑
1≤r≤M

T̃r�
)
− exp

(
−1
2
�u� $du�

)∣∣∣∣
≤ c9d�d2ec10d�logM�d/2d4M−1/2+ e−c11Mdd/2	��u��2

≤ c12�N−�1−ρ∗�/2�logN�d/2 exp�c13d�+dd/2 exp�−c14N1−ρ∗�	��u��2�

(2.39)

Combining (2.32), (2.38) and (2.39) we get Lemma 2.10. ✷

The following lemma will be used to estimate the increments of the approx-
imating Gaussian process.

Lemma 2.11. We assume that the conditions of Lemma 2.8 are satisfied.
Let �K�s� t��−∞ < s <∞� 0 ≤ t <∞	 be a Gaussian process with mean zero
and covarianceEK�s� t�K�s′� t′� = min�t� t′�$�s� s′�. For any −∞ < a < a′ <∞
and 0 ≤ b < b′ <∞ let Z��a� a′� × �b� b′�� denote the maximal fluctuation of K
over the rectangle �a� a′� × �b� b′�. Then for any x ≥ C1 we have

P�Z��a� a′� × �b� b′�� > C2x��b′ − b�1/2 + �b′�1/2�F�a′� −F�a��τ/2�	
≤ C3e

−x2/2(2.40)

where C1�C2�C3 are absolute constants and τ > 0 is from Lemma 2.6.

Proof. Using (2.21)–(2.23), one can easily verify that

E�K�s� t2� −K�s� t1��2 = $�s� s��t2 − t1� ≤ c1�t2 − t1�(2.41)

and

E�K�s2� t� −K�s1� t��2 = t�$�s1� s1� + $�s2� s2� − 2$�s1� s2��
= tσ2�s1� s2� ≤ c2t�F�s2� −F�s1��τ�

(2.42)

Let

Ẑ�u� v� =K�a+ u�a′ − a�� b+ v�b′ − b�� −K�a� b�� 0 ≤ u� v ≤ 1�

The estimates in (2.41) and (2.42) imply that the conditions of Fernique’s
inequality are satisfied [cf. Lai (1974)] and therefore an upper bound for the
tail of the distribution of sup0≤u� v≤1 �Ẑ�u� v�� can be easily obtained. The proof
of (2.40) is complete now. ✷

Lemma 2.12. For any T ≥ 1� λ ≥ T1/2 and any −∞ < a < b <∞ we have

P

{
sup

a≤s<s′≤b�0≤t≤T

∣∣∣∣∑
k≤t

�Yk�s� s′�
∣∣∣∣ ≥ λ}≤ C1 exp

(
− C2λ

2

T�b− a�δ
)
+C3

Tδ
�

where C1�C2�C3 and δ are positive constants.
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Proof. Since �Yk�s� s′� = �Yk�0� s′� − �Yk�0� s�, it suffices to prove that

P

{
sup

0≤s≤b�0≤t≤T

∣∣∣∣∑
k≤t

�Yk�0� s�
∣∣∣∣ ≥ λ}≤ C̃1 exp

(
− C̃2λ

2

Tbδ

)
+ C̃3

Tδ
�(2.43)

Let, for any integers u ≥ 1 and v ≥ 1,

Mu�v = max
0≤i<2u�0≤j<2v

∣∣∣∣ ∑
Tj2−v≤k≤T�j+1�2−v

�Yk�bi2−u� b�i+ 1�2−u�
∣∣∣∣�

It is easy to see that for any 0 ≤ s ≤ b�0 ≤ t ≤ T and any integer L ≥ 1 we
have ∣∣∣∣∑

k≤t
�Yk�0� s�

∣∣∣∣≤ ∑
1≤u� v≤L

Mu�v +
2T
2L
�(2.44)

Let ε > 0 be a small positive number to be chosen later. If λ ≥ T1/2, 1 ≤ u,
v ≤ L, then we have, using Lemma 2.8 and (2.13),

P�Mu�v ≥ λ2−ε�u+v��	
≤ 2u+v�c1 exp�−c2λ22−2ε�u+v�/�T2−v�b2−u�τθ��

+ c3 exp�−c4λ2−ε�u+v�/�T2−v�ρ� + c5�λ2−ε�u+v��−�2+τ��
≤ 2u+v�c1 exp�−c2λ22τθ�u+v�/2/�Tbτθ��
+ c3 exp�−c4T1/2−ρ2−εu + c528εLT−�1+τ/2��

≤ 2u+v�c1 exp�−c2λ22τθ�u+v�/2/�Tbτθ��
+ c62c7LεT−2 + c528LεT−�1+τ/2��

≤ 2u+v�c1 exp�−c2λ22τθ�u+v�/2/�Tbτθ�� + c82c9LεT−�1+τ/2��
provided that ε < min�1/4� τθ/4��We used here the fact that exp�−x� ≤ crx−r
for any r > 0 and x > 0, where cr is a positive constant depending on r. Thus
setting

A = �Mu�v ≥ λ2−ε�u+v� for some 1 ≤ u� v ≤ L	
we have

P�A	 ≤ ∑
1≤u� v≤L

2u+vc1 exp�−c2λ22τθ�u+v�/2/�Tbτθ�� + c82c9Lε+2L+2T−�1+τ/2�

≤ ∑
1≤u� v≤L

2u+vc1 exp�−c2λ2�2τθu/2 + 2τθv/2�/�Tbτθ��

+ c82c9Lε+2L+2T−�1+τ/2�

=
( ∑
1≤u≤L

2uc1/21 exp�−c2λ22τθu/2/�Tbτθ��
)2

+ c82c9Lε+2L+2T−�1+τ/2�

≤ c10 exp�−c11λ2/�Tbτθ�� + c82c9Lε+2L+2T−�1+τ/2��
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since the terms of the last sum decrease at least exponentially for u ≥ u0� On
the set Ac we clearly have∑

1≤u� v≤L
Mu�v ≤ λ

∑
1≤u� v≤L

2−ε�u+v� ≤ c12λ

and thus choosing L ≥ 1 so that T1/2 ≤ 2L ≤ 2T1/2, it follows that the right-
hand side of (2.44) is not greater than c12λ+2T1/2 ≤ c13λ with the exception of
a set of probability not greater than c10 exp�−c11λ2/�Tbτθ��+c14T−τ/4 provided
that ε > 0 is so small that c9ε ≤ τ/2. Thus (2.43) is proved. ✷

Now we are ready to construct the approximating process. We approximate
the increments of R�s� t� with normal random variables and from these ran-
dom variables we construct a suitable K�s� t�. Let

tk = �exp�k1−ε��� pk = 2�tρk�� qk = �log k/ log 4�� dk = 2qk�

where ε > 0 is a small number to be specified later and ρ is taken from
Lemma 2.6. Set

Mk = tk+1 − tk − pk
and

si = sk� i = �i− 1�/dk� 1 ≤ i ≤ dk�
ηk� i = R�si� tk+1� −R�si� tk + pk�� 1 ≤ i ≤ dk

and

�k = �ηk�1� � � � � ηk�dk��

Clearly ηk� i can be written as

ηk� i =
tk+1∑

j=tk+pk+1
Yj�si��

so Lemma 2.10 can be used to estimate the difference between the distri-
bution functions of M−1/2

k �k and a normal random variable N�0� $k�, where
$k = �$�si� sj��1 ≤ i� j ≤ dk�. The Prohorov–Lévy distance between the distri-

butions ofM−1/2
k �k and N�0� $k� will be denoted by BPL�M−1/2

k �k�N�0� $k��.

Lemma 2.13. We assume that the conditions of Lemma 2.8 are satisfied.
Then

BPL�M−1/2
k �k�N�0� $k�� ≤ C1 exp�−C2k

ε�

with any 0 < ε < 1/4� where C1 and C2 are absolute constants.
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Proof. In the argument that follows, c1� c2� � � � will be absolute constants.
By Lemma 2.10 we have∣∣∣E exp

(
i
〈
u�M−1/2

k �k

〉)
− exp

(
−1
2
�u� $ku�

)∣∣∣
≤ c1��u��2�dkM−�ρ∗−ρ�/2

k + exp�c2dk�M−�1−ρ∗�/2
k �logMk�dk/2

+ddk/2k exp�−c3M1−ρ∗
k �	

≤ ��u��2�c4k1/2 exp�−c5k1−ε�
+c6 exp�c2�k1/2 − c7k1−ε + c8k1/2�1− ε� log k��
+ c9 exp�c10k1/2 log k− c11k1−ε��

≤ c12��u��2 exp�−c13k1−ε��

(2.45)

assuming that ε < 1/2. Using an analogue of the Berry–Esseen inequality [cf.
Berkes and Philipp (1979), Lemma 2.2] we have that

BPL�M−1/2
k �k�N�0� $k��

≤ 16dk
T

logT

+Tdk
∫
��u��≤T

∣∣∣E exp
(
i
〈
u�M−1/2

k �k

〉)
− exp

(
−1
2
�u� $ku�

)∣∣∣du

+P���N�0� $k��� > T/2	

(2.46)

for any T > 0. By (2.45) we have∫
��u��≤T

∣∣∣exp(i〈u�M−1/2
k �k

〉)
− exp

(
−1
2
�u� $ku�

)∣∣∣du

≤ c12T2�2T�dk exp�−c13k1−ε��
(2.47)

If ��N�0� $k��� > T, then the absolute value of at least one of the coordinates
ofN�0� $k� is larger than T/d1/2k . Since the function $�s� t� is bounded, we get
that

P���N�0� $k��� > T	 ≤ c15dk exp�−c17T2/dk�
≤ c15k1/2 exp�−c17T2k−1/2��

(2.48)

Choosing T = exp�kε� with any 0 < ε < 1/4 in (2.46)–(2.48), the proof of
Lemma 2.13 is complete. ✷

Now we can return to the construction. Similarly to ηk� i we define

η′
k� i =

tk+1∑
j=tk+pk+1

Y′
j�si�� 1 ≤ i ≤ dk�

and let �′
k = �η′

k�1� � � � � η
′
k�dk

�� Using (2.31) and Lemma 2.12 we get that

BPL�M−1/2
k �′

k�N�0� $k�� ≤ c1 exp�−c2kε�(2.49)

for any 0 < ε < 1/4 with some constants c1 and c2. The vector �
′
k depends only

on the random variables �y′
j� tk+pk+1 ≤ j ≤ tk+1	. Thus there is a separation
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pk = 2�tρk� between the sets of random variables defining the vectors �′
k−1

and �′
k and therefore �′

1��
′
2� � � � are independent. By (2.49) and the Strassen

(1964)–Dudley (1976) representation theorem, in light of the independence
of �′

1��
′
2� � � � we can define independent normal vectors �1� �2� � � � such that

�k/M
1/2
k is N�0� $k� and

P����′
k/M

1/2
k − �k/M

1/2
k �� ≥ c1 exp�−c2kε�	

≤ c1 exp�−c2kε��
(2.50)

Putting together (2.31) and (2.50) we get that

P����k/M1/2
k − �k/M

1/2
k �� ≥ δk	 ≤ δk� k = 1�2� � � � �(2.51)

where δk = c3 exp�−c4kε� for any 0 < ε < 1/4 with some c3 and c4. The joint
distribution of �1� �2� � � � matches the joint distribution of the increments of
a Gaussian process with zero mean and covariance min�t� t′�$�s� s′�. Hence
there is a Gaussian process �K�s� t��−∞ < s < ∞� 0 ≤ t < ∞	 with mean 0
and the above covariance such that

ξk� i =K�si� tk+1� −K�si� tk + pk�� i ≤ i ≤ dk�
Now (2.51) and the Borel–Cantelli lemma imply that there is a random vari-
able k0 = k0�ω� such that

�ηk� i − ξk� i� ≤ c5t1/2k exp�−c4kε�� 1 ≤ i ≤ dk(2.52)

for all k ≥ k0. Thus suitable vertical increments of R and K are close to each
other. So Theorem 1.1 will be proved if we can control the oscillations ofR�s� t�
and K�s� t�.

Modifying slightly the definitions of ηk� i and ξk� i we introduce

η∗
k� i = R�si� tk+1� −R�si� tk�� 1 ≤ i ≤ dk

and

ξ∗k� i =K�si� tk+1� −K�si� tk�� 1 ≤ i ≤ dk�
Next we show that (2.52) implies

�η∗
k� i − ξ∗k� i� ≤ c6t1/2k exp�−c7kε�� 1 ≤ i ≤ dk(2.53)

for all k ≥ k0, where 0 < ε < 1/4 and c6� c7 are constants. Indeed, the differ-
ence between ηk� i and η

∗
k� i is bounded by pk ≤ 2tρk ≤ c8t1/2k exp�−c9kε�. On

the other hand, E�ξk� i − ξ∗k� i�2 ≤ c10pk and therefore

P

{
max
1≤i≤dk

�ξk� i − ξ∗k� i� > kp1/2
k

}
≤ dk exp�−c11k2� ≤

c12
k2
�

so the Borel–Cantelli lemma gives

max
1≤i≤dk

�ξk� i − ξ∗k� i� ≤ c13kp1/2
k ≤ c14t1/2k exp�−c15kε��

if k ≥ k0 = k0�ω�. The proof of (2.53) is now complete. ✷
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Let R̂i�k denote themaximal oscillationofR�s� t�over the rectangle �si� si+1�×
�tk� tk+1�andletK̂i� k denote thesameincrementwithrespect toK.Weclaimthat
there are constants ε′ and c16 and a random variable k0�ω� such that

max
1≤i≤dk

R̂i� k ≤ c16t1/2k �log tk�−ε
′

(2.54)

and

max
1≤i≤dk

K̂i� k ≤ c16t1/2k �log tk�−ε
′
�(2.55)

if k ≥ k0. By Lemma 2.11 and (2.13) we have

P

{
max
1≤i≤dk

K̂i� k > c17 log k
(�tk+1 − tk�1/2 + t1/2k+1d−θτ/2

k

)} ≤ c18
1
k2

and thus the Borel–Cantelli lemma gives

max
1≤i≤dk

K̂i� k ≤ 2c17 log k
(�tk+1 − tk�1/2 + t1/2k+1d−θτ/2

k

)
≤ c18�t1/2k k−ε/2 + t1/2k k−θτ/8� log k
≤ c19t1/2k �log tk�−ε

′

with some ε′ small enough, if k ≥ k0. Hence (2.55) is proved. Replacing
Lemma 2.11 with Lemma 2.12, similar arguments give (2.54). ✷

Now a geometrical picture shows that

R�si� tk� =
∑

1≤l≤k−1
η∗
l� il

+ ∑
1≤l≤k−1

(
R�sil � tl� −R�sil−1� tl�

)
and

K�si� tk� =
∑

1≤l≤k−1
ξ∗l� il +

∑
1≤l≤k−1

(
K�sil � tl� −K�sil−1� tl�

)
�

where i1� i2� � � � are suitably chosen integers satisfying �il − il−1� ≤ 1. Thus
using (2.53)–(2.55) we get for all 1 ≤ i ≤ dk and k ≥ k0,

�R�si� tk� −K�si� tk�� ≤ c6
∑

1≤l≤k−1
t
1/2
l exp�−c7lε�

+ ∑
1≤l≤k−1

max
1≤i≤dl

R̂i� l +
∑

1≤l≤k−1
max
1≤i≤dl

K̂i� l

≤ c20kt1/2k exp�−c7kε� + c16kt1/2k �log tk�−ε′

+ c16kt1/2k �log tk�−ε
′

≤ c21t1/2k �log tk�−ε′/2

(2.56)

if k ≥ k0. The approximation in Theorem 1.1 follows immediately from
(2.54)–(2.56). ✷
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