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Abstract. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distri-
butions, that is, Ai, Bi > 0 (1 ≤ i ≤ n) and

∑n
i=1Ai =

∑n
i=1Bi = I. We give

a new relative operator entropy of two operator distributions as follows: For
t, s ∈ R \ {0},

Kt,s(A|B) ≡
(
∑n

i=1Ai \t Bi)
s − I

ts
,

where A \t B = A
1
2 (A

−1
2 BA

−1
2 )tA

1
2 . This includes relative operator entropy

S(A|B), Rényi relative operator entropy It(A|B) and Tsallis relative operator
entropy Tt(A|B).

In this paper, firstly, we discuss fundamental properties of Kt,s(A|B). Sec-
ondly, we obtain Shannon type operator inequalities by using Kt,s(A|B), which
include previous results by Furuta, Yanagi–Kuriyama–Furuichi and ourselves.

1. Introduction

In this paper, an operator means a bounded linear operator on a Hilbert space
H. An operator T is said to be positive (denoted by T ≥ 0) if (Tx, x) ≥ 0 for all
x ∈ H, and also an operator T is said to be strictly positive (denoted by T > 0)
if T is positive and invertible.
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For A,B > 0, we consider a path passing through A and B as follows: A\tB =
A

1
2 (A

−1
2 BA

−1
2 )tA

1
2 for t ∈ R. We remark that for 0 ≤ t ≤ 1, A \t B is known as

the weighted geometric mean, which is denoted by A ]t B.
For discrete probability distributions p = (p1, p2, · · · , pn) and q = (q1, q2, · · · , qn),

that is, pi, qi > 0 (1 ≤ i ≤ n) and
∑n

i=1 pi =
∑n

i=1 qi = 1, the relative
entropy (Kullback–Leibler divergence, Kullback–Leibler distance) is defined by
s(p|q) ≡

∑n
i=1 pi log pi

qi
([12, 14]). We remark that if q = ( 1

n
, 1
n
, . . . , 1

n
), then

s(p|q) = log n − h(p), where h(p) ≡ −
∑n

i=1 pi log pi is the famous Shannon en-
tropy. The relative entropy plays an important role in the classical information
theory as a notion to measure the difference between two probability distributions.
We also remark that s(p|q) ≥ 0 holds for any probability distributions p and q,
which is equivalent to Shannon inequality (Shannon lemma, Gibbs’ inequality)
−
∑n

i=1 pi log pi ≤ −
∑n

i=1 pi log qi.
As an operator version of s(p|q), for A,B > 0, relative operator entropy

S(A|B) ≡ A
1
2 log(A

−1
2 BA

−1
2 )A

1
2

is introduced in [4], and Furuta [2] introduced its generalization

St(A|B) ≡ A
1
2 (A

−1
2 BA

−1
2 )t log(A

−1
2 BA

−1
2 )A

1
2

for t ∈ R. We remark that S(A|I) = −A logA is operator entropy given by
Nakamura–Umegaki [13], and we denote S(A|I) by H(A). St(A|B) can be
considered as a tangent at t of A \t B. If t = 0, then S(A|B) = S0(A|B).
Yanagi–Kuriyama–Furuichi introduced Tsallis relative operator entropy in [16].
For A,B > 0 and t ∈ R, Tsallis relative operator entropy is defined by

Tt(A|B) ≡ A
1
2 (A

−1
2 BA

−1
2 )tA

1
2 − A

t
=
A \t B − A

t
(t 6= 0),

T0(A|B) ≡ lim
t→0

Tt(A|B) = S(A|B).

We call an operator sequence A = (A1, · · · , An) operator distribution if Ai > 0
(1 ≤ i ≤ n) and

∑n
i=1Ai = I, since it can be regarded as an operator version of

discrete probability distribution. We remark that operator distribution is called
POVM (positive operator valued measure) in quantum information theory. In
[8, 10], we define relative operator entropy S(A|B), generalized relative operator
entropy St(A|B), Tsallis relative operator entropy Tt(A|B) and Rényi relative
operator entropy It(A|B) of two operator distributions A = (A1, · · · , An) and
B = (B1, · · · , Bn) as follows: For t ∈ R,

S(A|B) ≡
n∑
i=1

S(Ai|Bi), St(A|B) ≡
n∑
i=1

St(Ai|Bi),

Tt(A|B) ≡
n∑
i=1

Tt(Ai|Bi),

It(A|B) ≡ 1

t
log

n∑
i=1

Ai \t Bi (if t 6= 0) and I0(A|B) ≡ lim
t→0

It(A|B).
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On the other hand, for two operator distributions A = (A1, · · · , An) and B =
(B1, · · · , Bn), Furuta [2] had shown an operator version of Shannon inequality
(briefly, operator Shannon inequality) and its reverse one.

− log

[
n∑
i=1

AiB
−1
i Ai

]
≤ S(A|B) ≤ 0. (1.1)

Yanagi–Kuriyama–Furuichi [16] showed a substitution of (1.1) by using Tsallis
relative operator entropy.

(
∑n

i=1AiB
−1
i Ai)

−t − I
t

≤ Tt(A|B) ≤ 0 for 0 < t ≤ 1. (1.2)

Recently, as an extension of operator Shannon inequality, we obtained

S(A|B) ≤ It(A|B) ≤ Tt(A|B) ≤ 0, (1.3)

0 ≤ −T1−t(B|A) ≤ −I1−t(B|A) ≤ S1(A|B), (1.4)

Tt(A|B) ≤ St(A|B) ≤ −T1−t(B|A) (1.5)

for 0 < t < 1 in [8].
In [10] (see also [9]), we introduced generalizations of S(A|B), It(A|B) and

Tt(A|B) by using power mean, and we obtain generalizations of (1.3), (1.4) and
(1.5).

Here, we introduce a new operator entropy including Tt(A|B) and It(A|B) as a
different generalization from [10].

Definition 1. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distribu-
tions. For t, s ∈ R \ {0},

Kt,s(A|B) ≡ (
∑n

i=1Ai \t Bi)
s − I

ts
.

We define Kt,0(A|B) and K0,s(A|B) by the limit of Kt,s(A|B) as a parameter tends
to 0, respectively.

In this paper, firstly, we discuss fundamental properties of Kt,s(A|B). Sec-
ondly, we obtain Shannon type operator inequalities by using Kt,s(A|B), which
include (1.1), (1.2) and (1.3). Lastly, we introduce Shannon–Nakamura–Umegaki
operator entropy and give fundamental properties.
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2. Properties of Kt,s(A|B)

First, we state relations among Tt(A|B), It(A|B) and Kt,s(A|B).

Proposition 2.1. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator dis-
tributions.

(i) Kt,0(A|B) = It(A|B) for t ∈ R \ {0}.
(ii) Kt,1(A|B) = Tt(A|B) for t ∈ R \ {0}.
(iii) For t > 0 and 0 < s < 1, S(A|B) ≤ It(A|B) ≤ Kt,s(A|B) ≤ Tt(A|B).

(iv) For t < 0 and 0 < s < 1, Tt(A|B) ≤ Kt,s(A|B) ≤ It(A|B) ≤ S(A|B).

If 0 < t ≤ 1, then (iii) in Proposition 2.1 ensures

S(A|B) ≤ It(A|B) ≤ Kt,s(A|B) ≤ Tt(A|B) ≤ 0 (2.1)

by (1.2), so that (2.1) is an improvement of (1.3) by using Kt,s(A|B).

Jensen’s operator inequality [7] plays an important role to prove our results.

Theorem 2.A (Jensen’s operator inequality [7]). Let f(x) be an operator concave
function on an interval J . Let {Ci}ni=1 be operators with

∑n
i=1C

∗
i Ci = I. Then

f

(
n∑
i=1

C∗i AiCi

)
≥

n∑
i=1

C∗i f(Ai)Ci

holds for every selfadjoint operators {Ai}ni=1 whose spectra are contained in J .

Proof of Proposition 2.1. (i) Since lim
s→0

as − 1

s
= log a for a > 0, we have

Kt,0(A|B) =
1

t
lim
s→0

(
∑n

i=1Ai \t Bi)
s − I

s
=

1

t
log

n∑
i=1

Ai \t Bi = It(A|B).

(ii) We obtain (ii) as follows:

Kt,1(A|B) =

∑n
i=1Ai \t Bi − I

t
=

n∑
i=1

Ai \t Bi − Ai
t

= Tt(A|B).

(iii) Since log a ≤ as − 1

s
≤ a− 1 holds for a > 0 and 0 < s < 1,

1

t
log

n∑
i=1

Ai \t Bi ≤
(
∑n

i=1Ai \t Bi)
s − I

st
≤
∑n

i=1Ai \t Bi − I
t

,

that is, It(A|B) ≤ Kt,s(A|B) ≤ Tt(A|B) holds for t > 0 and 0 < s < 1. The
relation S(A|B) ≤ It(A|B) has already shown in (1.3).

(iv) By the similar way to the proof of (iii), we have Tt(A|B) ≤ Kt,s(A|B) ≤
It(A|B) for t < 0 and 0 < s < 1.
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Since f(x) = log x is operator concave for x > 0, we have

It(A|B) =
1

t
log

n∑
i=1

A
1
2
i (A

−1
2
i BiA

−1
2
i )tA

1
2
i

≤ 1

t

n∑
i=1

A
1
2
i log(A

−1
2
i BiA

−1
2
i )tA

1
2
i

=
n∑
i=1

A
1
2
i log(A

−1
2
i BiA

−1
2
i )A

1
2
i = S(A|B).

for t < 0 by using Theorem 2.A. Hence the proof is complete. �

Remark. We remark that I0(A|B) ≡ lim
t→0

It(A|B) = S(A|B) holds by (iii) and

(iv) in Proposition 2.1.

Next, we discuss monotonicity of Kt,s(A|B) on s.

Proposition 2.2. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator dis-
tributions.

(i) For t > 0, Kt,s(A|B) is increasing for s ∈ R.

(ii) For t < 0, Kt,s(A|B) is decreasing for s ∈ R.

(iii) K0,s(A|B) = S(A|B) for s ∈ R \ {0}.

Proof. We have (i) and (ii) immediately since for a > 0,

f(s) =


as − 1

s
(s 6= 0)

log a (s = 0)

is increasing for s ∈ R.
We prove (iii) as follows: For each s ∈ R \ {0}, there exists a natural number

m such that |s| ≤ m. Therefore, if t > 0, then

Kt,−m(A|B) ≤ Kt,s(A|B) ≤ Kt,m(A|B) (2.2)

holds by (i). Similarly, if t < 0, then

Kt,m(A|B) ≤ Kt,s(A|B) ≤ Kt,−m(A|B) (2.3)

holds by (ii).
Put Xt =

∑n
i=1Ai \t Bi. Then, since X0 = I, we have

Kt,m(A|B) =
Xm
t − I
tm

=
(Xt − I)(Xm−1

t +Xm−2
t + · · ·+ I)

tm

= Tt(A|B) · X
m−1
t +Xm−2

t + · · ·+ I

m
→ S(A|B) as t→ 0
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and

Kt,−m(A|B) =
X−mt − I
−tm

= X−mt · X
m
t − I
tm

→ S(A|B) as t→ 0.

Therefore we obtain lim
t→0

Kt,s(A|B) = S(A|B) by (2.2) and (2.3). �

Remark. The same argument to the proof of (iii) in Proposition 2.2 yields

K0,0(A|B) ≡ lim
(t,s)→(0,0)

Kt,s(A|B) = S(A|B),

so we can allow the case t = 0 in (i) and (ii) in Proposition 2.1, and the case
s = 0 in (iii) in Proposition 2.2.

When we consider monotonicity of Kt,s(A|B) on t, we might want to put s = β
t
.

Then we have the following result on monotonicity of Kt,β
t
(A|B) on t.

Theorem 2.3. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distri-
butions.

(i) For β > 0, Kt,β
t
(A|B) is increasing for t such that t ≤ −β or β ≤ t.

(ii) For β > 0, Kt,−β
t

(A|B) is increasing for t such that t ≤ −β or β ≤ t.

(iii) It(A|B) is increasing for t ∈ R.

In order to prove Theorem 2.3, we use the following lemma.

Lemma 2.4. Let {Ci}ni=1 be invertible operators with
∑n

i=1C
∗
i Ci = I and {Xi}ni=1

be strictly positive operators.

(i) For a fixed β > 0, the function g1(λ) =

(
n∑
i=1

C∗iX
λ
i Ci

)β
λ

defined on

J ≡ (−∞,−β] ∪ [β,∞) is increasing on the interval J .

(ii) The function g2(λ) =
1

λ
log

(
n∑
i=1

C∗iX
λ
i Ci

)
is increasing for λ ∈ R,

where g2(0) ≡
n∑
i=1

C∗i (logXi)Ci.

Proof. (i) By Theorem 2.A,(
n∑
i=1

C∗iX
λ
i Ci

)µ
λ

≥
n∑
i=1

C∗iX
µ
i Ci for 0 < µ ≤ λ (2.4)
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since f(x) = x
µ
λ is operator concave. Applying Loewner–Heinz theorem “A ≥

B ≥ 0 ensures Aα ≥ Bα for any α ∈ [0, 1]” to (2.4), we have

g1(µ) =

(
n∑
i=1

C∗iX
µ
i Ci

)β
µ

≤

(
n∑
i=1

C∗iX
λ
i Ci

)β
λ

= g1(λ) (2.5)

for 0 < β ≤ µ ≤ λ. Replacing Xi by X−1i and taking inverses to (2.5), we have

g1(−λ) =

(
n∑
i=1

C∗iX
−λ
i Ci

) β
−λ

≤

(
n∑
i=1

C∗iX
−µ
i Ci

) β
−µ

= g1(−µ)

for −λ ≤ −µ ≤ −β < 0. Therefore g1(λ) is increasing for λ such that λ ≤ −β or
β ≤ λ.

(ii) Taking logarithm to (2.4), we have

g2(µ) =
1

µ
log

(
n∑
i=1

C∗iX
µ
i Ci

)
≤ 1

λ
log

(
n∑
i=1

C∗iX
λ
i Ci

)
= g2(λ)

for 0 < µ ≤ λ. By Theorem 2.A,

g2(µ) =
1

µ
log

(
n∑
i=1

C∗iX
µ
i Ci

)
≥ 1

µ

n∑
i=1

C∗i (logXµ
i )Ci =

n∑
i=1

C∗i (logXi)Ci = g2(0)

since f(x) = log x is operator concave. Therefore g2(0) ≤ g2(µ) ≤ g2(λ) for
0 < µ ≤ λ. We also get g2(−λ) ≤ g2(−µ) ≤ g2(0) for −λ ≤ −µ < 0 by replacing
Xi by X−1i . Hence the proof is complete. �

Proof of Theorem 2.3. (i) By putting Xi = A
−1
2
i BiA

−1
2
i and Ci = A

1
2
i in (i) in

Lemma 2.4, we have that{
n∑
i=1

A
1
2
i (A

−1
2
i BiA

−1
2
i )tA

1
2
i

}β
t

=

(
n∑
i=1

Ai \t Bi

)β
t

is increasing for t such that t ≤ −β or β ≤ t.

(2.6)

Therefore we obtain that Kt,β
t
(A|B) =

(
∑n

i=1Ai \t Bi)
β
t − I

β
is increasing for t

such that t ≤ −β or β ≤ t.

(ii) Since Kt,−β
t

(A|B) =
{(
∑n

i=1Ai \t Bi)
β
t }−1 − I

−β
, we have (ii) by (2.6).

(iii) Similarly to (i), we obtain (iii) by using (ii) in Lemma 2.4. �

By Proposition 2.2 and Theorem 2.3, we can obtain monotonicity of Kt,s(A|B)
on t.

Theorem 2.5. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distri-
butions.
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(i) For 0 ≤ s ≤ 1, Kt,s(A|B) is increasing for t ∈ R.

(ii) Tt(A|B) is increasing for t ∈ R.

Proof. (i) We may assume 0 < s ≤ 1 since Kt,0(A|B) = It(A|B) by (i) in Propo-
sition 2.1 and It(A|B) is increasing for t ∈ R by (iii) in Theorem 2.3.

If 0 < t ≤ u, then

Kt,s(A|B) ≤ Ku, ts
u

(A|B) ≤ Ku,s(A|B) (2.7)

holds by (i) in Theorem 2.3 and (i) in Proposition 2.2 since 0 < ts ≤ t ≤ u.
If u ≤ t < 0, then

Ku,s(A|B) ≤ Ku, ts
u

(A|B) ≤ Kt,s(A|B) (2.8)

holds by (ii) in Proposition 2.2 and (ii) in Theorem 2.3 since u ≤ t ≤ ts < 0.
By letting t→ +0 in (2.7) and t→ −0 in (2.8), we have

Kv,s(A|B) ≤ K0,s(A|B) = S(A|B) ≤ Ku,s(A|B)

for v < 0 < u by (iii) in Proposition 2.2. Therefore Kt,s(A|B) is increasing for
t ∈ R.

(ii) We have (ii) by putting s = 1 in (i), or immediately obtain since for a > 0,

f(t) =


at − 1

t
(t 6= 0)

log a (t = 0)

is increasing for t ∈ R. �

3. Shannon type inequalities

In this section, we get several Shannon type inequalities. First, we obtain an
extension of (1.1) and (1.2).

Theorem 3.1. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distri-
butions.

(i) For 0 < β ≤ t ≤ 1,

K−1,−β(A|B) ≤ K−t, β−t
(A|B) ≤ K−β,−1(A|B)

≤ Tβ(A|B) ≤ Kt,β
t
(A|B) ≤ 0.

(ii) For 0 < β ≤ t ≤ 1,

K−1,β(A|B) ≤ K−t,β
t
(A|B) ≤ T−β(A|B)

≤ Kβ,−1(A|B) ≤ Kt,−β
t

(A|B) ≤ 0.

(iii) For 0 < t ≤ 1,

I−1(A|B) ≤ I−t(A|B) ≤ S(A|B) ≤ It(A|B) ≤ 0.
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We remark that (iii) in Theorem 3.1 implies (1.1) since

I−1(A|B) = − log

[
n∑
i=1

AiB
−1
i Ai

]
,

and also (i) in Theorem 3.1 implies (1.2) since

K−1,−β(A|B) =
(
∑n

i=1AiB
−1
i Ai)

−β − I
β

.

Proof of Theorem 3.1. (i) By (i) in Theorem 2.3, we have

K−1,−β(A|B) ≤ K−t, β−t
(A|B) ≤ K−β,−1(A|B)

and
Tβ(A|B) = Kβ,1(A|B) ≤ Kt,β

t
(A|B) ≤ K1,β(A|B) = 0.

Since f(x) = −x−1 is operator concave, by Theorem 2.A, we have

K−β,−1(A|B) =
(
∑n

i=1Ai \−β Bi)
−1 − I

β
=

{∑n
i=1A

1
2
i (A

−1
2
i BiA

−1
2
i )−βA

1
2
i

}−1
− I

β

≤
∑n

i=1A
1
2
i (A

−1
2
i BiA

−1
2
i )βA

1
2
i − I

β
= Tβ(A|B).

Therefore the desire inequality is obtained.
(ii) is shown by the similar way to the proof of (i).
(iii) holds by (iii) in Theorem 2.3, or we can get (iii) by letting β → +0 in (i)

or (ii). �

Combining Theorem 3.1 and the results shown in section 2, we have the fol-
lowing Theorem 3.2. We remark that (i) in Theorem 3.2 is a generalization of
(2.1).

Theorem 3.2. Let A = (A1, · · · , An) and B = (B1, · · · , Bn) be operator distri-
butions.

(i) For 0 < β ≤ t ≤ 1 and 0 < s < 1,

K−1,β(A|B) ≤ K−t,β
t
(A|B) ≤ T−β(A|B) ≤ K−β,s(A|B) ≤ I−β(A|B)

≤ S(A|B) ≤ Iβ(A|B) ≤ Kβ,s(A|B) ≤ Tβ(A|B) ≤ Kt,β
t
(A|B) ≤ 0.

(ii) For 0 < t ≤ 1 and 0 < s ≤ 1,

K−t,−s(A|B) ≤ Kt,s(A|B) ≤ 0 and K−t,s(A|B) ≤ Kt,−s(A|B) ≤ 0.

(iii) For 0 < β ≤ 1,

I −
n∑
i=1

AiB
−1
i Ai ≤ K−1,β(A|B) ≤ I−1(A|B) ≤ K−1,−β(A|B) ≤ Tβ(A|B) ≤ 0.
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Proof. (i) We get
Tβ(A|B) ≤ Kt,β

t
(A|B) ≤ 0

and
K−1,β(A|B) ≤ K−t,β

t
(A|B) ≤ T−β(A|B)

by (i) and (ii) in Theorem 3.1. The rest holds by (iii) and (iv) in Proposition 2.1.
(ii) By putting β = ts in (i) and (ii) in Theorem 3.1, we have (ii).
(iii) By (ii) in Proposition 2.2, we have

K−1,1(A|B) ≤ K−1,β(A|B) ≤ K−1,0(A|B) ≤ K−1,−β(A|B),

that is,

I −
n∑
i=1

AiB
−1
i Ai ≤ K−1,β(A|B) ≤ I−1(A|B) ≤ K−1,−β(A|B)

for 0 < β ≤ 1. The rest holds by (i) in Theorem 3.1. �

4. Operator valued α-divergence and
Shannon–Nakamura–Umegaki operator entropy

In this section, we state two topics related to relative operator entropies.
Based on α-divergence of two probability distributions by Amari [1], Fujii [3]

defined an operator valued α-divergence as follows: For strictly positive operators
A and B, and for α ∈ (0, 1),

Dα(A|B) ≡ 1

α(1− α)
(A∇α B − A ]α B) =

1

1− α
{B − A− Tα(A|B)},

where A ∇α B ≡ (1 − α)A + αB is the weighted arithmetic mean. Fujii-Mićić-
Pečarić-Seo [5, 6] showed

D0(A|B) ≡ lim
α→0

Dα(A|B) = B − A− S(A|B) and

D1(A|B) ≡ lim
α→1

Dα(A|B) = A−B + S1(A|B).

We remark that D0(A|B) is a divergence introduced by Petz [15]. It is easily
seen that D1(A|B) = D0(B|A) since we can show S1(A|B) = −S(B|A) by using
an equation f(XX∗)X = Xf(X∗X) for a continuous function f on an interval J
and an operator X such that spectra of XX∗ and X∗X are contained in J .

In [11], we define operator valued α-divergence Dα(A|B) of two operator dis-
tributions A = (A1, · · · , An) and B = (B1, · · · , Bn) as

Dα(A|B) ≡
n∑
i=1

Dα(Ai|Bi).

We note that it was shown in [11] that

Dα(A|B) =
−1

1− α
Tα(A|B) for α ∈ (0, 1),

D0(A|B) = −S(A|B) and D1(A|B) = D0(B|A) = S1(A|B),
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so that (2.1) is equivalent to

0 ≤ (1− α)Dα(A|B) ≤ −Kt,s(A|B) ≤ −It(A|B) ≤ D0(A|B)

for 0 < t ≤ 1 and 0 < s < 1.

Next, as an operator version of Shannon entropy and as an expression of
Nakamura–Umegaki operator entropy H(A) by using an operator distribution,
we introduce Shannon–Nakamura–Umegaki operator entropy of an operator dis-
tribution A = (A1, · · · , An) as

H(A) ≡
n∑
i=1

H(Ai) =
n∑
i=1

Ai logA−1i .

Then the following fundamental properties hold.

Proposition 4.1. Let A = (A1, · · · , An) be an operator distribution and 1
n
I =

( 1
n
I, · · · , 1

n
I).

(i) S(A| 1
n
I) = H(A)− (log n)I.

(ii) 0 ≤ H(A) ≤ (log n)I.

Proof. (i) Since S(Ai| 1nI) = Ai log(A−1i · 1
n
I) = Ai logA−1i − (log n)Ai holds for

i = 1, · · · , n,

S(A| 1
n
I) =

n∑
i=1

{Ai logA−1i − (log n)Ai} = H(A)− (log n)I.

(ii) We have H(A) ≥ 0 since −x log x ≥ 0 for 0 < x ≤ 1 and the spectrum of
Ai is included in (0, 1] for i = 1, · · · , n. We have H(A) ≤ (log n)I by (1.1) and
(i). �

Remark. In the proof of (ii) in Proposition 4.1, by using (2.1) instead of (1.1),
we have

0 ≤ H(A) ≤ 1

t
log

n∑
i=1

A1−t
i ≤ 1

ts

{
1

nts

(
n∑
i=1

A1−t
i

)s

+ (log nts − 1)I

}

≤ 1

t

{
1

nt

n∑
i=1

A1−t
i + (log nt − 1)I

}
≤ (log n)I

for 0 < t ≤ 1 since Ai \t ( 1
n
I) = 1

nt
A1−t
i holds for i = 1, · · · , n.



300 H. ISA, M. ITO, E. KAMEI, H. TOHYAMA, M. WATANABE

References

1. S. Amari, Differential Geometrical Methods in Statistics, Springer Lecture Notes in Statis-
tics, 28, 1985.

2. T. Furuta, Parametric extensions of Shannon inequality and its reverse one in Hilbert space
operators, Linear Algebra Appl. 381 (2004), 219–235.

3. J.I. Fujii, On the relative operator entropy (in Japanese), RIMS Kokyuroku 903 (1995),
49–56.

4. J.I. Fujii and E. Kamei, Relative operator entropy in noncommutative information theory,
Math. Japon. 34 (1989), 341–348.
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