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Poissonian products of random weights:
Uniform convergence and

related measures

Julien Barral

Abstract

The random multiplicative measures on R introduced in Man-
delbrot ([22]) are a fundamental particular case of a larger class we
deal with in this paper. An element µ of this class is the vague
limit of a continuous time measure-valued martingale µt, generated
by multiplying i.i.d. non-negative random weights, the (WM )M∈S ,
attached to the points M of a Poisson point process S, in the strip
H = {(x, y) ∈ R × R+; 0 < y ≤ 1} of the upper half-plane.

We are interested in giving estimates for the dimension of such a
measure. Our results give these estimates almost surely for uncount-
able families (µλ)λ∈U of such measures constructed simultaneously,
when every measure µλ is obtained from a family of random weights
(WM (λ))M∈S , and WM (λ) depends smoothly upon the parameter
λ ∈ U ⊂ R.

This problem leads to study in several sense the convergence, for
every s ≥ 0, of the functions valued martingale Z

(s)
t : λ �→ µλt ([0, s]).

The study includes the case of analytic versions of Z
(s)
t (λ) where

λ ∈ C
n. The results make it possible to show in certain cases that

the dimension of µλ depends smoothly upon the parameter.
When the Poisson point process is statistically invariant by hori-

zontal translations, this construction provides the new non-decreasing
multifractal processes with stationary increments s �→ µ([0, s]) for
which we derive limit theorems, with uniform versions when µ de-
pends on λ.
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Keywords: Poisson point processes, Banach space valued martingales, random measures,
Hausdorff dimension.
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1. Introduction

This paper follows a work on a new type of statistically self-similar multi-
plicative measures studied in Barral and Mandelbrot ([4]), and constructed
as follows:

We are working in the upper half-plane {(x, y) ∈ R × R
∗
+}; x and y are

respectively denoted by the spatial and the scaling variable.

Let δ be a positive real number and let Λδ be the positive measure defined
in the strip H = {(x, y) ∈ R × R+; 0 < y ≤ 1} by

(1.1) Λδ(dxdy) =
δ

2

dxdy

y2
(δ > 0).

Then let S be a Poisson point process with intensity Λδ, and let W be a
positive integrable random variable. There is a natural way (see Section 2)
to associate with each point M ∈ S, WM , a copy of W , so that these copies
are mutually independent and also independent of the random set S.

For t≥1 and x∈R define Ct(x)={(x′, y) ∈ H : 1/t ≤ y < 1, |x′−x| ≤ y}
(see Figure 1).

1/t

y

Ct(x)

(M1,WM1)

x0

1

(M2,WM2)

Figure 1: Truncated cone Ct(x) containing two points M1 and M2 of the
Poisson point process S.

Denote by � the Lebesgue measure on R.

With probability one, the family (µt)t≥1 of absolutely continuous positive
measures whose densities are given by

dµt
d�

(x) = t−δ(E(W )−1)
∏

M∈S∩Ct(x)

WM

converges vaguely to a measure µ as t→ ∞.
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These measures were introduced in Mandelbrot ([22]) as an improvement
of canonical cascade multifractals (CCM) (Mandelbrot ([21])) used to model
intermittent phenomena, like turbulence, and recently used in mathematical
finance (see Mandelbrot et al. ([23])).

On the one hand, they have important properties in common with CCM:
because of the self similar properties of Λδ (see Section 3), the measure µ
is statistically self similar; if P(W = 1) < 1 and µ �= 0, µ is singular
with respect to the Legesgue measure, µ is multifractal, and its multifractal
function τ is determined explicitly in terms of the moments of W . Moreover,
the number −τ ′(1) is µ-almost everywhere the local dimension of µ, so it is
the smallest Hausdorff dimension of a Borel set carrying a piece of µ, as well
as the Hausdorff dimension of µ. Thus −τ ′(1) gives a valuable information
on the geometry of µ.

On the other hand, while CCM possess an homogeneous tree structure,
these measures do not involve a prescribed b-adic grid: they are statistically
invariant under a continuous change of scale. For this reason, they bring in
a great increase of realism.

Mandelbrot ([22]) calls these measures “multifractal products of cylin-
drical pulses”. Indeed, the correct interpretation of the product of weights∏

M∈S∩Ct(x)
WM is the following: for every M ∈ S, define (see Figure 2)

the “cylindrical pulse” PM as the non negative function identically equal to
WM on the interval [xM − yM , xM + yM ] and equal to 1 outside this interval.
Then, for every x ∈ R and t ≥ 1∏

M∈S∩Ct(x)

WM =
∏

M∈S∩{1/t≤y}
PM(x).

M

xM − yM xM + yM0

WM

1

Figure 2: Cylindrical pulse associated with (M,WM).

Before continuing this introduction, let us indicate that the measures
considered in this paper provide new examples of the general class of mea-
sures valued martingales defined in Kahane ([15]); but the fine properties
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we are concerned with cannot be obtained from a simple application of the
Kahane general results; as for other interesting examples of such measures
like CCM (Kahane and Peyrière ([17])) and the gaussian multiplicative chaos
(Kahane ([14])) that inspired Kahane ([15]), they necessitate a specific study
(see also examples given in Remark 1).

In this paper we are interested in what happens when the self-similarity
properties of the intensity of the Poisson point process are relaxed. Indeed,
the previous construction have a natural extension to the very large class
of Poisson point processes in H with Borel positive intensities; then it is
natural to try to estimate the dimension of the non statistically self-similar
associated limit measure, and to decide whether the limit measure is singular
with respect to the Lebesgue measure when this dimension is equal to 1.

This is done for measures associated with intensities invariant by trans-
lation in the spatial direction (i.e. the x-axis). Moreover we want to ob-
tain these estimates almost surely simultaneously for uncountable families
of such measures, by considering a fixed Poisson point process and random
weights W (λ) depending on a parameter λ living in an uncountable set U .

The main reason to parametrize the problem is we have in mind to use
these measures in some applications. It is fundamental to be able to make
them dependent on a characteristic continuous parameter.

Without loss of generality, we study the restriction to R+ of these mea-
sures.

The first difficulty is to define, with probability one, simultaneously such
uncountable families (µ(λ))λ∈U . It turns out that it suffices to define simulta-
neously the total masses of the limit measures µ(λ) on any compact interval
of the form [0, s], s ≥ 0. This leads to study the convergence, as t → ∞,
of the functions valued martingales λ �→ µt(λ)([0, s]), and to imbed them in
some convenient spaces.

As the operations involved in the construction of the total masses do
not require the weights to be positive (except, of course, when we consider
families of measures) we shall deal with complex valued weights. Moreover,
our general results of convergence do not involve any invariance property of
the intensity Λ.

To be precise, consider Λ a positive Borel measure on the strip H (that
is Λ(K) <∞ for every compact subset K of H).

Let S a be a Poisson point process with intensity Λ, and W a complex
integrable random variable. Then attach to each point M ∈ S, WM , a copy
of W , so that these copies are mutually independent and also independent
of the random set S.
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For every s ≥ 0, define the complex valued right continuous martingale
(Z

(s)
t )t≥1 with expectation s by

Z
(s)
t =

∫ s

0

e−Λ(Ct(x))(E(W )−1)
∏

M∈S∩Ct(x)

WM dx.

The first main problem is to give conditions under which the martingale
converges almost surely. We give sufficient conditions for the convergence
in Lp norm for p ∈]1, 2] (Theorems 1 and 6).

When Λ is given by (1.1), the situation is the extension to C of the one
described in the beginning of this section. After defining

τW,δ(q) = 1 − q[δ(E(	(W )) − 1) + 1] + δE(|W |q − 1)

for all q ∈ R, the condition for the Lp convergence is simply τW,δ(p) < 0.
Moreover, this condition is also necessary if p = 2. This condition, although
different, takes the same form as the one obtained in Biggins ([5], [6]) for
the Lp convergence of martingales in the branching random walk, i. e. ex-
tensions of complex CCM when the multiplicative cascade is made on a
Galton-Watson tree.

The following three subsections detail the material of the paper. As a nice
consequence of the construction, Section 1.3 provides new non-decreasing
multifractal processes with stationary increments.

1.1. Convergence of families of martingales

Fix s > 0 and denote Z
(s)
t by Zt for all t ≥ 1. Then consider U , an open

subset of R (resp. C
n), and a real (resp. complex) valued random function

λ ∈ U �→ W (λ) such that every W (λ) is integrable. By taking mutually
independent copies of λ �→ W (λ), the λ �→ WM(λ)’s, associated to the M ’s
in S and chosen also to be independent of S, we obtain for each λ ∈ U the
martingale (Zt(λ))t≥1 defined as (Zt)t≥1 but with the WM(λ)’s.

The questions we take an interest in are identical to those investigated in
Joffe et al. ([13]), Biggins ([5], [6]) and Barral ([1], [3]) (see also references
therein) for martingales in the branching random walk: we search to know
whether the martingales (Zt(λ))t≥1 converge almost surely simultaneously.
If so, and if λ �→ W (λ) has almost surely some regularity, we search to
know whether λ �→ Z(λ) = limt→∞ Zt(λ) has almost surely some related
regularity.

The Poisson point process structure involved in the construction is more
complex than the one of the nodes in a Galton-Watson tree. This gives rise
to serious mathematical complications in answering these questions.
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Our results are of the following kind:

a) when U ⊂ C
n and λ �→ W (λ) is almost surely analytic, we show (Lemma 4

and Theorems 2 and 7) that the approach of Biggins ([6]) for martingales in
the branching random walk can be adapted to the new family Zt(λ), and we
obtain the almost sure uniform convergence of λ �→ Zt(λ) on the compact
subsets of U . So the limit function λ �→ Z(λ) is analytic.

b) When U ⊂ R and for every bounded open subinterval I of U the function
λ �→ W (λ) belongs to the Sobolev space W1,pI (I) (see Section 3) for some
pI ∈]1, 2], we give simple conditions under which the martingale λ �→ Zt(λ)
converges almost surely in W1,pI (I) (Theorems 3.1) and 8.1)).

Then we refine the previous conditions by adding conditions on the sec-
ond differences of λ �→ W (λ) which make this process continuously differen-
tiable, and as in Barral ([1]) for non-negative martingales in the branching
random walk, we obtain the almost sure uniform convergence of λ �→ Zt(λ)
on the compact subsets of U to a continuously differentiable limit (Theorems
3.2) and 8.2)).

1.2. Hölder exponent and dimension of the related measure

When W ≥ 0, for every s ≥ 0, the martingale (Z
(s)
t )t≥1 is non-negative

and bounded in L1. So the construction described in the beginning of the
introduction can be extended to Λ. A non-negative measure µ on R+ is

obtained, and for every s ≥ 0, almost surely µ([0, s]) = Z(s) = limt→∞ Z
(s)
t .

Precisely, on [0, s], µ is the weak limit of the measures µt (t ≥ 1) whose
densities with respect to the Lebesgue measure are

d

dx
Z

(x)
t = e−Λ(Ct(x))(E(W )−1)

∏
M∈S∩Ct(x)

WM

(see Section 2). We are interested in estimating the Hausdorff dimension
of µ, dim µ, i.e. the smallest Hausdorff dimension of a Borel set of full
µ-measure.

To do this, we assume that Λ is invariant by translation in the spatial
direction, and we denote by ν its projection on the scaling direction:

Λ = �⊗ ν.

It turns out that comparing Λ(Cs(0)), the expected number of points in
S ∩ Cs(0), with Λ1(Cs(0)), the expected number of points in S ∩ Cs(0) in
the self-similar case when δ = 1, when s → ∞, gives valuable information
on the dimension of µ.
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Define

δ1 = lim
t→∞

inf
s>t

Λ(Cs(0))

Λ1(Cs(0))
= lim

t→∞
inf
s>t

2
∫ 1

1/s
yν(dy)

ln (s)

δ2 = lim
t→∞

sup
s>t

Λ(Cs(0))

Λ1(Cs(0))
= lim

t→∞
sup
s>t

2
∫ 1

1/s
yν(dy)

ln (s)
.

For every integer b ≥ 2 and every t ∈ [1,∞[ , define

δ2(b, t) = sup
s≥bt

Λ(Cs(0) \ Ct(0))

Λ1(Cs(0) \ Ct(0))
= sup

s≥bt

2
∫ 1/t

1/s
yν(dy)

ln (s/t)
.

Then define δ2(b) = lim supt→∞ δ2(b, t). The sequence (δ2(b))b≥2 is non-
increasing and we define

δ̂2 = inf
b≥2

δ2(b).

It is easily seen that δ1 ≤ δ2 ≤ δ̂2. We assume that sup0<ε≤1 εν([ε, 1]) <∞.

Then δ̂2 <∞. Our results are the following:

a) (Theorem 9.i)) if 0 < δ1 ≤ δ2, P(W = 1) < 1 and τW,δ̂2(p) < 0 for some
p ∈]1, 2], then with probability one, conditionally on µ �= 0: 0 < −τ ′W,δ2(1) ≤
dim µ ≤ −τ ′W,δ1(1) < 1 (in this paper, dimµ denotes the smallest Hausdorff
dimension of a Borel set of full µ-measure).

The approach consists in estimating the lim sup and the lim inf of the
logarithmic density of µ, µ-almost everywhere.

In particular µ is singular with respect to the Lebesgue measure and if Λ
is asymptotically self-similar, i.e. if δ1 = δ2 = δ, µ and the corresponding
self-similar measure studied in Barral and Mandelbrot ([4]) borrow the same

dimension. For example, this holds with δ̂2 = δ2 = α when ν =
∑

n≥α δα
n

for
some α > 0.

There is a progress with respect to the self-similar case because the proof
uses properties weaker than the self-similarity of Λ.

b) (Theorem 9.ii)) if δ2 = 0 and τW,δ̂2(p) < 0 for some p ∈]1, 2], then with
probability one, conditionally on µ �= 0, µ possesses a local Hölder exponent
with respect to itself equal to 1, and dim µ = 1.

Then, our results on uniform convergence make it possible to give a con-
tinuous version of a) and b) when µ depends on a real parameter (Theorems 5
and 10).

c) We establish a necessary and sufficient condition for two such measures
constructed simultaneously to be mutually singular. In particular we com-
plete b) by a criterion to decide whether or not µ is absolutely continuous
with respect to the Lebesgue measure when W �= 1. (Theorem 11 and
Corollary 2).
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1.3. Limit theorems for the process with stationary increments
s �→ Z(s) when W ≥ 0

When for every s ≥ 0, Z(s) is almost surely the total mass of a piece of a
measure like described in Subsection 1.2.a) b), we find that the Z(s)’s are in
fact defined almost surely simultaneously. It is a consequence of the results
on logarithmic densities described in Subsection 1.2.

Consequently, Λ being invariant by translations in the spatial direction,
we obtain the new type of non decreasing multifractal process s �→ Z(s),
with stationary increments and with expectation s �→ s. (This multifractal-
ity is established in the self-similar case by the multifractal analysis of the
measure µ performed in Barral and Mandelbrot ([4])).

We obtain for (Z(s))s≥0 a result of the strong law of large numbers type:
almost surely

lim
s→∞

Z(s)

s
= 1.

In the L2 case, we also give a result of the law of the iterated logarithm type:
almost surely

lim sup
s→∞

|Z(s) − s|
(2s log log s)1/2

≤
√

3(E[(Z1 − 1)2])1/2.

These results (Theorem 12) have a uniform version (Theorem 13) when
Z(s) depends on a real parameter λ.

Unfortunately, we are not able to prove that the Z(s)’s are defined almost
surely simultaneously in the general case when W ∈ C. But we conjecture
that it is true. This result would provide a larger and very attractive class
of multifractal processes with stationary increments.

The paper is organized as follows.

Section 2 describes definitions and notations used in the paper. Then, in
order to simplify the reading of the paper, we develop the main ideas con-
cerning the problem of convergence of martingales in Banach spaces in Sec-
tion 3 devoted to the self-similar case. In Section 3, when Λ = Λδ, we study
the Lp convergence of the martingales (Z

(s)
t )t≥1, their uniform convergence

when they depend on a continuous parameter, and we give results on the lo-
cal Hölder exponents and dimensions of the related statistically self-similar
measures. In Section 4, we give extensions of results of Section 3 in the gen-
eral case of non self-similar intensities. We also study the mutual singularity
of the related measures. Section 5 is devoted to the behavior of Z(s) at ∞.
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2. Definitions and notations

2.1. The martingales (Z
(s)
t )t≥1

Let (Ω,B,P) be the probability space on which the random variables (r. v.)
are defined in this paper.

Let Λ be a positive Borel measure on the strip H (see Section 1).

Let W be a complex valued integrable random variable.

Let {Ek}k≥1 be a partition of H such that for all k ≥ 1, 0 < Λ(Ek) <∞.
For every k ≥ 1, denote by Λ|Ek

the restriction of Λ to Ek. Then choose
(Mk,n)n≥1 a sequence of H valued r. v.’s with common law Λ|Ek

/Λ(Ek),
and Nk a Poisson variable with parameter Λ(Ek). Then choose (Wk,n)k,n≥1

a sequence of copies of W .

Assume that the r. v.’s Mk,n, Wk,n and Nk, k, n ≥ 1, are independent
of one another. Then define the Poisson point process with intensity Λ,
S = {Mk,n; 1 ≤ k, 1 ≤ n ≤ Nk} and for M = Mk,n ∈ S define WM = Wk,n.

For all t ∈ R+ and x ∈ R+ define the cone C(x) = {(x′, y) : 0 ≤ y < 1,
|x′ − x| ≤ y} and the truncated cone at height 1/t, Ct(x) = C(x) ∩ {1/t ≤
y < 1} (Ct(x) = ∅ if t ≤ 1) (see Figure 1 in Section 1). Then if t ≥ 1 define

Qt(x) = QW,t(x) = e−Λ(Ct(x))(E(W )−1)
∏

M∈S∩Ct(x)

WM .

Then for all (s, t) ∈ R+ × [1,∞[ define

Z
(s)
t =

∫ s

0

Qt(x)dx

and F
(s)
t = σ

(
M,WM ; M ∈ S ∩ (∪x∈[0,s]Ct(x)

)
.

Proposition 1 For every s ≥ 0, the stochastic process (Z
(s)
t )t≥1 is a right con-

tinuous martingale with respect to the filtration (F
(s)
t )t≥1, with expectation s.

Proof. Fix s ≥ 0. By using the Fubini Theorem, it suffices to show that
for every x ∈ [0, s], (Qt(x))t≥1 is a right continuous martingale with respect

to (F
(s)
t )t≥1, with expectation 1.

The right continuity and the measurability with respect to F
(s)
t are con-

sequences of the definition. The integrability of the martingale comes from
a computation similar to the following. Fix x ∈ [0, s] and t ≥ t′ ≥ 1. Then

E(Qt(x)|F (s)
t′ ) = Qt′(x)e

−Λ(Ct(x)\Ct′ (x))(E(W )−1)
E

( ∏
M∈S∩Ct(x)\Ct′ (x)

WM

)
.
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Define N = #S∩ Ct(x)\Ct′(x) and c = Λ(Ct(x)\Ct′(x)). By definition of a
Poisson intensity measure and the independence of the WM ’s, for all k ≥ 0,
P(N = k) = e−cck/k! and

E

( ∏
M∈S∩Ct(x)\Ct′ (x)

WM |N = k
)

= (E(W ))k.

So

E

( ∏
M∈S∩Ct(x)\Ct′ (x)

WM

)
=

∞∑
k=0

(E(W ))kP(N = k) = eΛ(Ct(x)\Ct′ (x))(E(W )−1).

2.2. The related measure when W ≥ 0.

If W ≥ 0, for all t ∈ [1,∞[, let µW,t be the measure on R+ whose density
with respect to the Lebesgue measure � is

dµW,t
d�

(x) = e−Λ(Ct(x))(E(W )−1)
∏

M∈S∩Ct(x)

WM .

Remark 1. When W = 0 and Λ is of the form �⊗ ν, the measures µ0,t are
a particular case of those constructed in Kahane ([16]) for the study of the
covering of the real line by the intervals [xM − yM , xM + yM ], M ∈ S, when
Λ is invariant by translations in the spatial direction. Indeed Kahane ([16])
considers measures µ0,t with µ0,t(dx) = Q0,t(x)σ(dx) where σ is a positive
measure on R or R+.

When W is a positive constant and Λ = � ⊗∑n≥1 δα
n

for some α > 1,
these measures are considered in Fan ([12]) to study how many times a
point is covered in Dvoretzky covering of the circle by random arcs when
the sequence of length is α/n, n ≥ α.

Both Kahane and Fan consider only an L2 criterion to insure the limit
measure to be non-degenerate.

Here weak convergence of measures on a compact subset K of R+ means
weak∗-convergence in the dual of C(K), the space of real continuous func-
tions onK. The general theory of Kahane ([15]) for positive measures valued
martingales with discrete time parameter easily extends to right-continuous
martingales. Consequently, the following holds.

Proposition 2 (Construction of the related measure) For every n ∈
N, with probability one, the measures µ

(n)
W,t, t ≥ 1, obtained by restriction

to [0, n] of the measures µW,t, converge weakly to a measure µ
(n)
W as t→ ∞;

moreover, µ
(n)
W ({n}) = 0. Consequently, with probability one, there is an

unique measure µW on R+ such that the restriction of µW to [0, n] is µ
(n)
W

for all n ∈ N.
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If I is a non trivial compact subinterval of R+ of length |I| ≤ 1, define
(see Figure 3)

TI = {(x, y) ∈ H; 0 < y < |I|, inf(I) − y ≤ x ≤ sup(I) + y}
BI = {(x, y) ∈ H; |I| ≤ y < 1, x ∈ (I − y) ∪ (I + y)}
T I = {(x, y) ∈ H; |I| ≤ y < 1, x ∈ [sup(I) − y, inf(I) + y]}

and fI the affine transformation on R which maps inf(I) onto 0 and sup(I)
onto 1.

TI

T I

BI
BI

inf(I) sup(I)0

1

Figure 3:

For t ≥ 1 and x ∈ [0, 1] define

Qt,I(x) = e
−Λ(C t

|I|
(x)\C 1

|I|
(x))(E(W )−1) ∏

M∈S∩C(x)∩{ |I|
t
≤y<|I|}

WM .

Then define on I the following absolutely continuous measure with re-
spect to the Lebesgue measure, µIW,t, whose density is

dµIW,t
d�

(x) = Qt,I(x).

If G is a subset of H with Λ(G) <∞ define

QG(x) = QW,G(x) =
∏

M∈S∩C(x)∩G
WM

(this definition is also adopted in the case where W ∈ C).

Proposition 3 With probability one, for every non trivial compact subin-
terval I of R+ of length ≤ 1, the function QT I is a constant on I and for all
t ≥ 1/|I|

µW,t(I) = QT I

∫
I

e
−Λ(C 1

|I|
(x))(E(W )−1)

QBI (x)µIW,t|I|(dx)
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which can be written

µW,t(I) = e
−Λ(C 1

|I|
(0))(E(W )−1)

QT I

∫
I

QBI (x)µIW,t|I|(dx)

if Λ is invariant by translation in the spatial direction.

Moreover, with probability one, µIW,t converges weakly to a measure µIW
as t→ ∞.

Notice that the choice of (Ek, Nk, (Mk,n)n≥1)k≥1 and ((Wk,n)n≥1)k≥1 affects
neither the probability distribution of the stochastic process

(Qt(x))t≥1, x∈R+ ,

nor those of the other random variables defined in this paper. Moreover, be-
cause of the properties of a Poisson point process, if H1, . . . , H� are mutually
non overlapping subsets of H, the σ-algebras

σ (M,WM ; M ∈ S ∩Hi) , 1 ≤ i ≤ � ,

are mutually independent.

3. The self-similar case

In all the section

Λ(dxdy) =
δ

2

dxdy

y2
(δ > 0).

Λ is the restriction to H of the measure Λ̃ given by the same density on the
whole upper half plane. Λ̃ is invariant by homothety with apex on the spatial
variable axis and positive ratio, and it is also invariant by translation in the
spatial direction. For this reason Λ̃ is called self-similar in Mandelbrot ([20]).

For q ∈ R define

τW,δ(q) = 1 − q[δ(E(	(W )) − 1) + 1] + δE(|W |q − 1)

and

θW (q) = E(|W |q − 1) − q(E(	(W )) − 1).

Note that τW,δ(1) ≥ 0 and because of the convexity of θW , θW (p) ≥ 0 for
all p ≥ 1.
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Theorem 1 (Lp convergence) i) If τW,δ(p) < 0 for some p ∈]1, 2], then

for every s > 0, the martingale (Z
(s)
t )t≥1 converges almost surely and in Lp

norm to a random variable Z(s) with mean s.

ii) If p = 2, the previous condition is also necessary, and if it is fulfilled
then for every s ≥ 0

E(|Z(s)|2) =

∫
[0,s]2

[
1{|u−v

2
|<1}(u, v)|

u− v

2
|−δθW (2)eδ(|

u−v
2

|−1)

+1{|u−v
2

|≥1}(u, v)
]
dudv.

Remark 2. Because of the twice invariance of Λ, and also for the conve-
nience of the reader, in all the section (except in the proof of Theorem 1.ii))

the proofs are given in the case s = 1, i. e. for the martingale Zt := Z
(1)
t

with limit Z = Z(1).

Proof. i) Immediate consequence of Lemma 3 (see Section 3.4).
ii) It is Lemma 4 applied with f = 1. �

Now let U be an open subset of R (resp. C
n) and λ �→ W (λ) a random

function from U to R (resp. C) such that for each λ ∈ U , the random
variable W (λ) is integrable and satisfies the hypothesis of Theorem 1.i).

Then choose, independently of the random set S, (λ �→ Wk,n(λ))k≥1,n≥1

a sequence of independent copies of λ �→ W (λ). For every s ≥ 0 and λ ∈ U ,

denote by (Z
(s)
t (λ))t≥1 the martingale defined as (Z

(s)
t )t≥1 in Section 2 but

with the Wk,n(λ)’s instead of the Wk,n’s. So for every t ≥ 1 and λ ∈ U ,

Zt(λ) = Z
(1)
t (λ).

3.1. Uniform convergence when U ⊂ C
n and λ �→ W (λ) is analytic

The following statement is of the same kind as the one of Biggins ([6]) about
martingales in the branching random walk.

Theorem 2 Assume that U ⊂ C
n and fix s > 0. Then assume that λ �→

W (λ) is almost surely analytic and that for every compact subset K of U
there exists p ∈]1, 2] such that

sup
λ∈K

τW (λ),δ(p) < 0.

Then the family (λ �→ Z
(s)
t (λ))t≥1 converges uniformly on the compact

subsets of U , almost surely and in mean, as t→ ∞, and its limit λ �→ Z(s)(λ)
is almost surely analytic.
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Proof. Recall Remark 2. Lemma 3 makes it possible to use the approach
of Biggins ([6]) for martingales in the branching random walk and, given an
integer b ≥ 2, with probability one, (λ �→ Zbn(λ))n≥1 converges uniformly
on every compact subset K of U to an analytic function λ �→ Z(λ).

Moreover, λ ∈ K �→ Z(λ) is integrable in the separable Banach space
(C(K,C), ‖.‖∞), that is E(supλ∈K |Z(λ)|) < ∞. To conclude we use the
same approach as Joffe et al ([13]), except that we need a continuous time
result for the convergence of martingales. For t ≥ 1, let Ft denote the
σ-algebra generated by the random continuous functions (λ ∈ K �→ Zt′(λ)),
1 ≤ t′ ≤ t. By the martingale property,

E(λ ∈ K �→ Z(λ)|Ft) = λ ∈ K �→ Zt(λ).

As the martingale (λ ∈ K �→ Zt(λ))t≥1 is right continuous, the continu-
ous time version of Proposition V-2-6 of Neveu ([24]) yields the uniform
convergence, almost surely and in mean. �
Remark 3. The uniform convergence of (λ �→ Z

(1)
bn (λ))n≥1 was proved

in Barral and Mandelbrot ([4]) in the particular case where n = 1 and
W (λ) = W λ for some positive integrable random variable W .

3.2. Uniform convergence when U ⊂ R and λ �→ W (λ) is differen-
tiable

If I is an open subinterval of R and p > 1 is a real number, W1,p(I) denotes
the Sobolev space of real functions{

u ∈ Lp(I); ∃ g ∈ Lp(I) such that

∫
V

uψ′ = −
∫
V

gψ ∀ψ ∈ C∞
c (I)

}
equipped with the norm ‖u‖W1,p(I) = {‖u‖pLp(I) + ‖g‖pLp(I)}1/p.

Recall that W1,p(I) is a reflexive separable Banach space and that if I
is bounded then u ∈ W1,p(I) if and only if u ∈ Lp(I) and u possesses an
absolutely continuous version with almost everywhere a derivative u′ such
that u′ ∈ Lp(I).

Define (H1) and (H2) the following sequences of assumptions.

(H1): U ⊂ R, P(W (λ) �= 0) > 0 for every λ ∈ U , and λ �→ W (λ) is almost
surely absolutely continuous on the compact subintervals of U .

Moreover, for every bounded open subinterval I of U such that Ī ⊂ U ,
there exists pĪ ∈]1, 2] and CĪ > 0 such that
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i) the mapping λ �→ E(|W (λ)|pĪ ) is continuous on Ī and

sup
λ∈Ī

τW (λ),δ(pĪ) < 0;

ii)
∀ (λ, λ′) ∈ Ī2, E(|W (λ) −W (λ′)|pĪ ) ≤ CĪ |λ− λ′|pĪ ;

iii) there exists a deterministic Borel subset D(I) of I such that the
Lebesgue measure of I \ D(I) is null and almost surely λ ∈ I �→ W (λ) is
differentiable at each point of D(I).

(H2): The assumptions are those of (H1) except that iii) is replaced by the
following: there exist two positive functions ψ and γ on R

∗
+, both monoton-

ically decreasing in a neighborhood of 0, such that

ψ(h)

h
and

max(γ(h), h2pĪ )

hpĪ +2ψpĪ (h
2
)

are integrable near 0, and for all (λ, h) ∈ Ī × R+ satisfying λ + h ∈ Ī, and
λ− h ∈ Ī

E(|W (λ+ h) +W (λ− h) − 2W (λ)|pĪ ) ≤ CĪγ(h).

Theorem 3 Fix s > 0.

1) Assume (H1). For every bounded open subinterval I of U such that Ī ⊂ U ,

the random functions λ ∈ I �→ Z
(s)
t (λ), t ≥ 1, take values in the Sobolev

space W1,pĪ (I). Moreover, these functions converge almost surely, and in LpĪ

norm in W1,pĪ (I) as t→ ∞.

Consequently, the family (λ �→ Z
(s)
t (λ))t≥1 converges uniformly on the

compact subintervals of U , almost surely and in mean as t → ∞, and its
limit λ �→ Z(s)(λ) is absolutely continuous on the compact subintervals of U .

2) Assume (H2). With probability one, λ �→ W (λ) and the functions λ �→
Z

(s)
t (λ), t ≥ 1, are continuously differentiable.

Moreover, the family (λ �→ Z
(s)
t (λ))t≥1 converges uniformly on the com-

pact subintervals of U , almost surely and in mean as t → ∞, and its limit
λ �→ Z(s)(λ) is continuously differentiable.

Remark 4. 1) It is possible to give similar hypotheses under which for
n ≥ 2, the martingale converges in the Sobolev space Wn,pĪ (I) or in the
space of n times continuously differentiable functions, as it is done in this
last space for martingales in the branching random walk in Biggins ([5]) and
Barral ([1]).
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2) We cannot extend Theorem 3 to random functions of n ≥ 2 variables
because we need to control the supremum of such a function with the help
of its gradient, and in general we need this gradient to be in Lp(I) with
p > n, which is incompatible with the estimates given in the fundamental
Lemma 2 for p ∈]1, 2]. Nevertheless, if the function λ �→ W (λ) depends only
on ‖λ‖, the euclidean norm of λ, then the extension is immediate.

3) Conclusions of Theorem 3.1) still hold if W ∈ C and the elements of the
Sobolev space take complex values. There is a difficulty to extend the con-
clusion of Theorem 3.2) to the complex case because of the second differences
of the exponential function in the proof of Lemma 5.

Proof of Theorem 3. Recall Remark 2. By assumptions i) and ii) of (H1),
we can write U as a countable union of bounded open subintervals I with
Ī ⊂ U , each I being such that the assumptions of Corollary 1 (Section 3.4)
are fulfilled for all

(
W (1),W (2),W (3)

) ∈ {W (λ); λ ∈ Ī}3, with p = pĪ , τ =

supλ∈Ī{τW (λ),δ(pĪ)}, and M ′ uniformly bounded over {(W (1),W (2),W (3)) ∈
{W (λ); λ ∈ Ī}3}.
Proof of 1). Fix I as described above. We have supλ∈D(I) ‖dWdλ (λ)‖pĪ

<∞
by assumptions ii) and iii) of (H1) and the Fatou Lemma.

So E(
∫
Ī
|dW
dλ

(λ)|pĪdλ) < ∞ by the Fubini Theorem and the bounded-
ness of I. Moreover supλ∈Ī ‖W (λ)‖pĪ

< ∞ by assumption. So a simple
computation shows that λ ∈ I �→ W (λ) is almost surely in W1,pĪ (I).

Then, that λ ∈ I �→ Zt(λ) is in W1,pĪ (I), absolutely continuous, and
differentiable at every λ ∈ D(I) follows from the assumption iii) of (H1),
the construction of the functions λ �→ Zt(λ), and the fact that the product
of two elements of W1,pĪ (I) is also in W1,pĪ (I) (see Brezis ([8])).

Now, Lemma 3 and the martingale property yield supλ∈Ī,t≥1 ‖Zt(λ)‖pĪ
<∞.

Moreover, Corollary 1 (in Section 3.4) applied for every (λ, λ′) ∈ Ī2 with
W (1) = W (2) = W (λ) and W (3) = W (λ′) together with ii) in (H1) and the
martingale property yield a constant C ′ > 0 such that

(3.1) ∀ (λ, λ′, t) ∈ Ī2 × [1,∞[, ‖Zt(λ) − Zt(λ
′)‖pĪ

≤ C ′|λ− λ′|.

It follows from (3.1) and the Fatou Lemma that

(3.2) sup
λ∈D(I),t≥1

‖dZt
dλ

(λ)‖pĪ
<∞.

Then, it results from the previous remarks that (λ ∈ I �→ Zt(λ))t≥1 is a
right continuous martingale in the separable reflexive Banach space W1,pĪ (I),
and that it is bounded in LpĪ norm, in the sense that supt≥1 E(‖λ ∈ I �→
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Zt(λ)‖pĪ

W1,pĪ (I)
) <∞; so it converges almost surely, and in LpĪ norm, since it

is right continuous.

The reader is referred to Neveu ([24, Proposition V-2-8]), or Diestel and
Uhl ([10, Corollary V.2.4 and Theorem V.2.8]), for results on the conver-
gence of martingales with discrete time parameter taking values in Banach
spaces. These results extend without difficulty to right continuous martin-
gales taking values in a separable reflexive Banach space.

As λ �→ W (λ) is chosen almost surely absolutely continuous, it is stan-
dard that the almost sure convergence of (λ ∈ I �→ Zt(λ))t≥1 in W1,pĪ (I)
implies its almost sure uniform convergence on Ī to an absolutely continuous
function λ ∈ Ī �→ Z(λ).

Moreover (3.2) and the fact that supλ∈Ī,t≥1 ‖Zt(λ)‖pĪ
<∞ give

E(sup
λ∈Ī

|Z(λ)|) <∞.

This yields the uniform convergence in mean by the same argument as in
the proof of Theorem 2.

As U can be covered by a countable family of such intervals I, we have
the global conclusion.

Proof of 2). Fix I as above. If we show that λ ∈ I �→ W (λ) is almost surely
continuously differentiable, by construction it is also the case for all the
functions λ ∈ I �→ Zt(λ), and as the assumption iii) of (H1) is automatically
fulfilled, we obtain the uniform convergence, almost surely and in mean, of
λ ∈ Ī �→ Zt(λ) to λ ∈ Ī �→ Z(λ).

By iii) of (H2), for all (λ, h) ∈ Ī × R+ such that λ + h and λ − h are
in Ī, we have

E(|W (λ+ h) +W (λ− h) − 2W (λ)|pĪ ) ≤ CĪγ(h).

By using the hypothesis on γ and ψ, one shows easily (as in Barral ([1]) for
another random function) that λ ∈ Ī �→ W (λ) satisfies almost surely the
hypotheses of Lemma 7 (Section 3.4). Now it follows from Corollary 1 and
assumption ii) of (H2) that there exists C” > 0 such that for all (λ, h) ∈
Ī × R+ such that λ+ h and λ− h are in Ī,

E(|Z(λ+ h) + Z(λ− h) − 2Z(λ)|pĪ ) ≤ C” max(γ(h), h2pĪ ).

We conclude that λ ∈ Ī �→ Z(λ) is almost surely continuously differentiable
by using the hypothesis on γ and ψ and Lemma 7 again.
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3.3. Dimensions of the related measures.

Let B(R+) denote the set of Borel subsets of R+, and for B ∈ B(R+), let
dim(B) denote the Hausdorff dimension of B.

Assume that P(W > 0) = 1. Among other results, the following is proved
in Barral and Mandelbrot ([4]).

Theorem 4 If τ ′W,δ(1
−) < 0, then with probability one the measure µW has

R+ as support and for all s ≥ 0, E(µW ([0, s])) = s; if τW,δ(p) < 0 for some
p > 1, then µ(B) > 0 ⇒ dim(B) ≥ −τ ′W,δ(1) for B ∈ B(R+). Moreover,
dim µW = −τ ′W,δ(1).

Moreover, the measure µW is statistically self-similar in the following sense:
for every non trivial compact subinterval I of R+ of length ≤ 1 and f ∈
C(I), the r. v.’s

∫
I
f(x) dµIW (x) and |I| ∫

[0,1]
f ◦f−1

I (x) dµW (x) have the same

distribution (f−1
I and µIW are defined in Section 2.2).

In particular ‖µIW‖ has the same distribution as |I| ‖µW ([0, 1])‖.
Now consider the martingale studied in Theorem 3.2), but assume that

with probability one λ �→ W (λ) takes values in ]0,∞[ . Then, for every
λ ∈ U the hypothesis of Theorem 4 are fulfilled with W (λ) and one obtains
almost surely the associated measure µW (λ) and its dimension.

Due to the results obtained in Section 3.2, the measures µW (λ) are defined
with probability one simultaneously for all λ ∈ U , and have all R+ as support
(the reader is referred to Section 4.2 for details). Then under additional
conditions, the dimensions of these measures can be computed almost surely
simultaneously:

Theorem 5 Assume that the assumptions of Theorem 3.2) are fulfilled and
that for every compact subset K of U , there exists η > 0 such that

E((sup
λ∈K

W (λ))1+η) + sup
λ∈K

E(W−η(λ)) <∞.

Then with probability one, for all λ ∈ U , for µW (λ)-almost every x ∈ R+,

lim
r→0+

log µW (λ)([x− r, x+ r])

log 2r
= −τ ′W (λ),δ(1).

Consequently, dim µW (λ) = −τ ′W (λ),δ(1). Moreover, µW (λ)(B) > 0 ⇒
dim(B) ≥ −τ ′W (λ),δ(1) for B ∈ B(R+).

Remark 5. This statement generalizes an other one obtained for the family
of Gibbs measures used in Barral and Mandelbrot ([4]) for the multifractal
analysis of µW . This family is associated with λ �→ W λ, which is analytic.



Poissonian products of random weights 831

We leave the proof of Theorem 5 to the reader since it is a particular
case of the one of Theorem 10 that we prefer to develop because it assumes
properties weaker than the self-similarity (the reader will admit the following
result obtained by mimicking the proofs of Theorem 5 in Barral ([2]) and
Theorem 3 on moments of negative orders in Barral and Mandelbrot ([4]):

supλ∈K E(Z
−η/2
1 (λ)) <∞).

3.4. Basic lemmas

The assertions of the following lemma are established in the context where
W > 0 and Λ = Λδ in Barral and Mandelbrot ([4]), but they hold indepen-
dently of the positivity of W and the choice of Λ.

Lemma 1 Fix G ⊂ H with Λ(G) <∞.

i)

E(
∏

M∈S∩G
WM) = eΛ(G)(E(W )−1);

ii) For every compact subinterval I of R+ of length ≤ 1,

E(sup
x∈I

|QW,BI (x)|) ≤ eΛ(BI)[E(max(1,|W |))−1].

Lemma 2 (von Bahr and Esseen [26], Biggins [6]) Let (Ui)i≥0 and
(Vi)i≥0 be two sequences of complex random variables such that σ(Ui ; i ≥ 0)
and σ(Vi; i ≥ 0) are independent and the Vi’s are mutually independent.
Assume that

∑
i≥0 UiVi is almost surely defined and that for all i ≥ 0, Vi is

integrable with mean 0. Then for every p ∈]1, 2]

E(|
∑
i≥0

UiVi|p) ≤ 2p
∑
i≥0

E(|Ui|p)E(|Vi|p).

Lemma 3 Fix p ∈]1, 2] and b an integer ≥ 2. Then

E(|Zbn+1 − Zbn|p) ≤ 12p

3
bδθW (p)bnτW,δ(p).

Proof. For n ≥ 1,

Zbn+1 − Zbn =

∫ 1

0

e−Λ(Cbn(x))(E(W )−1)QCbn(x)(x) ×
[e−Λ(Cbn+1(x)\Cbn (x))(E(W )−1)QCbn+1 (x)\Cbn (x)(x) − 1]dx.
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For x ∈ [0, 1], define{
u(x) = e−Λ(Cbn(x))(E(W )−1)QCbn(x)(x)

v(x) = e−Λ(Cbn+1 (x)\Cbn(x))(E(W )−1)QCbn+1 (x)\Cbn(x)(x) − 1.

Then, Zbn+1 −Zbn =
∫

[0,b−n]
(Γ0(x)+Γ1(x)+Γ2(x))dx, where for i ∈ {0, 1, 2}

and x ∈ [0, b−n],

Γi(x) =
∑

0≤3k+i<bn

u
(
x+

3k + i

bn

)
v
(
x+

3k + i

bn

)
.

Consequently

E(|Zbn+1 − Zbn|p) ≤ 3p−1b−n(p−1)

∫
[0,b−n]

[E|Γ0(x)|p+E|Γ1(x)|p+E|Γ2(x)|p]dx.

If 0 ≤ k < bn we denote [ k
bn
, k+1
bn

] by Jk. By construction, for i ∈ {0, 1, 2}
and x ∈ [0, b−n], in

∑
0≤3k+i<bn u(x + 3k+i

bn
) v(x + 3k+i

bn
), the v(x + 3k+i

bn
)’s

are of expectation 0 by Lemma 1.i), and these random variables are also
independent because the TJ3k+i

’s (defined in Section 2) are mutually non
overlapping, and they are independent of the u(x+ 3k+i

bn
)’s. So as 1 < p ≤ 2,

Lemma 2 yields

E(|Γi(x)|p) ≤ 2p
∑

0≤3k+i<bn

E

(∣∣∣u(x+
3k + i

bn

)∣∣∣p) E

(∣∣∣v(x+
3k + i

bn

)∣∣∣p).
Lemma 1.i) applied with |W |p instead of W and G = Cbn+1(x) \ Cbn(x),
together with a convexity inequality yield

2p E

(∣∣∣v(x+
3k + i

bn
)
∣∣∣p) ≤ 22p eΛ(Cbn+1 (x)\Cbn(x))θW (p) = 22p bδθW (p).

Moreover, Lemma 1.i) applied with |W |p instead of W and G = Cbn(x)
yields

E(|u3k+i(x)|p) = eΛ(Cbn(x))θW (p) = bnδθW (p).

So

E(|Zbn+1 − Zbn|p) ≤ 12p

3
bδθW (p)bnτW,δ(p). �

Lemma 4 Let f be a bounded measurable function from R+ to C. For every

s ≥ 0 and t ≥ 1 define I
(s)
t =

∫
[0,s]

f(x)Qt(x)dx.

i)

E(|I(s)
t |2) =

∫
[0,s]2

eΛ(C(u)∩C(v)∩{y≥ 1
t
})θW (2)f(u)f̄(v)dudv.
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ii) For every s ≥ 0

lim
t→∞

E(|I(s)
t |2) =

∫
[0,s]2

eΛ(C(u)∩C(v))θW (2)f(u)f̄(v)dudv

and I
(s)
t converges almost surely and in L2 norm if and only if the above

integral is finite.

iii)

Λ(C(u) ∩ C(v)) = −δ 1{|u−v
2

|<1}(u, v)
[
ln
∣∣u− v

2

∣∣− (∣∣u− v

2

∣∣− 1
)]
,

so if inf(u,v)∈[0,s]2 	(f(u)f̄(v)) > 0 then the integral in ii) is finite if and only
if δθW (2) < 1 i.e. τW,δ(2) < 0.

Proof. i) It is a simple consequence of the Fubini Theorem, and Lemma 1.i)
applied successively with G = C(u) ∩ C(v) ∩ {y ≥ 1

t
} = Ct(u) ∩ Ct(v) and

WW̄ instead of W , with G = C(u) ∩ {y ≥ 1
t
} \ C(v), and with G =

C(v) ∩ {y ≥ 1
t
} \ C(u) and W̄ instead of W.

ii) The existence and the value of the limit follow from an application of
the monotone convergence Theorem. Then, an adaptation of the proof of
Proposition 1 shows that (I

(s)
t )t≥1 is a right continuous martingale bounded

in L2 if and only if the integral converges. So the result comes from the
L2-martingales convergence Theorem.

iii) It is a verification. �

Now recall Remark 2 and let (W (1),W (2),W (3)) be a random integrable vec-

tor in R
3. Independently of the random set S, choose (W

(1)
k,n,W

(2)
k,n,W

(3)
k,n)k,n≥1

a sequence of independent copies of (W (1),W (2),W (3)). Then obtain by the

initial construction three martingales (Z
(1)
t )t≥1, (Z

(2)
t )t≥1 and (Z

(3)
t )t≥1 re-

spectively constructed with the W
(1)
k,n, the W

(2)
k,n and the W

(3)
k,n. We denote by

Z(1), Z(2) and Z(3) their respective limit when they exist.

Given an integer b ≥ 2, define for every integer k ≥ 0, i ∈ {1, 2, 3} and
x ∈ R+

a
(i)
k (x) = e−Λ(C

bk+1(x)\C
bk (x))(E(W (i))−1)

∏
M∈S∩C

bk+1 (x)\C
bk (x)

W
(i)
M

= b−δ(E(W (i))−1)
∏

M∈S∩C
bk+1 (x)\C

bk (x)

W
(i)
M .

For p ≥ 1 define

Dp(W
(1),W (2),W (3)) = E(|W (1)+W (2)−2W (3)|p)+ max

1≤i,j≤3
[E(|W (i)−W (j)|p)]2.
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Lemma 5 Assume that for some p ≥ 1, 0 < E(|W (i)|p) <∞, i ∈ {1, 2, 3}.
Fix ρ > max1≤i,j≤3

E(|W (i)|p)

E(|W (j)|p)
. Then define

M = (1 + ρ max
1≤i≤3

E(|W (i)|p))2

ε = max
1≤i≤3

δE(|W (i)|p)(ρ− 1) + p max
1≤i,j≤3

[δE(W (i) −W (j))]

and

τ = max
1≤i≤3

τW (i),δ(p).

There exists a universal constant C0 > 0 such that for all integers b ≥ 2 and
k ≥ 0, and all x ∈ [0, 1]

E(|a(1)
k (x) + a

(2)
k (x) − 2a

(3)
k (x)|p) ≤ C0 max(1, δ4 log4(b))M bτ+ε+p−1

. Dp(W
(1),W (2),W (3)).

Proof. Fix b ≥ 2, k ≥ 0 and x ∈ [0, 1]. If n ≥ 1, conditionally on #S ∩
Cbk+1(x)\Cbk(x) = n, there exist n independent copies of (W (1),W (2),W (3)),

the (W
(1)
i ,W

(2)
i ,W

(3)
i )’s, also independent of S, such that

a
(1)
k (x) + a

(2)
k (x) − 2a

(3)
k (x) = α1β1 + α2β2 + α3β3

with 

α1 = b−δ(E(W (1))−1) + b−δ(E(W (2))−1) − 2b−δ(E(W (3))−1)

α2 = b−δ(E(W (1))−1) − b−δ(E(W (2))−1)

α3 = b−δ(E(W (1))−1)

β1 =
∏n

i=1W
(3)
i , β2 =

∏n
i=1W

(2)
i −∏n

i=1W
(3)
i

β3 =
∏n

i=1W
(1)
i +

∏n
i=1W

(2)
i − 2

∏n
i=1W

(3)
i .

By using the differentiability of the exponential function one obtains
|α1|p ≤ δ2p log2p(b)b−pδE((W (3))−1)bε1Dp(W

(1),W (2),W (3))

|α2|p ≤ δp logp(b)|b−pδE((W (3))−1)bε1 |E(W (1) −W (2))|p

αp3 ≤ b−pδE(W (3)−1)bε1

with ε1 = p max
1≤i,j≤3

[δE(W (i) −W (j))].
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Moreover E(|β1|p) = E(|W (3)|p)n, and by using the identity

n∏
i=1

ai+
n∏
i=1

bi − 2
n∏
i=1

ci =
n∑
i=1

(ai + bi − 2ci)
i−1∏
j=1

cj

n∏
j=i+1

aj

+
n∑
i=1

i−1∏
j=1

cj(bi − ci)

[ n∑
j=i+1

(bj − aj)

j−1∏
j′=i+1

aj′
n∏

j′=j+1

bj′

]
(3.3)

together with the convexity of x �→ xp on R+ one obtains

E(|β2|p) ≤ np(E(|W (3)|p))n−1ρn−1
E(|W (2) −W (3)|p)

and

E(|β3|p) ≤ 2p−1np(E(|W (3)|p))n−2ρn−2[E(|W (3)|p)ρ+ (n− 1)p]

.Dp(W
(1),W (2),W (3)).

Define α = E(|W (3)|p)ρ and αn = αn + 3n2αn−1 + 2n2(n− 1)αn−2 for n ≥ 1.
Since p ≤ 2, it follows from the previous computations that

E
(|a(1)

k (x) + a
(2)
k (x) − 2a

(3)
k (x)|p|#S ∩ Cbk+1(x) \ Cbk(x) = n

)
≤ max(1, δ4 log4(b))b−pδE((W (3))−1)+ε1αnDp(W

(1),W (2),W (3)).

Taking in account the fact that P(#S∩Cbk+1(x)\Cbk(x) = n) = b−δ (δ log(b))n

n!

yields a universal constant C0 > 0 such that

E(|a(1)
k (x) + a

(2)
k (x)− 2a

(3)
k (x)|p| ≤ C0 max(1, δ4 log4(b))(1 + α)2×

× b−pδE((W (3))−1)+ε1+δ(α−1)Dp(W
(1),W (2),W (3)),

and the conclusion follows from the definitions of M , ε and τ . �

Lemma 6 Assume the hypotheses and notations of Lemma 5. Assume,
moreover, that p ∈]1, 2] and max1≤i,j≤3 E(|W (i) −W (j)|p) ≤ 1.

Define M ′ =
(
max(1, δ4 log4(b))Mbε

)2/p
. There exists a universal con-

stant C ′
0 such that for all integers b ≥ 2 and n ≥ 0,

‖Z(1)
bn +Z

(2)
bn −2Z

(3)
bn ‖p ≤ C ′

0M
′b(p−1)/p

n−1∑
m=0

(1+m)2b
m+1

p
τDp(W

(1),W (2),W (3))1/p.

Corollary 1 Under the assumptions and notations of Lemma 6, if τ < 0
then Z(1), Z(2), and Z(3) exist and

‖Z(1)+Z(2)−2Z(3)‖p ≤ C ′
0M

′b(p−1)/p

∞∑
m=0

(1+m)2b
m+1

p
τDp(W

(1),W (2),W (3))1/p.
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Proof of Lemma 6. Combining (3.3) with the identity

n−1∏
m=l+1

am = 1 +
n−1∑

m=l+1

(−1)n−1−m
(

m−1∏
j=l+1

aj

)
(am − 1)

yields for all integers b ≥ 2 and n ≥ 1

n−1∏
i=0

a
(1)
i +

n−1∏
i=0

a
(2)
i − 2

n−1∏
i=0

a
(3)
i =

n−1∑
m=0

[
fm +

m−1∑
k=0

fk,m + gk,m +
m−2∑
k=0

m−1∑
l=k+1

gk,l,m

]
with
fm =

(∏m−1
j=0 a

(3)
j

)
(a

(1)
m + a

(2)
m − 2a

(3)
m )

fk,m =
(∏k−1

j=0 a
(3)
j

)
(a

(1)
k + a

(2)
k − 2a

(3)
k )(−1)n−1−m

(∏m−1
j=k+1 a

(1)
j

)
(a

(1)
m − 1)

gk,m =
(∏k−1

j=0 a
(3)
j

)
(a

(2)
k − a

(3)
k )
(∏m−1

j=k+1 a
(1)
j

)
(a

(2)
m − a

(1)
m )

and

gk,l,m =

(
k−1∏
j=0

a
(3)
j

)
(a

(2)
k − a

(3)
k )

(
l−1∏

j=k+1

a
(1)
j

)
(a

(2)
l − a

(1)
l )(−1)n−1−m

.

(
m−1∏
j=l+1

a
(2)
j

)
(a(2)
m − 1).

Then, the equality

Z
(1)
bn + Z

(2)
bn − 2Z

(3)
bn =

∫ 1

0

(
n−1∏
i=0

a
(1)
i (x) +

n−1∏
i=0

a
(2)
i (x) − 2

n−1∏
i=0

a
(3)
i (x)

)
dx

implies

‖Z(1)
bn + Z

(2)
bn − 2Z

(3)
bn ‖p ≤

n−1∑
m=0

(∥∥∥∫ 1

0

fm(x)dx
∥∥∥
p
+

m−1∑
k=0

∥∥∥∫ 1

0

fk,m(x)dx
∥∥∥
p

+
∥∥∥∫ 1

0

gk,m(x)dx
∥∥∥
p
+

m−2∑
k=0

m−1∑
l=k+1

∥∥∥∫ 1

0

gk,l,m(x)dx
∥∥∥
p

)
.

Fix m ≥ 0 and h ∈ {fm, fk,m, gk,m, gk,l,m; 0 ≤ k < l ≤ m− 1}. When m ≥ 2,
write for x ∈ [0, b−m]

hi(x) =
∑

0≤3k+i<bm

h
(
x+

3k + i

bm

)
.
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One can apply Lemma 2 to the previous sums (for i = 0, 1, 2), where the
role of Vi in Lemma 2 is played here by the last term of the product defining
h(x+ 3k+i

bm
). This, together with Lemma 5 and the fact that E(|a(j)

k (x)|p) =

eΛ(C
bk+1(x)\C

bk (x))θ
W (j)(p) ≤ bτ+p−1 for j ∈ {1, 2, 3} and k ≥ 0, yield a universal

constant C1 > 0, such that for every x ∈ [0, b−m] and 0 ≤ i ≤ 2

E( |hi(x)|p) ≤ C1(M
′)p
(

m∏
k=0

eΛ(C
bk+1(x)\C

bk (x)) maxj∈{1,2,3} θW (j) (p)

)
×Dp(W

(1),W (2),W (3)) = C1(M
′)pb(τ+p−1)(m+1)Dp(W

(1),W (2),W (3)).

Then

E

∣∣∣ ∫ 1

0

h(x)dx
∣∣∣p ≤ 3p−1b−m(p−1)

∫ b−m

0

2∑
i=0

E(|hi(x)|p)dx

≤ 3p−1C1(M
′)pb(p−1)b(m+1)τDp(W

(1),W (2),W (3)).

When m = 0 or m = 1, a simplest computation yields a similar estimate,
and the conclusion is immediate. �

The following lemma is already used in Barral ([1]) to study the differen-
tiability of a martingale limit. It is a slightly stronger form of a well known
result (see Stein and Zygmund ([25])):

Lemma 7 Let a < b be in R. Let f be a continuous function from [a, b]
to R. Assume that there exists a positive function ψ on R+, monotonically
decreasing in a neighborhood of 0, such that ψ(h)

h
is integrable near 0, and

for some constant M > 0: ∀j ∈ N and 0 ≤ k < 2j − 2∣∣∣f(a+
k(b− a)

2j

)
+ f
(
a+

(k + 2)(b− a)

2j

)
− 2f

(
a+

(k + 1)(b− a)

2j

)∣∣∣
≤M

b− a

2j
ψ
(b− a

2j

)
.

Then f is continuously differentiable.

4. The general case

This section deals with extensions of the results of Section 3 when Λ assumes
weaker (or no) invariance properties.

Recall that for p ≥ 1

θW (p) = E(|W p|) − 1 − p(E(	(W )) − 1).
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Theorem 6 (Lp convergence) Fix s > 0.

i) If Λ(∪x∈[0,s]C(x)) <∞ then almost surely there exists ts ≥ 1 such that Z
(s)
t

converges, as t→ ∞, to

Z(s) =

∫ s

0

e−Λ(C(x))(E(W )−1)
∏

M∈S∩Cts (x)

WM dx.

ii) If p ∈]1, 2] then for all integers b ≥ 2 and n ≥ max(0, log(s)
log(b)

)

E(|Z(s)

s−1bn+1 − Z
(s)

s−1bn|p) ≤
12p

3
In(s, b, p)

where

In(s, b, p) = (sb−n)(p−1)

∫
[0,s]

eΛ(Cs−1bn+1 (x))θW (p)dx.

Consequently, if
∑

n≥0 I
1/p
n (s, b, p) <∞ for some b ≥ 2, then the martingale

(Z
(s)
t )t≥1 converges almost surely and in Lp norm to a random variable Z(s)

with mean s.

iii) If p = 2 then for every s > 0 the martingale (Z
(s)
t )t≥1 converges almost

surely and in L2 norm to a random variable Z(s) if and only if∫
[0,s]2

eΛ(C(u)∩C(v))θW (2)dudv <∞.

In that case, the L2 norm of Z(s) is the above integral.

Proof. i) It is a consequence of the dominated convergence Theorem and
the almost sure finiteness of the set S ∩ ∪x∈[0,s]C(x). ii) Adapt the proof of
Lemma 3. iii) It is Lemma 4.ii). �
Remark 6. If the convergence in Theorem 6 holds for some integer b ≥ 2,
it holds for every integer b ≥ 2.

4.1. Uniform convergence of martingales

We consider the random functions λ ∈ U �→ Wk,n(λ) introduced in Sec-
tion 3 and for every s ≥ 0 we consider the associated family of martingales
(Z

(s)
t (λ))t≥1, λ ∈ U .

Theorem 7 The conclusions of Theorem 2 hold after replacing, for every
s > 0, the assumption supλ∈K τW (λ),δ(pK) < 0 by∑

n≥0

(sb−n)(pK−1)/pK

(∫
[0,s]

eΛ(Cs−1bn+1 (x)) supλ∈K θW (λ)(pK)dx
)1/pK

<∞

for some (or equivalently for every) integer b ≥ 2.

The proof is similar to the one of Theorem 2 and uses Theorem 6.ii).
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Now, for s > 0, let (As) be the following assertion:

(As): for some (or equivalently for every) integer b ≥ 2,

sup
(k,x)∈N×[0,s]

Λ(Cbk+1(x) \ Cbk(x)) <∞.

Moreover if U ⊂ R then for every bounded open subinterval I of U such
that Ī ⊂ U, and every pĪ > 1, let (As(I, pĪ)) be the assertion:

(As(I, pĪ)): the mapping λ �→ E(|W (λ)|pĪ ) is continuous on Ī and

∑
m≥0

m2

(
b−m(pĪ−1)

∫
[0,s]

eΛ(Cs−1bm+1 (x)) supλ∈Ī θW (λ)(pĪ)dx

)1/pĪ

<∞

for some (or equivalently for every) integer b ≥ 2.

Define (H
(s)
1 ) and (H

(s)
2 ) as being respectively the same sequence of as-

sumptions as (H1) and (H2) (defined in Section 3.2), except that assump-
tion i) of (H1) is replaced by (As(I, pĪ)).

Theorem 8 Fix s > 0 such that (As) holds.

1) Assume (H
(s)
1 ). The conclusions of Theorem 3.1) hold.

2) Assume (H
(s)
2 ). The conclusions of Theorem 3.2) hold.

The proof follows path by path the one of Theorem 3 with the following
changes.

Fix b and integer ≥ 2. Let ks be the largest integer less than or equal to
log s/ log b (notice that ks < 0 if s < 1). It follows from (As) that

ms = sup
(k,x)∈[ks,∞]×[0,s]

Λ(Cs−1bk+1(x) \ Cs−1bk(x)) <∞.

Define
ε′ = max1≤i≤3 E(|W (i)|p)(ρ− 1) + pmax1≤i,j≤3[E(W (i) −W (j))]

θ = max1≤i≤3 θW (i)(p)

M ′ =
(
max(1,m4

s)Memsε′
)2/p

and for all integer k ≥ ks, x ∈ [0, s] and i ∈ {1, 2, 3} define

a
(i)
k (x) = e−Λ(C

s−1bk+ks+1 (x)\C
s−1bk+ks (x))(E(W (i))−1)

×
∏

M∈S∩C
s−1bk+ks+1 (x)\C

s−1bk+ks (x)

W
(i)
M .
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Then the conclusions of Lemma 5 and Corollary 1 can be extended respec-
tively in:

1) for all k ≥ 0 and all x ∈ [0, s],

E (|a(1)
k (x) + a

(2)
k (x) − 2a

(3)
k (x)|p)

≤ C0 max(1,m4
s)MeΛ(C

s−1bk+ks+1 (x)\C
s−1bk+ks (x))(θ+ε′)Dp(W

(1),W (2),W (3))

and

2) ‖ lim inf
n→∞

|(Z(s)

s−1bn)(1) + (Z
(s)

s−1bn)(2) − 2(Z
(s)

s−1bn)(3)|‖p

≤ C ′
0M

′
∞∑
m=0

(1 +m)2

(
(sb−m)(p−1)

∫
[0,s]

eΛ(C
s−1bm+1+ks (x))θdx

)1/p

.Dp(W
(1),W (2),W (3))1/p.(4.1)

4.2. Properties of the related measures

In all the section the random variable W is non-negative.

4.2.1. Local Hölder exponents and dimension

In this subsection we assume the following property:

Λ is invariant by translations in the spatial direction,

i. e.
Λ = �⊗ ν,

where ν is a Borel measure on ]0, 1]. Moreover, assume that

sup
0<ε≤1

εν([ε, 1]) <∞.

Then consider δ1, δ2 and δ̂2 as defined in Section 1.2. Writing
∫ 1/t

1/s
y ν(dy) =∫ 1/t

1/s

∫ y
0
dx ν(dy) and using Fubini theorem shows that sup0<ε≤1 εν([ε, 1]) <

∞ implies δ̂2 <∞.

Theorem 9 Assume that τW,δ̂2(p) < 0 for some p ∈]1, 2].

i) If 0 < δ1 ≤ δ2 and P(W = 1) < 1 then P(µW �= 0) > 0 and, with
probability one, conditionally on µW �= 0, for µW -almost every x ∈ R+

0 < −τ ′W,δ2(1) ≤ lim inf
r→0+

log µW ([x− r, x+ r])

log 2r

≤ lim sup
r→0+

log µW ([x− r, x+ r])

log 2r
≤ −τ ′W,δ1(1) < 1.
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Consequently −τ ′W,δ2(1) ≤ dim µW ≤ −τ ′W,δ1(1) < 1; in particular µW is
singular with respect to the Lebesgue measure. Moreover, µW (B) > 0 ⇒
dim(B) ≥ −τ ′W,δ2(1) for B ∈ B(R+).

If δ1 = δ2 then µW and the statistically self-similar measure associated
with (W,Λδ1) borrow the same dimension.

ii) If δ2 = 0 then P(µW �= 0) > 0 and, with probability one, conditionally
on µW �= 0, for µW -almost every x ∈ R+

lim
r→0+

log µW ([x− r, x+ r])

log 2r
= 1.

Consequently, dim µW = 1. Moreover, µW (B) > 0 ⇒ dim(B) = 1 for
B ∈ B(R+).

Theorem 8.2) makes it possible to establish a continuous version of the
previous results.

It follows from the invariance of Λ under translations in the spatial di-
rection that the assumptions of Theorem 8.2) are fulfilled for some s > 0 if
and only if they are fulfilled for all s > 0.

Theorem 10 Assume the assumptions of Theorem 8.2) are fulfilled for
some s > 0 and that the W (λ)’s are non-negative.

Assume that
sup
λ∈Ī

τW (λ),δ̂2
(pĪ) < 0

for every compact subinterval Ī of U (pĪ is introduced in (H
(s)
2 ) and do not

depend on s here).

Finally, assume that for every compact subset Kof U there exists γK > 1
such that

sup
λ∈K

E(| d
dλ
W (λ)|.| log(W (λ))|) + E(sup

λ∈K
(W (λ))γK ) <∞.

i) If 0 < δ2 <∞ then, with probability one, the measures µW (λ), λ ∈ U , are
defined simultaneously, and for every λ ∈ U , conditionally on µW (λ) �= 0,
for µW (λ)-almost every x ∈ R+

lim inf
r→0+

log µW (λ)([x− r, x+ r])

log 2r
≥ −τ ′W (λ),δ2

(1) > 0.

Consequently, µW (λ)(B) > 0 ⇒ dim(B) ≥ τ ′W (λ),δ2
(1) for B ∈ B(R+), and

dim µW (λ) ≥ τ ′W (λ),δ2
(1).

ii) If δ2 = 0 then, with probability one, the measures µW (λ), λ ∈ U , are de-
fined simultaneously, and for every λ ∈ U , the conclusions of Theorem 9.ii)
hold with µW (λ) instead of µW .
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Remark 7. 1) The case δ2 = ∞ is excluded because, when Λ is invariant by
horizontal translations, the sensible way to exploit Theorem 6.ii) is to remark
that

∑
In(s, b, p) converge if τW,δ2(p) < 0, requiring that δ2 <∞. The same

remark shows that in Theorem 10, the assumption supλ∈Ī τW (λ),δ̂2
(pĪ) < 0

implies that the assumption i) of (H
(s)
2 ) is fulfilled.

2) Theorem 9 would give estimates on the local Hölder exponents and di-
mension only for every λ ∈ U almost surely. So deduce Theorem 10 directly
from Theorem 9 is not possible.

3) If Λ = Λδ, Theorem 9.i) is an extension of Theorem 4 to the case when W
vanishes with positive probability.

4) The lim sup of the logarithmic density does not appear in the continuous
version of Theorem 9.i) because it would involve an uniform control on the
moments of negative orders of pieces of the µW (λ)’s. We are able to obtain
such a control only in the self-similar case (see Remark 5).

5) The parameter δ̂2 will play its main role in the proof of Lemma 8.i).
The assumption sup0<ε≤1 εν([ε, 1]) < ∞ is equivalent to saying that Λ(BI)
is bounded independently of I if I is a non trivial subinterval of R+ with
length ≤ 1.

6) The conclusion of Theorem 9.ii) leads to the problem to decide whether
or not µW is absolutely continuous with respect to the Lebesgue measure.
This is solved under satisfactory conditions in section 4.2.2.

We prove Theorem 10 and give indications for the result concerning the
lim sup in Theorem 9.i).

Proof of Theorem 10.i). We begin by showing that the measures are
defined almost surely simultaneously.

The invariance of Λ by translations in the spatial direction allows to
reduce the study to the restriction of the µW (λ)’s to [0, 1]. These restrictions
are still denoted by µW (λ).

Fix an integer b ≥ 2. We need to define measures on a b-ary tree, and
we set up new definitions.

For an integer m ≥ 0, we denote by Am the set of finite words of length
m on the alphabet {0, . . . , b− 1} (A0 = {ε}).
For a ∈ Am, let |a| denote its length m, and let Ia denote the closed b-adic
subinterval of [0, 1] naturally encoded by a.

Define A =
⋃∞
m=1Am and ∂A = {0, . . . , b − 1}N; A ∪ ∂A is equipped with

the concatenation operation and for a ∈ A, define Ca = a∂A, the cylinder
generated by a. Let A be the σ-field generated by the Ca’s in ∂A.
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Let π be the mapping from ∂A to [0,1] defined by x = x1 . . . xi . . . �→∑
i≥1 xi/b

i. Let �̃ be the unique measure on (∂A,A) such that for all a ∈ A,

�̃(Ca) = b−|a|.

For every t ≥ 1 and λ ∈ U define νW (λ),t the measure whose density with

respect to �̃ is

dνW (λ),t

d�̃
(x) = e−Λ(Ct(π(x)))(E(W )−1)

∏
M∈S∩Ct(π(x))

WM .

By construction, with probability one, for all (t, λ) ∈ [1,∞[×U

(4.2) νW (λ),t ◦ π−1 = µW (λ),t.

As ∂A is totally disconnected, if we show that for every a ∈ A, νW (λ),t(Ca)
converges almost surely for all λ ∈ U as t → ∞ to a limit νW (λ)(Ca), then
the additive function νW (λ) on cylinders will extend in an unique measure on
(∂A,A). Moreover, this measure νW (λ) will be the weak limit of the νW (λ),t’s.
Then by (4.2) the measures µW (λ) will be obtained simultaneously from the
relation νW (λ) ◦ π−1 = µW (λ).

By the invariance property of Λ and the fact that A is countable, it
suffices to show that λ �→ νW (λ),t(Ca) converges for finite words a written
with the letter 0 only. In this case if |a| = k and s = b−k then λ �→
νW (λ),t(Ca) = λ �→ Z

(s)
t (λ) which converges uniformly on compact subsets

by Theorem 8.2).

Moreover, it follows from the hypotheses that each µW (λ) is positive with
positive probability, since its total mass is the limit of the uniformly inte-
grable martingale Z

(1)
t (λ).

Now we prove the assertion on the lim inf of the logarithmic density.
We need the following lemma. It involves some definitions introduced in
Section 2 and will be proved after Theorems 9 and 11.

Lemma 8 Assume the assumptions of Theorem 10i). Fix a compact subin-
terval Ī of U . Fix b ≥ 2 so that supλ∈Ī τW (λ),δ2(b)(pĪ) < 0 (see Section 1.2
for the definition of δ2(b)).

i) With probability one, for every a ∈ A, the random variables ‖µIaW (λ)‖,
λ ∈ Ī, are defined simultaneously and the function λ �→ ZIa(λ) = b|a|‖µIaW (λ)‖
is of class C1 on Ī. Moreover

sup
a∈A,λ∈Ī

E((ZIa(λ))pĪ ) + sup
a∈A,λ∈Ī

E

(∣∣∣dZIa

dλ
(λ)
∣∣∣pĪ

)
<∞.
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ii) For m ≥ 1, ε > 0, η > 0 and λ ∈ Ī define

fm,ε,η(λ) = e−(1+η)Λ(Cbm(0))(E(W (λ))−1)b
−mη(τ ′

W (λ),δ2
(1)+ε) ×∑

a∈Am

Q1+η
W (λ),T Ia [ sup

λ∈Ī ,x∈Ia
QW (λ),BIa (x)]1+ηb−m(1+η)(ZIa(λ))1+η.

If η is small enough then
∑

m≥1 fm,ε,η converges almost surely uniformly

on Ī.

iii) With probability one, for every λ ∈ Ī, conditionally on νW (λ) �= 0, for
νW (λ)-almost every x ∈ ∂A,

lim inf
m→0+

log νW (λ)(Cx1...xm)

log b−m
≥ −τ ′W (λ),δ2

(1) > 0.

In particular, the νW (λ)’s are continuous.

End of the proof. It suffices to establish the result for any compact
subinterval contained in U , instead of U . Fix such an interval, Ī. For
m ≥ 1, ε > 0 and λ ∈ Ī define the set

Em,ε(λ) =
{
x ∈ supp(µW (λ)) ∩Km;

log µW (λ)([x− b−m

2
, x+ b−m

2
])

log (b−m)
≤ −τ ′W (λ),δ2

(1) − ε
}
.

where Km = [b−m/2, 1 − b−m/2].

(supλ∈Ī {τW (λ),δ̂2
(pĪ)} < 0 implies supλ∈Ī {τW (λ),δ2(pĪ)} < 0, so τ ′W (λ),δ2

(1) <

0 for every λ ∈ Ī).

The conclusion will follow if we prove that for every ε > 0, with proba-
bility one, for every λ ∈ Ī∑

m≥1

µW (λ)(Em,ε(λ)) <∞.

Every Em,ε(λ) is empty or can be covered by a finite number of intervals
Ji = [xi−b−m/2, xi+b−m/2] with xi ∈ Em,ε(λ). Moreover, we can choose the
Ji’s so that ∪Ji divides into two union of intervals, ∪J ′

k and ∪J ′′
� , with the

property that two distinct J ′
k’s or J ′′

� ’s have at most one point in common.
By definition of Em,ε(λ), for every η > 0 and Ji

µW (λ)(Ji) ≤ µ1+η
W (λ)(Ji)b

−mη(τ ′
W (λ),δ2

(1)+ε)
.

Moreover Ji is covered by two adjacent b-adic subintervals of length b−m, Ia
and Ia′ , so

µ1+η
W (λ)(Ji) ≤ 2η(µ1+η

W (λ)(Ia) + µ1+η
W (λ)(Ia′)).
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By our choice for the covering ∪Ji, if we choose b as in Lemma 8 we get

µW (λ)(Em,ε(λ)) ≤
∑
k

µW (λ)(J
′
k) +

∑
�

µW (λ)(J
′′
� )

≤ 4.2η
∑
a∈Am

µ1+η
W (λ)(Ia)b

−mη(τ ′
W (λ),δ2

(1)+ε)

= 4.2η
∑
a∈Am

ν1+η
W (λ)(Ca)b

−mη(τ ′
W (λ),δ2

(1)+ε)

≤ 4.2ηfm,ε,η(λ),

where the equality and the last inequality are due respectively to asser-
tion iii) and proof of Lemma 8. By choosing η small enough, we can apply
Lemma 8.ii) and conclude. �

The assertion on dimension is a direct application of a Billingsley Theo-
rem (Billingsley ([7, 136–145])).

Proof of Theorem 10.ii). The proof of i) shows that the conclusion of i)
holds on every compact subset of U for every δ′2 > 0 small enough instead
of δ2. Then letting δ′2 → 0 yields the conclusion. �

Proof of Theorem 9. The fact that −τ ′W,δ1(1) < 1 comes from the hypothe-
ses P(W = 1) < 1, δ1 > 0 and the convexity of τW,δ1 . The result concerning
lim inf is obtained as in the proof of Theorem 10. For the lim sup the sets
to be considered are the

E ′
m,ε = {x ∈ supp(µW ) ∩Km;

log µW ([x− b−m

2
, x+ b−m

2
])

log (b−m)
≥ −τ ′W,δ1(1) + ε},

and for every η ∈]0, 1[

µW (E ′
m,ε) ≤ hm,ε,η = 2 e−(1−η)Λ(Cbm(0))(E(W )−1)b−mη(−τ

′
W,δ1

(1)+ε)

×
∑
a∈Am

Q1−η
W,T Ia (sup

x∈Ia
QW,BIa (x))1−η‖µIaW‖1−η.

Then computations similar to those necessary to obtain the control on
E(| d

dλ
fm,ε,η(λ)|) in the proof of Lemma 8.ii) show that for every ε > 0, if η is

small enough,
∑

m≥1 E(hm,ε,η) <∞, so almost surely
∑

m≥1 µW (E ′
m,ε) <∞.

This yields the assertion on the lim sup. �
The assertion on dimension is again a Billingsley Theorem applied to the

inequalities on the logarithmic density, and the singularity with respect to
the Lebesgue measure comes from the lim sup inequality.
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Proof of Lemma 8.i). Fix a ∈ A. After a change of scale and using the
invariance of Λ, the same approach as in the proof of Theorem 6 shows that
for m ≥ 2 and p ∈]1, 2]

E(
∣∣∣‖µIaW,bm+1‖ − ‖µIaW,bm‖

∣∣∣p) ≤ 12p

3
b−|a|pIm,a(p)

where

Im,a(p) = (b−m)(p−1)eΛ(C
b|a|+m+1 (0)\C

b|a| (0))θW (p).

Moreover (4.1) can be extended in

‖ lim inf
n→∞

∣∣∣‖µIa
W (1),bn

‖ + ‖µIa
W (2),bn

‖ − 2‖µIa
W (3),bn

‖
∣∣∣ ‖p

≤ b−|a|C ′
0M

′
∞∑
m=0

(1 +m)2
(
(b−m)(p−1)eΛ(C

b|a|+m+1 (0)\C
b|a| (0))θ

)1/p

.Dp(W
(1),W (2),W (3))1/p.

By definition of δ2(b), for every δ′2 > δ2(b), if |a| is large enough then with
the notations of Lemma 5 and δ replaced by δ′2

(b−m)(p−1)eΛ(C
b|a|+m+1 (0)\C

b|a| (0))θ ≤ b(m+1)τbp−1,

which is independent of a. Moreover, if δ′2 is chosen close enough to δ2(b),
the hypotheses also imply that supλ∈Ī τW (λ),δ′2(pĪ) < 0. Then the conclusion
comes from arguments similar to those necessary for proving Theorem 8.2).

ii) It is easily seen that it suffices to prove the following: if η is small enough
then

a)
∑

m≥1 E(fm,ε,η(min Ī)) <∞ and

b)
∑

m≥1 supλ∈Ī E(
∣∣∣dfm,ε,η

dλ
(λ)
∣∣∣) <∞.

Assertion a) is a consequence of computations leading to b); so we only
prove b).

By the invariance of Λ by translation in the spatial direction,

Mη,a = E[( sup
λ∈Ī,x∈Ia

QW (λ),BIa (x))1+η]

does not depend on a ∈ Am and we denote this number by Mη. We also
define am, the word written with m times the letter 0 and

gm,ε,η(λ) = e−(1+η)Λ(Cbm(0))(E(W (λ))−1)b
−mη(τ ′

W (λ),δ2
(1)+ε)

.
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By the invariance property of Λ and the independences between random
variables

E

(
|dfm,ε,η
dλ

(λ)|
)
≤Mηb

−mη
{∣∣∣dgm,ε,η

dλ
(λ)
∣∣∣ E(Q1+η

W (λ),T Iam
) E[(ZIam (λ))1+η]

+ gm,ε,η(λ)E
(∣∣∣dQ1+η

W (λ),T Iam

dλ
(λ)
∣∣∣) E[(ZIam (λ))1+η]

+ (1 + η)gm,ε,η(λ)E(Q1+η

W (λ),T Iam
) E

(∣∣∣dZIam

dλ

∣∣∣(λ)(ZIam (λ))η
)}

.

A computation yields∣∣∣dgm,ε,η
dλ

(λ)
∣∣∣ ≤ ((1 + η)Λ(Cbm(0)) + 2mηδ2 log(b))

×E

(∣∣∣dW
dλ

(λ)
∣∣∣(| log(W (λ))| + 1)

)
gm,ε,η(λ)

with supλ∈Ī E(|dW
dλ

(λ)|(| log(W (λ))|+ 1) <∞ by assumption. Moreover if η
is small enough, then: i) by the assertion i) of Lemma 8 all the expectations
containing the random variable ZIam (λ) are uniformly bounded over Ī; ii)
Mη < ∞ by Lemma 1.ii) applied with supλ∈Ī(W (λ))1+η instead of W , to-
gether with the fact that Λ(BI) is bounded independently of the non-trivial
subinterval I of [0, 1] (see Remark 7.5)).

Now, using Lemma 1.i) with G = T Iam and W = W 1+η(λ) yields

E(Q1+η

W (λ),T Iam
) = eΛ(T Iam )(E(W 1+η(λ)−1)).

Moreover, computing that conditionally on #S ∩ T Iam = k ≥ 1,

E

(∣∣∣dQ1+η

W (λ),T Iam

dλ
(λ)
∣∣∣) ≤ k(1 + η) E

(∣∣∣dW
dλ

(λ)
∣∣∣W η(λ)

)
(E(W 1+η(λ))k−1

one obtains

E

(∣∣∣dQ1+η

W (λ),T Iam

dλ
(λ)
∣∣∣)

≤ (1 + η) Λ(T Iam ) E

(∣∣∣dW
dλ

(λ)
∣∣∣W η(λ)

)
eΛ(T Iam ) (E(W 1+η(λ)−1)).

It follows from the assumptions of Theorem 9.2) that

sup
λ∈Ī

E(|dW
dλ

(λ)|W η(λ)) <∞

if η is small enough.
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By a simple geometrical remark Λ(TIam
) ≤ Λ(Cbm(0)); so as 0 < δ2 <∞,

for m large enough Λ(T Iam ) ≤ Λ(Cbm(0)) ≤ 2 δ2m log(b).

Consequently, if η is small enough there exists Cη,Ī > 0 such that if m is
large enough then for all λ ∈ Ī and ε > 0

E

(∣∣∣dfm,ε,η
dλ

(λ)
∣∣∣) ≤ Cη,Īm log(b)b−mηgm,ε,η(λ)eΛ(T Iam )(E(W 1+η(λ)−1))

≤ Cη,Īm log(b)eΛ(Cbm(0))θW (λ)(1+η)b
−mη(1+τ ′

W (λ),δ2
(1)+ε)

.(4.3)

Equation (4.3) can be written

E

(∣∣∣dfm,ε,η
dλ

(λ)
∣∣∣) ≤ Cη,Īm log(b)

.b−ηεmbm[τW (λ),δ2
(1+η)−ητ ′

W (λ),δ2
(1)+(

Λ(Cbm (0))

m log(b)
−δ2)θW (λ)(1+η)].

Studies of functions show that supλ∈Ī
∣∣∣ τW (λ),δ2

(1+η)−ητ ′
W (λ),δ2

(1)

η

∣∣∣→ 0 as η → 0+

and θW (λ)(1 + η)/η is non-negative and bounded independently of λ ∈ Ī if η
is small enough.

Since by definition of δ2, for every β > 0, if m is large enough then

Λ(Cbm(0))

m log(b)
− δ2 =

Λ(Cbm(0))

Λ1(Cbm(0))
− δ2 ≤ β,

we obtain that for every ε > 0 there exists ηĪ > 0 and mĪ ≥ 0 such that if
m ≥ mĪ then

sup
λ∈Ī

E(|dfm,ε,ηĪ

dλ
(λ)|) ≤ CηĪ ,Ī

m log(b)b−ηĪ
ε
2
m.

Similarly
sup
λ∈Ī

E(fm,ε,ηĪ
(λ)) ≤ CηĪ ,Ī

b−ηĪ
ε
2
m.

This gives the conclusion.

iii) For m ≥ 1, ε > 0 and λ ∈ Ī define

Fm,ε(λ) = {x ∈ supp(νW (λ));
log νW (λ)(Cx1...xn)

log (b−m)
≤ −τ ′W (λ),δ2

(1) − ε}.

The set Fm,ε(λ) is empty or is covered by cylinders of the mth generation,
the C(i)’s, satisfying by construction for every η > 0 the inequality

νW (λ)(C
(i)) ≤ ν1+η

W (λ)(C
(i))b

−mη(τ ′
W (λ),δ2

(1)+ε)
.
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So

νW (λ)(Fm,ε(λ)) ≤
∑
i

νW (λ)(C
(i)) ≤

∑
a∈Am

ν1+η
W (λ)(Ca)b

−mη(τ ′
W (λ),δ2

(1)+ε)
.

Now, by using Proposition 3 and the fact that by construction for all a ∈ Am,
νW (λ)(Ca) = limt→∞ µW (λ),t(Ia) one obtains∑

a∈Am

ν1+η
W (λ)(Ca)b

−mη(τ ′
W (λ),δ2

(1)+ε) ≤ fm,ε,η(λ).

By ii) this implies that for every ε > 0, with probability one,∑
m≥1

νW (λ)(Fm,ε(λ)) <∞ for all λ ∈ Ī .

This yields the conclusion.

4.2.2. Singularity and absolute continuity

The assertion ii) of Theorem 9 leads naturally to the research of con-
ditions for µW to be absolutely continuous with respect to the Lebesgue
measure. Proposition 4 gives such conditions in the general case.

Then (Theorem 11) in the context of Section 4.2.1, we give a necessary
and sufficient condition on Λ for two such measures constructed simultane-
ously to be mutually singular, and this yields (Corollary 2) a necessary and
sufficient condition on Λ for µW to be absolutely continuous with respect to
the Lebesgue measure.

Proposition 4 Fix s > 0.

i) If Λ(∪x∈[0,s]C(x)) < ∞ then µW is absolutely continuous with respect to
the Lebesgue measure.
ii) Assume ∫

[0,s]2
eΛ(C(u)∩C(v))θW (2)dudv <∞.

For all k ≥ 0 the integral
∫
[0,s]2

eΛ(C(u)∩C(v))θW (2)e
2ikπ

s
(u−v)dudv is non-negative

and if ∑
k≥0

∫
[0,s]2

eΛ(C(u)∩C(v))θW (2)e
2ikπ

s
(u−v)dudv <∞

then with probability one the restriction of µW to [0, s] is absolutely contin-
uous with respect to the Lebesgue measure, and its density is in L2([0, s]).
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Proof. i) Use Theorem 6.i).

ii) For k ∈ Z and µ ∈ {µW , µW,t; t ≥ 1} define ck,s(µ) =
∫

[0,s]
e

2iπ
s
xdµ(x).

By construction of µW and Lemma 4

ck,s(µW ) = lim
t→∞

ck,s(µW,t)

and

E(|ck,s(µW )|2) =

∫
[0,s]2

eΛ(C(u)∩C(v))θW (2)e
2ikπ

s
(u−v)dudv.

It follows that if the sum in the statement converges, then with probability
one
∑

k∈Z
|ck,s(µW )|2 is finite and we have the conclusion. �

Now let (W,W ′) be a random integrable vector in R
2
+. With a sequence

(Wk,n,W
′
k,n)k,n≥1 of independent copies of (W,W ′) chosen independently of

the Poisson point process S, one constructs simultaneously the measures µW
and µW ′ .

Theorem 11 i) Assume that Λ is invariant by translation in the spatial

direction and that Λ(C(0)) = ∞, that is if Λ = �⊗ ν,
∫ 1

0
yν(dy) = ∞.

If P(W = W ′) < 1 and P({µW �= 0 �= µW ′}) > 0 then almost surely,
conditionally on {µW �= 0 �= µW ′}, the measures µW and µW ′ are mutually
singular.

ii) Fix s > 0. If Λ(∪x∈[0,s]C(x)) <∞ then with probability one the measures
µW and µW ′ are absolutely continuous with respect to the Lebesgue measure
on [0, s].

Corollary 2 Assume hypotheses of Theorem 9.ii) and P(W = 1) < 1.
If Λ(C(0))=∞ then almost surely, conditionally on {µW �= 0}, dimµW=1

but µW and the Lebesgue measure are mutually singular.
If Λ(C(0)) < ∞ then µW is almost surely absolutely continuous with

respect to the Lebesgue measure.

Remark 8. P({µW �=0 �=µW ′}) > 0 holds for example when P({µV �=0}) > 0
for V ∈ {W,W ′} and W or W ′ is almost surely positive. Indeed, under the
condition P(W > 0) = 1, it is easily seen that {µW �= 0} is a tail event, so
P({µW �= 0}) = 1 if P({µW �= 0}) > 0.

Proof of Theorem 11. i) By the invariance property of Λ we can make the
study on the restriction of µW and µW ′ to [0, 1]. We estimate the Hellinger
distance between the probability measures µW/Z

(1) and µW ′/Z ′(1) condi-
tionally on {Z(1) = ‖µW‖ �= 0 �= ‖µW ′‖ = Z ′(1)} (this tool is also used in
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Liu and Rouault ([19]) to prove the mutual singularity of two multiplica-
tive measures on the boundary of a branching tree). By Theorem 2.5.21
of Dacunha-Castelle and Duflo ([9]), these measures are mutually singular
conditionally on {Z(1) �= 0 �= Z ′(1)} if and only if for some integer b ≥ 2,
conditionally on {Z(1) �= 0 �= Z ′(1)}

lim
n→∞

dn =
1√

Z(1)Z ′(1)

bn−1∑
k=0

√
µW

([ k
bn
,
k + 1

bn

[ )
µW ′
([ k
bn
,
k + 1

bn

[ )
= 0

(the Hellinger distance between µW/Z
(1) and µW ′/Z ′(1) is then 1− lim

n→∞
dn=1).

We only have to prove that limn→∞ E
(
dn
√
Z(1)Z ′(1) ) = 0, since the se-

quence dn, n ≥ 1, is non increasing .

Denote by I the interval [0, 1
bn

[ . By the invariance property of Λ,

E
(
dn
√
Z(1)Z ′(1) ) = bnE

(√
µW (I)µW ′(I)

)
and by using Proposition 3 and Lemma 1

E(
√
µW (I)µW ′(I))

b−ne−Λ(Cbn(0))E(W+W ′
2

−1)eΛ(T I)(E(
√
WW ′)−1)E(

√
Z1Z ′

1)

≤ E

(√
sup
I
QW,BI (x) sup

I
QW ′,BI (x)

)

By Lemma 1.ii)c), since δ2 < ∞, the right hand side of the inequality is
bounded independently of n by a constant K > 0. We saw in the proof of
Lemma 8 that Λ(T I) ≤ Λ(Cbn(0)). So

E(dn
√
Z(1)Z ′(1)) ≤ K E(

√
Z(1)Z ′(1)) eΛ(Cbn(0))[E(

√
WW ′)−E(W+W ′

2
)]

and the right hand side tends to 0. Indeed, Λ(Cbn(0)) tends to infinity
(Λ(C(0)) = ∞), the hypothesis P(W = W ′) < 1 implies

E(
√
WW ′ ) − E(

W +W ′

2
) < 0, and E(

√
Z(1)Z ′(1) )2 ≤ E(Z(1)) E(Z ′(1)) ≤ 1.

ii) Left to the reader. �

Remark 9. It is also possible to derive Theorem 11 from the theory devel-
oped in Fan ([11]).
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5. Limit Theorems for s �→ Z(s) when W ≥ 0

In this section we point out the following interesting fact: when Λ is invariant
by translation in the spatial direction and for every s ≥ 0 the r. v.’s Z(s) can
be interpreted a. s. as µW ([0, s]) for some r. v. W ≥ 0, the Z(s)’s are in fact
defined a. s. simultaneously. Then we give natural limit theorems for the
process with stationary increments s ≥ 0 �→ Z(s).

With the notations of Section 4.2 we assume that Λ is invariant by trans-
lation in the spatial direction, δ2 <∞ and W ≥ 0.

If {W,W ′} is a pair of non negative r. v.’s in L2, we define

σ2
W,W ′ = E

(∫
[0,1]2

eΛ(C(u)∩C(v))[E(WW ′)−E(W+W ′)+1]dudv
)
− 1.

It will be seen that σ2
W,W is always non negative and we write σW for its

square root.

The following results are of the strong law of large numbers and the law
of the iterated logarithm type for (Z(s))s≥0.

Theorem 12 Assume the hypotheses of Theorem 9.i) or 9.ii).

i) With probability one, the Z(s)’s, s ≥ 0, are defined simultaneously and the
function s �→ Z(s) is continuous and non decreasing.

Moreover the increments of (Z(s))s≥0 are stationary and

lim
s→∞

Z(s)

s
= 1.

ii) Assume that τW,δ2(2) < 0. Then σ2
W <∞ and with probability one,

lim sup
s→∞

|Z(s) − s|
(2s log log(s))1/2

≤
√

3σW .

Proof. i) It follows from the result on the logarithmic density of µW in
Theorem 9 that µW is almost surely continuous. This implies that almost
surely, for every s > 0, limt→∞ µW,t([0, s]) = µW ([0, s]). By definition of Z(s),
this yields almost surely the existence of all the Z(s)’s simultaneously, and
then s �→ Zs = µW ([0, s]) is continuous and non decreasing.

The property of the increments of (Z(s))s≥0 to be stationary is a direct
consequence of the invariance of Λ by horizontal translations.

The behavior of Z(s)/s will be a consequence of its continuous version in
Theorem 13.i).

ii) It is a consequence of the proof of Theorem 13.ii). �
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Theorem 12 possesses the following uniform version:

Theorem 13 Assume the hypotheses of Theorem 10.i) or 10.ii).

i) With probability one, the functions λ ∈ U �→ Z(s)(λ), s ≥ 0, are defined
simultaneously and Z(s)(λ)/s converges uniformly to 1 as s → ∞ on the
compact subsets of U .

ii) Fix a compact subinterval K of U and assume that pK = 2. Define
σ(K) = supλ∈K σW (λ) and Zs : λ ∈ K �→ Z(s)(λ) − s for s ≥ 0.

By construction K = {f ∈ C(K); f = E(ξZ1), ξ ∈ L2(Ω), E(ξ2) ≤ 1} is
defined, and with probability one

lim sup
s→∞

‖Zs‖∞
(2s log log(s))1/2

≤
√

3σ(K),

lim
s→∞

inf
f∈K

∥∥∥ Zs

(2s log log(s))1/2
−

√
3f
∥∥∥
∞

= 0.

Consequently, the set of the cluster points of the family (Zs/(2s log log(s))
1
2)s≥0

in the space (C(K), ‖ ‖∞), as s tends to ∞, is contained in the set
√

3K =
{√3f ; f ∈ K} (‖f‖∞ denotes supλ∈K |f(λ|).
Proof. i) The fact that the functions are defined simultaneously is a con-
sequence of Theorem 10 and the arguments in the proof of Theorem 12.

We give an elementary proof of the uniform behavior of Z(s)/s, but the
reader can also use the version of the strong law of large numbers for Ba-
nach space valued random variables in Ledoux and Talagrand ([18, Corol-
lary 7.10]).

As each function s �→ Z(s)(λ) is non decreasing, it is enough to show

that for every compact subinterval K of U , limm→∞ supλ∈K |Z(3m)(λ)
3m

−1| = 0
with probability one (m belongs to N).

Fix such a K. Then for m ≥ 0, λ ∈ K and i ∈ {0, 1, 2} define

Y i
m(λ) = Z(3m+i+1)(λ) − Z(3m+i)(λ).

For each i ∈ {0, 1, 2}, the sets T[3m+i,3m+i+1], m ≥ 0, are mutually non
overlapping. By using the independence between r. v.’s and the proof of The-
orem 8, we see that the sequence (λ ∈ K �→ Sim(λ) = 1

m

∑m−1
k=0 Y

i
k (λ))m≥1 is

a bounded martingale in W1,pK (int(K)), which converges in W1,pK (int(K)),
almost surely and in LpK norm.

Moreover the λ ∈ K �→ Sim(λ)’s are continuous (by hypothesis), so they
converge almost surely uniformly on K.

Now, for each λ ∈ K, the increments Z(3m+i+1)(λ) − Z(3m+i)(λ), m ≥ 0,
are non-negative independent and identically distributed r. v.’s with mean 1,
so the strong law of large numbers yields almost surely limm→∞ Sim(λ) = 1.
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It follows from this that almost surely the function limm→∞(λ ∈ K �→
Sim(λ)) is equal to 1 on a dense countable subset of K, and so it is identically
equal to 1 since it is continuous.

Thus, almost surely, limm→∞ supλ∈K |Sim(λ) − 1| = 0. As for m ≥ 1,
Z(3m)(λ)

3m
− 1 = 1

3

∑2
i=0(S

i
m(λ) − 1), we get the conclusion.

ii) We shall apply an abstract result (Theorem 8.11 in Ledoux and Tala-
grand [18]) on the law of the iterated logarithm for Banach spaces valued
random variables.

By Theorems 6.iii) and 8, pK = 2 implies that E([Z(1)(λ)]2) < ∞ for
every λ ∈ K. Then a computation similar to the one in the proof of Lemma 4
yields

E[(Z(1)(λ) − 1)(Z(1)(λ′) − 1)] = E[Z(1)(λ)Z1(λ
′)] = σ2

W (λ),W (λ′)

for every (λ, λ′) ∈ K2. This implies that

sup
ν∈C(K)′,‖ν‖≤1

E

[(∫
K

Z1(λ)ν(dλ)

)2 ]
= sup

ν∈C(K)′,‖ν‖≤1

∫
K2

E[Z1(λ)Z1(λ
′)]ν(dλ)ν(dλ′) = σ2(K).

Moreover, by Theorem 8, Z1 is of finite H1 = W1,2(int(K)) norm, so

(5.1) E[‖Z1‖2
H1/ log log(max(3, ‖Z1‖H1))] <∞.

As the space H1 is of type 2, by Lemma 8.7 of Ledoux and Talagrand ([18])
(applied with X = Z1 in the separable Banach space H1), with the notations

of the proof of i) this implies that for i ∈ {0, 1, 2},
∑m−1

k=0 Y i
k (λ)−m

(2m log log(m))1/2 tends to 0

in probability in H1 as m tends to ∞.

Moreover, as ‖ ‖∞ is controlled by ‖ ‖H1 for the functions considered here,
the previous convergence in probability holds in (C(K), ‖ ‖∞), (5.1) holds
also with ‖ ‖∞ instead of ‖ ‖H1 , and E(‖Z1‖2

∞) < ∞, allowing to define the
set K.

Now for every i ∈ {0, 1, 2} define the following sequence of independent
copies of Z1

(Y i
m : λ ∈ K �→ Y i

m(λ) − 1)m≥0.

By Theorem 8.11 of Ledoux and Talagrand ([18]), almost surely, for every
i ∈ {0, 1, 2}

lim sup
m→∞

‖∑m−1
k=0 Y i

k‖∞
(2m log log(m))1/2

= σ(K),

lim
m→∞

inf
f∈K

‖
∑m−1

k=0 Y i
k

(2m log log(m))1/2
− f‖∞ = 0,
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and the set of the cluster points of the family
( ∑m−1

k=0 Yi
k

(2m log log(m))1/2

)
m≥0

in C(K),

as m tends to ∞, is equal to K.

The conclusion comes from the equality Z3m =
∑

i∈{0,1,2}
∑m−1

k=0 Y i
k and

the fact that the mappings s ≥ 0 �→ Z(s)(λ) are non decreasing. �
Remark 10. The covariance structure of the r. v. Z1 is the following: if ν
and ν ′ are two measures in C(K)′, then

E

([ ∫
K

Z1(λ)ν(dλ)
][ ∫

K

Z1(λ)ν ′(dλ)
])

=

∫
K2

σ2
W (λ),W (λ′)ν(dλ)ν ′(dλ′).
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