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1. Introduction

The index theorems for classical elliptic complexes, i.e., de Rham, signature,
spin and Dolbeault complexes, are typical and substantial examples of the
Atiyah-Singer index theorem. Restricting to these classical complexes, the
heat equation method, which was first proposed by McKean-Singer [12] for the
de Rham complex and was accomplished by Patodi [13], is nowadays well-
known. This approach is based on the identity between the index and the
alternating sum of traces, sometimes called supertrace, of heat kernels. So the
problem is reduced to obtain the asymptotic expansion of the heat kernel. For
this, Patodi [13], [14] used the parametrix and then, Gilkey [6] (cf. also, Atiyah-
Bott-Patodi [2]) used the invariance theory and many researches followed.

Recently, J.-M. Bismut discussed this problem by using the stochastic
analysis, especially the Malliavin calculus. He computed the index theorem for
the twisted spin complex and his method is based on the splitting of the Wiener
space and the pinned Wiener process. Then S. Watanabe compu‘ed the index
theorem for the de Rham and the signature complexes ([9]) by a method some-
what different from Bismut’s: He expressed the fundamental solution explicitly
by using the composition of the Dirac delta function and the Brownian motion
on a manifold, which is a typical generalized Wiener functional. Then he
applied a theory of asymptotic expansion for generalized Wiener functionals, as
developped in [9], [16], to obtain an asymptotic expansion of the fundamental
solution. This method has an advantage that a formal Taylor expansion is
applicable. In this paper, following Watanabe’s method, we give a probabilistic
proof of the Riemann-Roch theorem, i.e., the computation of the index of Dolbeault
complex with coefficients in a holomorphic vector bundle V':

By: T=(A*(M)®V) > T=(A>"(M)QV)

where M is a compact Kihler manifold, A»*(M) and A%~ (M) are spaces of
complex differential forms of degree (0, even) and (0, odd) respectively, V is a
holomorphic vector bundle and 0 is the usual 9-operator obtained by a
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decomposition of the exterior differential d: d=08-+0 (see the section 2 for precise
definitions). Although the Riemann-Roch theorem is valid for any compact
almost complex manifold, we restrict ourselves to the compact Kihler manifold
because the local theorem is true only for Kiahler manifold (cf. Gilkey [6], Re-
mark 3.6.1). This theorem was first proved in heat equation method by Patodi
[14].

Here is an outline of our approach. First we construct the fundamental
solution of —g—t—A@, where Ajy=—(3,+0%)®. For this, we apply the Feynman-

Kac formula to treat the term of multiplication operator appearing in a
Weitzenbock type formula. Then we can obtain the fundamental solution
explicitly by a generalized Wiener functional expectation. Secondly in order to
calculate the index, we must obtain a cancellation of the supertrace of this
fundamental solution and the Berezin formula is a main algebraic tool. This
combined with the asymptotic expansion of generalized Wiener functional,
enable us to obtain a cancellation at the level of functional before taking expecta-
tion, thereby compute the index.

Finally we explain the construction of this paper. In the section 2, we
give a Weitzenbock type formula which is essential in constructing the funda-
mental solution. In the section 3, we express the fundamental solution by a
generalized Wiener functional integration. In the section 4, we obtain the
Berezin formula for the supertrace of Dolbeault complex. In the section 5,
we give the proof of the index theorem.

2. Weitzenbock type formula

To fix notations, let us review the Kihler geometry. Let (M, g) be a com-
pact Kihler manifold of complex dimension # and (V, %) be a holomorphic
Hermitian vector bundle over M of fiber dimension k. We denote by I'*(V)
the set of all C* sections of V. We use this notation for any vector bundle.
Let (2! ---,2") be a local holomorphic coordinate system for M and T°M=
TM®C be the complexification of the real tangent bundle 7M. Writing 2=
x' 1y, set

o _ L(i_ii) 8 _ L(iJrii)
0z 2 \ox' 9y'/’ 8z 2 \ow 0y /)~
Then T°M can be decomposed as follows;
T°M=TM®BT"M

where

n n

T'M = spang {i}

"M — _6_}
9z )i-1’ T M—spanc{a?_ﬂ. j=1
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Moreover, set

dz) = dx'+-idy’ , d7F = dx'—idy’

AY(M) = spang{dzi}j.., A*(M) = spanc{dZ’}}.,.
Then also it holds that

AMM) = (T"MY*, A(M) = (T"M)* .

We set,

APe(M) = AHAM(M))Q@AYAM(M)) ,

AS(M) = DA™(M),

A (M)y= S A™(M), A*> (M) =, D A»(M).

g :even :odd

We decompose the exterior derivative d as d=98--0 where
8: T=(A(M)) > T=(A**<(M)) ,
3: T=(A?9(M)) — T=(A»*(M)) .
We extend 9 to complex differential forms with coefficient V" as follows;
By: T=(AM(M) @ V) — T=(A*+(M)@V)
by
(2.1) 3y(0®s) = Jo®s

where s is a local holomorphic section of V. This forms an elliptic complex
called twisted Dolbeault complex.

Take a local holomorphic section {s,, s, ***, $;} of V. We assume that the
Riemannian metric g is extended to 7°M as a Hermitian inner product, i.e.,
complex linear in the first variable and conjugate linear in the second variable
(be careful that in some literature, e.g., Kobayashi-Nomizu [10], g is to be com-
plex bilinear). We set

0 0 o 0
en=2 (g om) =€)

Further we can introduce a metric on the cotangent bundle which is naturally
defined from g. We also denote it by g and set

gt = g(d<, dz"), g™ = g(d#,dz").

Then (g’*) is an inverse matrix of (g;;) in the sense that g;; g**=8% where 8! is the
Kronecker delta: 8%=1 for j=k and 84=0 for j==k. Here and after we abbrevi-
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ate the summation sign for repeated indices. Similarly, taking a local
holomorphic section {s, s,, **+, s,} of V, we set

hag = (4, $p) »
and let (h*?) be an inverse matrix in the sense that
hog B?® = 87 .
Let VY be a connection on ¥ such that
(unitary) R(VE Sar S8)+h(50r V5% 55) = X (s, 55)

for VXer=(T°M),
(holomorphic) Vks= 0 for a holomorphic section s of ¥ and X&T'*(T"M).

Such a connection exists uniquely and we call it the canonical connection on
V. With respect to this connection, we have the following formulas for the
covariant differentiation;

V;’ Sa (: V‘;lbz" sa) = l?a Sg» VK, Sa (= Vglbﬂ s&) =0 ’

where

0
I‘L = h.ﬂ/i h#Y <hu‘7/i = 5; hav) .

T'M is a holomorphic vector bundle. So let V¥ be the canonical connection
on T'M. 'Then we have similarly

2ol vl

M
Vi 02"’ 7 ozt

where
T = g 87 -
We extend V¥ to T°M and A**(M) as usual. Then we have the following;

0 0 =~ 0
o= VigE g

V¥dz* =vydz*=0, Vv¥dz"= —T1};dz.

v VY dgh = —T% ds',

(cf. Kobayashi-Nomizu [10], II, Chapter IX). We note that the above con-
nection coincides with the Levi-Civita connection, since g is a Kihler metric.

Let 3%: T (A*(M)QV—->T=(A""Y(M)QV) be the formal adjoint of 3y,
ie.,
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SM(H,,@, 2) dvol=SM (@, ) dvol  for w, nET=(A"*M)QV).

Let Ay =—(dy+9%)* be the associated Laplacian of this complex. We shall get
the Weitzenbock type formula for Aj to solve the heat equation for Aj. Let
V=V¥*Q®1,+ 14044 @V" be a connection on A**(M)QV. Let ext(dz’): A*?
(M)— A%**Y(M) be defined by exterior multiplication, i.e.,

ext(dZ)o =dF Ao for oA (M).
Let int(d2?): A»?(M)—A**~}(M) be defined by interior multiplication, i.e.,
int(dz?) dz* = g(dz*, d7’).

In other words, int(dz’) is the dual operator of ext(dz’). Using these notations,
we put

(04-0*)y = (ext(d?’) V;—int(d2) V) .
Lemma 2.1. We have the following identity ;
(2.2) (B+0%), = B,+3% .

Proof. (cf. Gilkey [6], p. 149) Both (6+3*), and 9,-+0% are invariantly
defined first order differetial operators whose leading symbols coincide each
other and whose 0-th order symbols are linear in the 1-jets of the metric. For
each point, we can take a holomorphic coordinate and a holomorphic frame such
that the 1-jets of the metric vanish at the point (cf. Gilkey [6], Lemma 3.7.1
and Lemma 3.7.2). Therefore (3-8%),=0,-10%. O

Next, let us define the curvature transformation as follows;
RV(X,Y)= [V% V¥]—V{x,y; on T(V) for X, Yer=(T°M),

where [X, Y]=XY—YX. This is valid for any vector bundle. Further we
define the curvature tensors as follows;

RT'M< 8 6) 9 =R"»,3i

02°" 87/ 8z* 92"’
vyl @ 0 0 i 0
RT M( Y Acg "’“zRa-c‘ ’
02 a§d> 0z, b 9z°
0 0 @
RY (67, 5.‘.?) Sg = L Bcd So +

Then, it holds that

a = @
RY3= —Thua, Rz:=T&,, Lpa= —Ilea,
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and

RA™n (56-;, 52;) dz* = —R%;d? .
2

For an nX n complex matrix K=(K";), we define the derivation extension D[K]
€End(A%*(M)) as follows;
D[K] (55 A+ NdF9) = SV dFIN - AKIrodZ A - AdFs .
r=1

Then

RAY 00 (i,ﬁ_ = —D[R%z;].
0z° 82‘> [R#=a]

Let Q7™ be a curvature form on 7’M and QY be a curvature form on V with
respect to the canonical connection. Then it holds that

QT’M ab — Rabn? dz’/\dé" , QV ’p — LchZ dz‘/\dé‘ .
Now we can state the Weitzenbdck type formula as follows;
Theorem 2.2. It holds that

Ay =2 g7, Vit gV Vit DIg"Rex1@ 1y

(2.3) 1 .
L fine(ds), ext @@L 5 .

Proof. Take any 2,&M and fix it. Since g is a Kihler metric, we can
take a holomorphic coordinate and a holomorphic frame near 2, so that

(24) gin(20) = S, &mn(%) = &inn(20) = 0,
(2.5) hap(zo) = Oup » hup/:(zo) = hwﬁll(zo) =0,
(cf. Gilkey [6], Lemma 3.7.1. and Lemma 3.7.2.). Then we have

(2.6) ext(dz’) int(dz*)+int (d=z"*) ext(dZ’) = §;,,
(2.7) ext(dz’) ext(dz")+ext(dz") ext(dz’) =0,
(2.8) int(dz’) int(dz*")+int (de*) int (dz’) = 0 .

Here every term is evaluated at 2,. 'This is valid throughout the proof. Hence,

(0+0%)} = ext(dZ’) Vj ext(dz*) Vz—ext(d?’) V; int(d2*) V,
—int(d2’) V; ext(dz") Vz+int(dz?) V; int (dz*) V,
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= ext(d?’) {ext(Vj dz*)-+ext(dz*) V;} V;
—ext(d?’) {int(V; dz*)+int(dz*) V3} V,
—int(dz’) {ext(V; dz*)+-ext(dz") V;} V;
Fint(de?) {int(V, de*)+int(dz") V} V,

= ext(d?’) ext(dz") V;V;—ext(dZ’) int(dz*) V;V,
—int(dz?) ext(dz") V,;V;+int(d2’) int (dz*) V,;V,
(since T (2,) = 0)

— % ext (d2) ext(dz") (V;V5—V3V3)

— {int (d2’) ext(d?") V ;V;+ext(dz") int(d2’) V3V ;}
+% int(d2) int (d2*) (V,V,— V,V,) .
Since the connection is canonical, it holds that
VVi—V,V; =0, V;V;—V;V;=0.

Hence we have

(0+9*)} = — {int(d?’) ext(dZ") V,;V;+ext(dz") int(d=z’) V;V,} .

Therefore, using (2.6), we get

(0+3*)% = —V,;V;+-ext(dz") int(d2’) (V,;V5—V3V;),
and

(B-+3%} = —V;V,—int(d2’) ext(d2") (V,V;— Vi)
Averaging these,

@+3% = —Lv,v,— L

2 2
1 . ; =h 0, % 6 8
— [int(d2’), ext(dz*)] RA"" &V (@' 6?"—) .

ViV,

On the other hand,

Ravraney (0 i)
0z’ 92"

_ Ao'*(M) _Q_ _g_ 6 a )
=m0 (0, S et t Loman® R (2,

= —D[R*:5]®@1y+1p04un QL 5 .

Hence by Lemma 2.1,

765
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Ay = —(8y+0%) = —(0+0%)}
1 1

_% [int (dz’), ext(d2*)] D[R*:5]®1y
+% [int (d2’), ext(dZ")]@ L'z .

This is valid even for non K#hler complex manifold.
Further by uisng (2.6), we have
[int(d2?), ext(dz*)] D[R%:j]
= —R%; {int(d2’) ext(dz")—ext(dz") int (dz’)} ext(dZ®) int(dz®)
= R%,j ext(dz’) int(dz®)
-2 % R%; ;3 int(dz’) ext (d2*) ext (d2?) int (dz°) .

By Kihler condition, V¥ is torsion free, i.e., I'f;=I"%, and hence R”_,-,j,;=R”_;,-3.
Moreover by noting (2.7), we get,

[int (d2’), ext(dz")] D[R*:;]
= —R%;; ext(dz") int(dz°) .
Thus we have

1
2
[int (d2’), ext (d2")]QL". 5 ,

Ay = —V,;Vi+ V;V,-—i-%D[R"?;z]@lv

— &V, Vit g™ ViVt DI Reczl@1y

+[int (d2?), ext(dz*)]QL". 5,

which completes the proof. []

3. A heat equation for A,

In this section, we shall obtain the fundamental solution of the following
heat equation on A**(M)QV:

. % t,2) = Ab u(t,z), >0,
lim,i)o u(t, w) = E(R)eT(A"*(M)QV).

Let U(M) be the unitary frame bundle of 7'M. Let (C")’, (C")” and
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A?%(C") be the canonical fiber of 7'M, T”M and A*%(M), respectively. Let
{8;}7-1 be a canonical basis of (C")" and {§;}}.. be the conjugate basis. Let
{8’} and {&’} be the dual and conjugate dual basis, respectively. We introduce
the following representations p: U(rn)— U((C")’) and p: U(n)— U(A™*(C")) by
p(u) 8}' = u?' 8h ’
ﬁ(u) 3!'1/\... /\sj1 = u’;i P RYA /\uifz She , UE U(n) R

where U(n) is the unitary group of degree n. Then
T'M = UM)X,(C", A**M)= UDM)xsA"*C").

Similarly, let U(V) be the unitary frame bundle of V, {b,}4., be the canonical
basis of C*, C* being the canonical fiber of V, and introduce the following repre-
sentation ¢ : U(k)— U(C*) by

o(u) b, = ul by .
Then V can be represented as an associated vector bundle by this representation:
V=UWV)XC"t.

Let UM)+ U(V) be the U(n) x U(k) principal fiber bundle whose base is M and
fiber at €M is U,(M)xX U/(V). Let o™ be the connection form on U(M)
for V¥ and " be the connection form on U(V) for V. Then w=0"@Pw’ T~
(T*U M)+ U((V))QU(n)PU(k))) is the connection form on U(M)+ U (V) for
V where (%) is the Lie algebla of U(n). We extend w and the differential of
projection 74 to be complex linear:

o' T(UM)+UV)) > LmSUHF)SC,
i T(UM)+UWV))— T°M .
We define the complex canonical horizontal vector fields L,, -+, L,eT*(T°(U
(M)+U(TV))) so that
(wc’ Li) (r)= 0, =% Li(r) = €j,

(3.2) for r=(z,60)€UM)+UV).

Here z€M, e=[e, +*+, ¢,] is a unitary frame at T/M and v=[v,, -+, 1] is a
unitary frame at V,. For £€T*(A"*(M)QV), we define the scalarization F:
UM)+U(V)—>A"*(C"QC* by Fe(r)=r"*E(=(r)). Here we regard re U(M)
+U(V) as a vector space isomorphism r: A*(C")QC*—AP*(M)QV, (cf.
Kobayashi-Nomizu [10], Proposition 5.4).

Lemma 3.1. For any E€T*(A"*(M)QV), it holds that
(3.3) ngfivjv;g(r) - leiFs(r) )
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(3.4‘) Feihv;vhg(r) = L,L,FE (r) .

Proof. We decompose L; to the real and the imaginary parts and do the
same proof as in the real case. [J

We introduce a local coordinate to U(M)+U(V). For r=(z, e, v), we de-
note the components of e=[e,, -+, ¢,] and v=[v,, -++, 73], as follows;

j 0
ehzeig, ‘Z}pzva

Sy -

™

Denoting by ﬁE;,;(r) the scalarization of R%,;, we have

RT”M(e” Ed) Eb = -kil—wi(r ) En ’

Risi(r) = (73 2 e & Rig(s) -
Similarly denoting by L% ;(r) the scalarization of L% ;:

RY(e,, ;) vg = L®3(r) vs,
L2a(r) = (0793 03 ¢} & L75(2) .

The following lemma is straightforward from the definition.

Lemma 3.2. For any EET=(A**(M)QV), it holds that
(3.5) Foteh gz momn(r) = (D[R*:(N]®1c) Fy(r) ,
(3.6)  Flinttash exttashior-pe(r) = ([int(8’), ext (§")]QL’.;i(r)) Fe(r) ,
where the definition of D is extended to the basis {8'}.

From Theorem 2.2, Lemma 3.1 and Lemma 3.2, we have

Fager) = (5 LiLit o LLi++ D[R (M]1@1a
3.7) +% [int(57), ext (3] QL. ,.,(r)) F
=: AF(r).

Now we consider the following initial value problem of a heat equation on
U(M)+U(V) taking values in A>*(C")QC*;

14 _
(3.8) j o BN =4V, >0,
( limy,o V (2, r') = Fg(r) .

rrr
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Let (%'(2), «++, #"(2), ¥(2), =+, ¥"(?)) be an R*-valued Brownian motion and
set

0 = Y =t .

2(t)=(2'(t), *-+, 2"(#)) is called an n-dimenitonal complex Brownian motion. We
consider the following stochastic differential equation (SDE) in the form of the
Stratonovich differentials;

(3.9) { dr, = Ly{r,)ods(t)+ L,(r,)od#/(s) ,

. ry=r,

and we denote the solution of the SDE by
(r@,r,2)=(Z(@Er,2),e(,r1,2),00r1,2).

The meaning of (3.9) is as follows; we say that r; is a solution of (3.9) if it is
a U(M)+U(V)-valued continuous semimartingale in the sense that, for every
FeC=(UM)+U(V)), F(r,) is a continuous semimartingale and satisfies

t . t ;
F(r)—F(r)= So (L;F) ("s)°dz’(3)+so (L;F) (r,)od?/(s) -
So we can rewrite the SDE (3.9) in the real form as follows;

{drt = V2 ReLy(r,)odxi—~/Z ImL(r,)odyi .

ry=r.
Then (r(¢, r, 2)) is a diffusion process whose generator is
31 {(ReL -+ (ImL )} = % L,-L,-—|—% LL,.

We define the End(A%*(C")QC*)-valued process M(t, r(-,r, 2)) by the solu-
tion of the following differential equation;

a) _
(3.10) = MOJEEr ),
M©O)=1,

where

J) =% D[Rr.-,,(r)]@lcwr% [int(8"), ext(5*)]@L" ;(r) .
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Lemma 3.3. The unique solution of (3.7) is given by
(3.11) Vt,ry=E[M(t,r(-,r1,2)) Fe(r,r,=2)].
Proof. By the Ito formula, for
B(t, r)€T([0, o) X (UM)+U(V)) = A**(C")®C"),
Mt r(-,r,2)B(tr(.,r 2)—B(0,7r)
— {, 26) -2 Bs, r(o) ds+ [ 1(9) LiBs, 7(9) s

(3.12) +$: M(s) L;B(s, r(S)) d#/(s)

+{ M) 3 W LALL) B r) ds

t
+{ 416) Jer (5,7, 2) Bls, (o) s
Using this formula we can complete the proof (cf. Ikeda-Watanabe [8] Chapter
v,83). O
For Ver~(UM)+UV)—>A**(C"QC*, V is called U(n)xU(k)-

equivariant if
A1) 'Qc (v)" WV (r) = V(Runr) for ueU(m) and veU(k),

where Ry, , is the right action by (4, v)€ U(n) x U(k) on UM)+U(V). Then
there exists ET(A"*(M)Q V) such that Fy=V if and only if V is U(n) X U(k)-
equivariant.

Lemma 3.4. V(¢ r) is U(n)x U(k)-equivariant for each t where
Vi, r)= E[M(t,r(-,r, 2) F(r(tr,2)].

Proof. We fix a u€U(n) and a veU(k). It is easy to see that
R, »r (2, 1, 2) satisfies the following SDE;

r(O) = R(u,v) r,
dr(t) = (Run)x L;(r(2))odzi(t)+(Re,.n)x L1 (2))od7(t)
= Ly(r(#))odu2)/(t)+L;(r(t)odu ) () .

By the uniqueness of the solution of the SDE, we have
(3.13) r(t, Rynr,u™'2) =Ry ,r(tr, 2).
On the other hand, by the definition of the scalarization we have

SR 1) p) @0 (v) ™ = ()" ' @0 (2) J (1) -
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By the uniqueness of the solution of an initial value problem of an ordinary
differential equation, we have

M(t’ R(u,v) r( 7T, z)) ﬁ(u)—1®a' (,0)—1
=) 'Qo(v)'M(t, r(-, 1, 2)).
Then by using the U(n)-invariance of a complex Brownian motion,
V(t, Ry 7)

= E[M(,7r(+, Ry 1, u7'2)) Fe(r(t, Ry 1, u™'z))]

(3.15) — E[M(t, r(+, Ry T #) b(6)" @ (0) Fi(r(t, 7, 2))]
= E[p(u)"'Qa(v) "M (t, (¢, 1, 2)) Fy(r (¢, 1, 2))]
= p(1) ' Qo () V(t, 1),

which completes the proof. []

(3.14)

Thus the unique solution of the heat equation (3.1) is given by
(3.16) u(t,2) =E[rM(t,r(-,r,2)r(t, r,2) E(Z(, 1, 2))].

Then the fundamental solution of the heat equation (3.1) is expressed formally
as follows;

(3.17) e(t,z,w)=E[rM(t,r(-,r,2)r(,r, z)“ls,, Z@,r,2)],

where z(r)==z, 3,,:8,,/ |det(g;z)| and 8, is the Dirac delta function at w. But
8,(Z(t,r, 2)) is not a usual Wiener functional. It is a kind of distribution on

the Wiener space W§" as an element of a Sobolev class D~==U N D;* and the
>0 p>1

meaning of the expectation in (3.17) is a generalized expectation in the sence of
the pairing;

BEnd@o*an@ry b TME) 1(8) ™ 8/ Z(1)> f-=®naar*an@V)) *

For details of an analysis on the Wiener space, Sobolev spaces of generalized
Wiener functionals and generalized expectations in particular, we refer to [9]
and [16].

Next we will give a local expression of the SDE (3.9). Let C(M) be the
complex frame bundle for M and C(V) be that of V. We extend o to the
connection form on C(M) and " to that on C(V). As before, we extend these
to be complex linear:

o¥: T°C(M) — gl(n, C),
o TC(V) — gl(k, C),

where gl(n, C) is the Lie algebra of the complex general group GL(n, C). We
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define the restriction of ¥ to T'C(M) by of. Similarly we denote the
restriction of w¥ to 7'C(V) by »f. Then we have the following lemma.

Lemma 3.5. We can express o} and of locally as follows :
(3.18) ot %y = (e7Y)¢ (def+T%, ef d27) ,
(3.19) of % = (v7)2 (dol -1y 03 de) .

Proof. The proof is similar to that in the real case (cf. Kobayashi-Nomizu
[10], p. 142, Proposition 7.3), so we omit it. []

Then for the connection form on C(M)+C(V), we have

(wzleh) 0 :I

3.20 =
(320) o [ ) ot

B [ ((e7)] (des+T gy eh dz%)) 0 :|

N 0 (@5 (dof+11y o dz) |
By considering the condition (3.2), we see the following expression for L;:

6 S o, 6 e _u 6

(3.21) i e? 6?—1155 e €; Egg__ls' V¢ € @ .

By taking conjugate,

- 6 -5 =7 a 7. e =y 6
(3.22) i = eg a—é};—r;’s €é; ej ﬁ—lf}aﬂi ej'a—‘vg.

Now we can express the SDE (3.9) locally. Since 2/eC~(C(M)+C(V)—C)
is holomorphic, we have

2i(r(t))—2i(r) = S: ei(s)odz"(s) .

Similary, since e§ and v are also holomorphic,
¢ :
ellr () —el(r) = | T2 ei(s) eis)d=1(s)

o3(r (£)—o5(r) = | TA(Z(5) 03(6) e5()ods ()

Thus we have the following SDE:
dZi(t) = ef(t)od2"(z) ,
deq(t) = —T7.(Z(2)) ex(2) €5(t)od=’(?)

= —T7(Z(1)) ex(t)odZ"(2)
doi(t) = —I2(Z (1)) w3() ei(t)ed (2
—L7(Z(2)) vp(2)odZ’(2) ,
Z3(0) = 2/, €5(0) = e}, v3(0) = 5.

(3.23)

I
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This form is exactly the same as in a real case (cf. Ikeda-Watanabe [8]).

4. Berezin formulas

To prove the index theorem we must study a supertrace. Berezin formulas
provide us a very powerfull algebraic methods to discuss it, cf. Cycon et al. [5]
§12.2.

We consider on A%¥(C"). Setting,

(4.1) (@)*: =ext(¥F), d:=int(&) (=1, n).

then it holds that

(42) {(‘f")*(a")“r(a")'*(a”)".‘ — dattatal = 0,
@/ (@)*+(a")*al = &*.
Moreover, setting,
(+3) Vi=(@)F—dl, 9:=i(@)+d),
it holds that
44) iyl o = 28 (j,h =1, e, 2n, yitr =49).

Thus End (A%*(C")) is a Clifford algebla generated by %, -+, ", 9%, ==+, 9". For
K={1<)k<---<ky(<n)} and L={(1<) [;<--- < (<m)}, we set
VK — oyhtecyks L — dldle
Then we have
dim A%*(C") =2" if K=L=¢,
4.5 tr poxon KLy =
(45 tramon (799 = [  Keaores,

(cf. Cycon et al. [5] (12.18) and also Atiyah-Bott [1], Proposition 8.28). From
this we have

2" if (K,L)=(K',L"),

0 if (K,L)=+(K',L".

By noting that #{vX $X} =(2")*=dim End(A%*(C")), {¥X 9%} is an orthogonal
basis of End (A%*(C")) with respect to the Hilbert-Schmidt inner product. So
for any A€End(A”*(C")), we can express it uniquely as

“4.7) 4 =3 Crr(4) 79" (Cxt(AHEC).

(46)  tryson (YK AH(E 97)) = {

Then the Berezin formula is as follows:
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(4.8) trpoxem (A) = 2" Cyp (4) .
We define (—1)F €End (A%*(C")) by
(—)o,=(—10w, for o,eA™(C").
Then we have the following:
Lemma 4.1. (—1)F is expressed by {vX 9L} as follows;
(4.9) (—DF ="l 9",
Proof. By (4.3), we get
PPy = (@) e (@)F)e (@) ().
Then for 1€A%(C"),
7Py § 1 = (@) (—a (@) = (i) 1.
So (4.9) holds on A*°(C"). Futhermore by (4.4),
VP = —t Pl Py,
Yt Pl P = — gt Ply" G g7,
and hence by noting (a’)*=(y/—9%)/2,
(@) ey §* = — 1 ey ()"
Therefore we have
o Pleesy™ 9P FAA oo ATID = 7t Plecy” 9 (@ir)¥ene(al)* 1

— (—l)ﬁ(afx)*---(aip)* ey 9 1
= (=) (—1)? F1A - AF2,
which completes the proof. [J
Thus for A=End (A%*(C")) such that A(A**(C"))c A>*(C"),

trpor(em A—trpo-(gn A = trpoxen (—1)74)

(4.10) = (—2)" Cuit .nt(4) -

The supertrace that we must consider to prove the index theorem is the
following:

T[C] = trpo+emecHC)—tran-(emectC) ,
(4.11) for C<End(A**(C")QC*) such that
C(A*(C)RCH T A**(C")QC* .
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With respect to this supertrace we have the following;

T[AQB] = (—2i)" Cut .uit)(4) trex(B)
(4.12) for A€End(A%*(C") such that A(A**(C"))CA**(C")
and B€End(C*).

On the other hand, it holds that

(4.13) D[M] = ——M (7' —if") (9 +i97) ,

(4.14) [int (&), ext(8")] = --7 (VY 4-i7) (Y —iph)— &% .

They are order 2 with respect to ¥ and 9. Then we have the following two

lemmas for calculating the supertrace 7.

Lemma 4.2, (Cancellation lemma)

Let M®, oo, MWD N® ... N@ be nxn complex matrices and a®, -, a®,
B, o, BN, be kxk complex matrices. Let C,&End(A"*(C")QC*), 4,€End
(A>*(C")), and B,=End(C*) as

C, = (D[MD®1c++[int(§), ext(5*)]Qa™)
o (D[MP)Q1cr+[int (&), ext(")]@a?),
A, = D[N®]-..D[N@],
B, = BW...8¢
Then it holds that
(4.15) T[CyA4,8B,)] =0 if ptg<n.

Proof. C,(4,®B,) is order 2p+2q with respect to v and 9. So by
(4.12), (4.15) holds immediately. [

Lemma 4.3. Assume p+q=n. Let M, N® ... N@ be nXn complex
matrices and o'.;, be kX k complex matrices and we define AEnd(A**(C")@C*)

by
4= (% DIMI® 1ck+% [int (37), ext (s")]@a'.,.,,)’
X(D[N®]---D[N®]|®1¢#) .
Then the following identity holds ;
T[A] d* Ady* A «+- Ndx" Ndy"

4.16 N
(+16) — (L) ;,“)m——)—tr((a i 42 AdZP)NO=O)
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/\(_;. Mz )
AN®; dZi Adz A - AN@'e5 dzh Adz’
Proof. We note that 4 can be expressed by 7/ and 4/ as follows,
A= (=g My —i8) (7 +i9) @ Lo+ (' +it)) (v i) 28,
®ctn) (1= N0 (rh—ifh) (vt -

{——p N ghe—ie) (et} @11 )

Then by using (4.12) we have

s, 1 . .
T[A] ( > 020 ;"—('-f—'c—)" I'(a 'jlhl.“a 'jﬁ-chﬁ—c)
Cith oty [(Y1H3971) (71— 1941 oo (P 2-c-1970-c)
(Pt (L= 1)
(N5 (ophs— i) (y"s4ia) o
N(Q)“qzq(,ybq__i&b,) (')’“‘i—l—f?“ﬂ))] )

Since the 2n-th order part of the Clifford algebra and the 2z-th order part of
the exterior algebla are isomorphic, we have

T[A] dx* Ady* N\« Adx" Ady"

= (3) Bk (@ @ idy) A @t iy o-2)

A (% M a5 —idy*) A (dx'—}-idy'))

AN®%; (dxb—idys) \ (dx"1-+idy®s)

A+« N (dxbe—idy*) A\ (dxe+-idy*)
which completes the proof. []

5. Riemann-Roch theorem

In this section we will prove the Riemann-Roch theorem. For the com-
plex (2.1), we define the cohomology H*(V) by

(5.1) HYV) = Ker8,/Im3, on T (A(M)QV).

Since the complex (2.1) is elliptic, dim H*(V) is finite. So we define the index
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of the complex (2.1) by
(5.2) Ind (3y) = ; (—1)? dim HY(V).

Then the Riemann-Roch theorem can be stated as follows;

Theorem 5.1. The index of the twisted Dolbeault complex, denoted by
Ind(3y), can be expressed in terms of ch(V) and Td(T'M) as follows

(5.3) Ind(3y) = SM ch(VYATA(T'M) .

To prove this theorem, we use the following well-known fact. Let e(2, 2, w)
be a fundamental solution for A and T be a supertrace defined by (4.11). Then
it holds that

(5.4) Ind(ﬁv)=S T[e(t, 2, 2)] dvol(z), V>0
M
and
(5.5) Tle(t, 2, z)]Ng $A-202 g (2) as £} 0.
So we have
_ (Ind@) if h=2n
(5-6) L, a(2) dvol(z) = 1 o i he2n

(cf. Gilkey [6] p. 58, Theorem 1.7.6). Hence, we only have to show
a5(2) dvol(2) = {ch(V)A\ Td(T' M)},

where { },, is the 2n-form part. This is called a heat equation method.

We will study the short time asymptotics of the fundamental solution.
For this, it is convenient to introduce the parameter €>0 as follows. Let
r’(t)=(Z*%(t), €(t), v°(¢)) be the solution of the following SDE;

(5.7) { dr'(t) = EL,(r'(t))odz (1) +EL,; (' (2))od? (1)

r'0)=r.

Let M®(¢, r*(-)) be End(A%*(C")Q C*)-valued process defined as the solution of
the following differential equation;

{ dM*(t)/dt = & M*(2) J(r(1))

(>-8) M'0)=1.

Then by the scaling property of the complex Brownian motion, it holds that
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(5.9 e(&, 2, w) = E[rM*'(1, r*(-, r)) r*(1, r) 1 §,(2°(1, r))]

where z(r)==z. We take an arbitrary point 2,&M and fix it. Further we take
coordinate neighborhoods (U, @,) and (U,, @,) such that U,C U,, @,|y,=@;, Vlz,
is trivial and U, is relatively compact. We identify U, and @,(U,)CC" by @,.
If 7 is a metric on C" which coincides with g on U, and % is a fibre metric on
C” X C* which coincide with % on V'|y, and &(2, 2, w) is the corresponding funda-
mental solution on C" X C¥, then there exists a constant ¢>0 such that

Sul? “8(t, z, Z)—é(t, 2, z)”:O(e"tﬂ) as ¢ l: O
2€0,

(see e.g. [9] for this reduction). So our problem is reduced to the simpler case
that M=C", the Kihler metric (g;;(2)) coincides with the identity matrix I,
outside of a compact set, V=M X C* and (h,5(=)) coincides with I, outside of a
compact set. Furthermore we will take a nice coordinate and a nice frame. Let
(2', -+, 2") be a holomorphic coordinate around z, satisfying (2.4) and (s;, **, $3)
be a holomorphic frame of ¥ around z, satisfying (2.5). Then we have the
following properties near the origin;

gin(®) = 8;,—R*;53(0)2* 20+O(|2%)

Tiu(z) = Rl53(0)2*+0(| (")

Vu(z) = —LP4;5(0)2'+0O(12[?)

RZEcZ(O) = gaE/cE(O) = ch/aI_J(O) = —Rdms(O) .

By this coordinate we can take the coordinate for U(M)+ U(V) as follows;
r'(t) = (Z%(2), ex(t), -+, en(t), vi(t), -+, vi(2))
2t = (le(t)’ ) Z”(t)) ’

a(t) = el 5, o) = 3o

(5.10)

Then we can rewrite the SDE (3.23) as follows;

dZ%(t) = &etj(t)odz(t) ,

deti(f) = —T,(Z°(1)) e(t)odZ°X(1) ,
do'3(t) = —I%(Z°(1)) 0*3(1)edZ(2),
Z90) =0, e%0)=ei, v%0)=1og.

(5.11)

Furthermore we choose r& U(M)-+ U(V) so that
e, =28, vs=23.

This r defines an isomorphism from A**(C™")QC* onto A}*(M)QV,, so we
identify A"*(C")@C* with AL*(M)QV .
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Next, we will get the expression of a local SDE for r*(¢)"'=II(t) QE"(?),
where

IT(t): Az, (M) = A%*(C7)
and
B (2): Vo) — C*.
Lemma 5.2. TII%(¢) satisfies the following SDE ;
( dII*(2) = II°(¢)od®"(t)

(5.12) {0y — 1,
where ©°(t)=D[0°(2)] and 6°(t) =gl(A™(C")) is given by
(5.13) 6%5(t) = — . Th(Z°())0dZs).

Moreover E*(t) satisfies the following SDE ;

dE (t) = B*(t)od’(2)
(5.14) {E,( N
where *(t)=(""p(t)) Eu(k) is given by
(5.15) o*s(t) = | 1522 (0)0dzs) .

Proof. We note that the expression of the isomorphism
ri(t)7: Ay, (M) — A™(C")
in the matrix form with respect to a local frame {dz’}%., is (€*%(¢)) € GL(A™(C")).
Further, by (5.11) we have
de*(t) = &(t)odd%5(z)

where 6%(¢) is given by (5.13). @©°(#)=D[0°(t)]=gl(A**(C")) is the extension
of 8°(¢) to gl(A%*(C™)) with the derivation property. So the extension of (£%(t))
to GL(A%*(C")) is determined by the solution IT*(#) of the SDE (5.12).

Similarly we have the SDE (5.15) for E%(¢). [

By standard arguments in the Malliavin calculus, all of Z*(f)eD>(C"),
e (t)e D (End(C")’) and v*(#)= D~ (End (C*)) have asymptotic expansions in the
space D= (C"), D*(End(C")’) and D~ (End(A%*(C"))) respectively. More pre-
cisely, we have

(5.16) Z'(t) = ex(2)+O0() in D=(C") as €}0.

Furthermore Z*%(1)/¢ is uniformly non-degenerate as £} 0 in the sense of
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Malliavin and hence we have

(5.17)  8(Z(1)) = & &(2(1))+O(™™*) in D™= as &}0.

(cf. Tkeda-Watanabe [9] or Watanabe [16]). By (5.12), we have
*(1) = I+ 4,+ A,

where

1 (¢ ty_q . .
(5.18) 4,—= So So‘---so’ 0d@(1,)odB(1,_,)o-+0dO(t,) .
By (5.10), (5.13) and (5.16), we can expand §°(¢) as follows;
(5.19) 0%;3(t) = & *3(t)+0(€%) in D=(C") as €10,
where

Fx(t) = —Rip(0) | #(0)ed#()
By using this, we have
(1) = I+, -+ 4,+O(E"*) in  D*(End(AM(C"))),
(5.20) A, — v g: ([ eap et 10aD [ ()]0
\. odD[c(t)]+-O(E"*) in D*(End(A%*(C")).

Similarly, setting

(5.21) B, = [ ([ odeteodity o mod(ay,
(5.22) Bs(t) = L0) | Z(s)0d(9),
we have

E*(1) = I+B,+:-+B,+0(&"**) in D (End(C*)
1pt,  ftpy
(5.23) B,=ev( So -~-So’ odb(t,)odb(t,-)o-+odb(t,)
+0(E**) in D”(End((C%).
On the other hand, by (5.8) we obtain
(5.24) M*(1) = I4+C,++-+C,+0(e"*?) in D=(End(A**(C")QCH),

where

C,=¢ Sl Stl" St’_lj(r'(tp))"‘j(r'(tl)) dt, dt, ., --dt, .

0J0 0
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Furthermore,

R55(r'()) = R55(0)+0(€) in D=(C),

Lo (r'(2)) = L%,;#0)+0(8) in D(C).
Using these, we have
(5.25) J@®) =J(0)+0(s) in D~(End(A%*(CHQCH),
where

J(©) = & DIR==55(0)]@ 1o+ [int(¥), extBIIOL 4(0)

So we obtain
(5.26)  C,=&* JOP/p!+O(*) in D (End(A**(C")QCH).

Note that 4,, B, and C, are of order>2p with respect to & Now we can
apply Lemma 4.2 for A4,, B,, C,. Combining these with (5.20), (5.23) and
(5.24), we have

(527 TIO) I OEW)]= 3 TICA4,@D+O0E").

Thus the stochastic parallel displacement for V' does not affect to the conclu-
sion. Furthermore by (5.20) and (5.26),

(5.28)  T[M'(1) (I(1)QEY(1))]
n 1 1t tg-y
=€ ﬁanT[p_!J(O)p (SO 50 “.SO OdD [C(ta)]on.OdD [C(tl)]®l ):]
_|_0(82u+l) i
Now by using Lemma 4.3 and the It6 formula, we have

T[M(1) (IT(1)@E'(1))] dvol ()

(i)Y s L& P!
=€ (2) T B al(p—o)

X trek [(L.-jh(o) dz A déh)/\(p—,)]

— Ae
5-29) A(5 R0 a2 A7)
2
' tl--- fo-1 g b, %
A (e odets (1) dz nax
A+ A odc®s (1)) 28 Adz"1+O (7Y)
—en (L), B Lol 0 de Ad#]
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/\}}-!(% J 0 dz’/\dz'>M/\~;~! (c%5(1) dz* Adzt)N4-O(E1y .
On the other hand, by (5.10) we have
¢“3(1) dz* Adz® = —R%;;3(0) dz° Adz* S: 2 (t)odz*(t)
= —R2,5(0) dz* AdZ S: )
—_— S: 2(t)od2(f)
and
R /(0) dZ° Ad2’ = R',4(0) dz’ AdZ* = Q7M.
Also by noting L’. 5(0) d2/ Adz*=Q", we have
T[M*(1) (H'(1)®”"(1))] dvol (2,)
(5.30) = (), 3 “((QV)N)A},IT (7o)
1

A (—a, So SH(D)ede(1) " +0(E).

AP

By (5.9), (5.17) and (5.30), we have
T'e (&% 2y, 2,)] dvol(=y)
= E[T[M(1) I(D)@E(1))] dvol (=) 8,(Z(1))]

(5.31) — (%),Eﬂ (@A L ( : Q““) ’

/\ql! E[(—Q™™i, So 2 (t)odZ/ (1)) 8y(2(1))]4-O(E)

On the other hand, the following identity for the conditional expectation is
well-known;

E[®(2) 8(z(1)] = (1/=)" E[®(2)|=(1) = 0] .
So we get

T [e(&, 2o, zo)] dvol(z,)
(5.32) —p+q+r nr‘ ((l‘Qv)N> p|(47z TMI)M

/\q| E[( o O, S S (t)od2(1) " ‘z(l) =0]+0(£)

~ G () g e)”

r=o 7! 27
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nE qi' E [( —i Qi S: zh(t)odzf(t))M ’ 2(1) = 0]}2”
+0(¢)
= {ch(V)AP@Q"™)},,+0(€),
where
P(X) = exp (4’—” X,)E |:exp (-2’—” X7, SZzh(t)odéj(t))lz(l) — 0]
for any nXn complex matrix X=(X’;). By the U(n)-invariance of the com-
plex Brownian motion, P(X) is U(n)-invariant, i.e.,
P(U*XU)=P(X) for UeUn).
So let us obtain the generating function of P(X):
—2mix, 0

P(xly Xagy ***y x”): = P —Zn'ixz .

0 " 2nmix,

( ’%) I:exp (- S Sl z’(t)m’é’(t))‘ (1) = 0]
Eexp (3, Slz’(t odzi(t))| (1) = 0}

0

2 [exp (B2 A{, e)ear'e

)
fil ?(5)"

[ ooy )| w1y = y(1) = 0]

=1 (ﬂ) Xj
SN gl 7)
exp —exp( —

Here we used the well-known formula for the stochastic area due to P. Lévy
(cf. Tkeda-Watanabe [8], p. 388). Hence p(x;, x,, -++, x,) is the generating func-
tion for Todd polynomial (cf. Gilkey [6], p. 97). Thus we have P(Q7™)=
Td(T'M). By (5.4) and (5.32), we conclude that

Ind(3y) = SM{ch(V)/\ Td(T' M)} 14+O(€) .

This completes the proof of Theorem 5.1.
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