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A BOUND FOR THE VARIATION OF GAUSSIAN DENSITIES!

By S. KuLiLBack
The George Washington University

0. Abstract. Schwartz and Root [5] used Mehler’s identity to obtain a bound
for the integral of the absolute difference between the bivariate Gaussian density
function and the product of its corresponding marginal densities. The result was
also extended to the case of two dependent Gaussian vectors. The bounds were
given in terms of the correlation coefficient in the bivariate case and canonical
correlations in the two vector case. In this note an information-theoretic inequal-
ity is applied to derive a better bound than reached in [5] and to extend the
result to the case of m > 2 dependent gaussian vectors. No series expansion is
required as in [5].

1. Preliminaries. Let X be a space of points z, S a sigma-algebra of sets of
X, P; and P, probability measures on S. We suppose that P; is absolutely con-
tinuous with respect to P, P; < P:, so that there exists a probability measure
P on S such that P; < P, Py < P. Let us denote the Radon-Nikodym deriva-
tives by

(1.1) fie) = dPy/dP,  fo(zx) = dPs/dP
then the discrimination information is ([3], page 5)

(1.2) I(Py; Py) = [xfi(z) log [fi(x) /fo(x)] AP
where natural logarithms are used, and the variation is

(1.3) V(Pi, P2) = [x|fi(z) — f(=)| dP.

It was shown in [4] that

(1.4) I(Py;Py) = VX(P1, Py)/2 + VY(Py, P2)/12
but for the purposes of this note we shall use

(1.5) V¥(Py, Py) < 2I(Py; Ps).

If P, < P;, then it follows as in [4] that

(1.6) VAP, Py) < 2I(P:; Py)

hence

(1.7) V¥ Py, P;) < I(Py;Py) + I(Py; P1) = J(Py, Py)
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where ([3], page 6)
(1.8) J(Py, Py) = f x (fi(x) — fa(x)) log [fi(x) /fa(x)] dP.

2. Apphcatlon Let x1/, X/, - -, X' be a set of m dependent Gaussian vectors,
where x; is 7; X 1, the means are zero, the covariance matrix of the joint distri-
bution is

Zn X - Zig

(2.1) s = |Fun Em oo Zgy
1 - . LR

2ml 2m2 2mm

with =;; = E(xx,) n: X nj,Nn =n + ng + -+ 4 n,, and the covariance
matrix of the product of the marginal distributions, that is, assuming the vectors
are independent, is

Sa 0 .. 0
(2.2) 5, = 0 =» --- 0
0 0 Zom
It may be shown that for this case ([3], page 208)
(2.3) 2I(Py; Py) = log [Zul-[Za| « -+ [Zml/[Z4]

= log [Rul*[Raz| * - - [Rouml/[R]
and ([3], page 190)
J(P1,Py) = ttr ==+ Ltr =y —n
(2.4) = 3tr (Zu=" 4 ZpE? 4 - 4 ZunE™) — in

= }tr (RuR" + RoR” + -+ - + RnuR™) — n
where the R;; are the corresponding matrices of correlation coefficients and the
superseript represents the element in the inverse of the joint matrix. In particu-
lar, for the bivariate case, m = 1, n; = 2, ([3], page 203)

(25)  2I(P1;Py) = —log (1 — "), J(P1,Ps) =p"/(1— 0"

where p is the correlation coefficient; and for the case of two vectors m = 2,
m + ne = m, ne = my ([3], page 203)

(2.6) 2I(P1;Py) = —log (1 — p)(1 — p%) -+- (1 — pby)
J(P1, Py) = p'/(1 — pf’) + p/ (1 — p) + -+ + p2,/(1 — o)

where the p; are Hotelling’s [1] canonical correlations.
Using convexity properties it may be verified that

{27) (=log (1 — ") < lol/(X = o), /(1 = )P = |ol/(1 — |ol)
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where [p|/(1 — |p|) is the bound given in [5] for the bivariate case, and that
(mlog (1—p)(X—p) - A =pa )= =14+ TIE 1 —p)™"

(28) (pr'/(1 — pr") + 23"/ (L — ') 4 -+ + pas/ (1 — p2y))?
s -1+ I — e

where —1 4+ J]#2 (1 — p:) ™" is the bound given in [5] for the two vector case
and there n; = ns.

3. Remarks. Ikeda [2] studied the variation (1.3) between a joint density and
products of the marginal densities for properties of asymptotic independence.
He used the bound

(3.1) VX Py, P;) < 4I(Py; P) -

instead of (1.5).

It might also be noted that in using the bounds (1.5), (1.7) we are in fact
applying the logarithm of the generating function given by the left-hand side
of (3) in [5] rather than the expansion itself as was done in [5].

The results (1.5), (1.6) could also be expressed as

(3.2) V¥(Py, P;) < min (2I(P;; Py), 2I(P: ; Py)).
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