
PACIFIC JOURNAL OF MATHEMATICS

Vol. 15, No. 1, 1965

INFINITE SUMS IN ALGEBRAIC STRUCTURES

PAUL KATZ AND ERNST G. STRAUS

The purpose of this note is an outline of an algebraic
theory of summability in algebraic structures like abelian
groups, ordered abelian groups, modules, and rings. ' 'Infinite
sums" of elements of these structures will be defined by means
of homomorphisms satisfying some weak requirements of per-
manency which hold in all usual linear summability methods.
It will turn out that several elementary well known theorems
from the theory of infinite series, proved ordinarily by methods
of analysis, (i.e. by use of some concept of a limit) are con-
sequences of algebraic properties.

1* Definitions and existence theorems* Let G be an abelian
group with a ring T operating from the left; we assume, without loss
of generality, that T contains the integers. Denote by Gω the strong
direct sum of countably many copies of G, i.e., the set of all infinite
sequences s — {gdT^i = (gl9 #2, •••,&, β) of elements of G, with the
natural definitions of addition and of left multiplication by elements
of T. Let Γ be the weak direct sum of countably many copies of G,
i.e., the subgroup of Gω consisting of all infinite sequences with at
most a finite number of coordinates different from 0 (the neutral ele-
ment of G). For s — {glyg2y •••,&, * ) e G ω , denote by s' the element
(0, gl9 g2, , gi-if 9if •); s ' will be called the translate of s.

DEFINITION 1. The T-subgroup S of Gω will be called admissible if

( 1 ) ΓaS

and if

( 2 ) 8 e S if and only if sr e S, where s' is the translate of s.

Obviously, both Γ and Gω are admissible, and any subset K of Gω

can be completed in a unique way to a minimal admissible subgroup
containing K.

DEFINITION 2. Let S be admissible, and φ a Γ-homomorphism
S —> G with the following properties:

( 3 ) 9>(σ,0,0, . . . ) = σ , (geG)

and

( 4 ) φ(8) = φ ( 8 ' ) , ( s e S ) .
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Then φ will be called a summation method on G with domain S,
and we shall refer to it briefly as the summation method [S, φ].

Using the fact that S is admissible, and by properties (3) and (4)
of the homomorphism φ, it follows immediately that

<p(9u92, •• ,0n, 0, 0, •••) = Σ Λ

for any summation method [S, φ]. Therefore, the (unique) summation
method [Γ, φ\ shall be called trivial. Furthermore, by (3), φ is always
a T-homomorphism onto G.

We ask first the following question:

When does there exist a summation method containing in its
domain a given seGωl

Denote by s(n) for any integer n the nth translate of s, i.e.

s{0) = s

*<•> = ( s ^ ) ' = (0, ---,0,glf9i,-- ) for n > 0
n

s{n) = (flr_w+1, #_w+2, •) for n < 0 .

Let S be the minimal admissible subgroup of Gω containing s.
The elements of S have the form

( 5 ) Σ tk8^ + yf

where m, n are nonnegative integers, the tk are arbitrary elements of
T, and 7 is an element of Γ. This representation of an element of
S is not necessarily unique, and a T-homomorphism φ: S —>G has to
be independent of it. But, since all summation methods agree on Γ,
one has to answer first the question when an expression of type (5)
will be in Γ. We may evidently assume m = 0 (changing s if neces-
sary); hence we shall study linearly independent expressions of type

(6) ίi = Σ ^ > = 7 ί G Γ ( i = 0 , l , 2 , . . . )
* = 0

where tik e T. For each i, the coefficients tu appearing in (6) form a
left ideal Tt of T, and To c Tx e . . .

We now assume that T satisfies an ascending chain condition,
so that each T{ is finitely generated, and that there exists an index
m such that Tm = Tm+1 = . Let Vi{ (j = 1, , nt) be a system of
generators of T{ (i — 1, •••, m). Then a finite system of equations



INFINITE SUMS IN ALGEBRAIC STRUCTURES 183

implies all equations of (6) in the sense that each li in (6) is a linear
combination over T of the l{ and their translates.

A summation method φ on G with domain S exists if and only if
φ(s) satisfies all the equations

where the right side is independent of φ, since on Γ the homomorphism
φ is the ordinary sum of finitely many elements of G. Once φ(s) is
determined it extends by linearity (over T) to all of S.

This may be generalized easily for any finite number of elements
sί9 s2f '"ySr. Assume a summation method φ defined for the minimal
admissible subgroup Γ1 containing s1# We can now obtain a finite
system of relations of the type (6'), with s replaced by sa, and Γ by
Γx. This leads to a system of necessary and sufficient conditions for
φ(s2) compatible with <p(Si), which is analogous to (6") (the right side
there being already defined by the previous step). Proceed by induction.

As a consequence we can prove the following existence theorem:

THEOREM 1. For any abelian group G Φ {0} with ring of oper-
ators T satisfying an ascending chain condition, there exists a non-
trivial summation method.

Proof. Let g e G be Φ 0. Define s = (gn)n=1 by

[g if n = 2k

g —
(0 otherwise .

Let S be the minimal admissible subgroup containing s, and g any
element of G such that tg — 0 implies tg — 0 for alH e T (for example
g — g). Then obviously the only relations of type (6) are of the form
ts — 0 (because tg = 0), so that (6") reduces to t<p(s) = 0 whenever
tg = 0. These conditions are satisfied by setting φ(s) — g.

REMARK 1. From the 2*° sequences in Gω whose elements are g
or 0 one can pick a subset R, of power 2**° so that any relation
Σi?=o Σ£=i tii^ϊ5) e Γ f o r elements ti3 of T and r^R implies ti5g — 0
for all ttf. Thus we can define 22>*0 different summation methods for
the least admissible S which contains R by setting φ(r) to be 0 or g
arbitrarily for each reR, and then extending φ to all of S by linearity
(over T).

On the other hand, in a nontrivial group no summation method
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can assign a sum to all the sequences of elements of the group.

THEOREM 2. Let G Φ 0 he a T-group and g{eGf (i = 1, , n)
such that Σ?=i 9% ^ 0 Then there exists no summation method de-
fined for

s = (βit Q*> * * *f 9n> 9i9 Qv ' 9 9nf 9u # )

Proof. s{n+1) - s = (&, g2, , gn, 0, 0, . .) would lead to

φίn+v _ s ) = ^ c + D ) _ ^( 8 ) = φ) - ^( S) = 0 = Ol + g2 + . . . + gn ,

a contradiction.

THEOREM 3. If φlf φ2, , φn are summation methods on G with
domain S, and e19 e2, , en are T-endomorphisms of G so that
eλ + e2+ + en = 1, then e1φ1 + e2φ2 + + enφn is a summation
method on G with domain S.

Proof. Let φ = exφx + e2φ2 + + enφn. Then φ is obviously a
T-homomorphism S —> G. Since ^(s ') = <Pi(s)9 the same is true for φ,
and for a # e G we have φ(g, 0, 0, •) — g.

THEOREM 4. Lei [S19 ^ J , [S2, ^2] &̂  two summation methods on
G which agree on Do = S1f) S2. Then there is a summation method
φ on G with domain S = S± + S2, such that φ \ S{ = φ{ for i = 1,2.

Proof. The group S is evidently admissible. Denote Di =
(Si\D0) U {0}, i — 1, 2. Then any s e S can be written (not necessarily
uniquely)

( 7 ) 8 = d0 + di + d%, di G A , ί = 0,1, 2 .

Define <p by

= φi(d0) +

This definition is independent of the representation (7), since if s =
rf0 + dx + d2 with J^ € Di9 then A = φ(d0 + dλ + d2) — φ(d0 + dλ + J2) =
<Pi(d0 — d0) + ^i(di — dx) + ^2(d2 — d2). The element d2 — d2 is in S2f

but since d2 — d2 = d0 — d0 + dx — d19 it is in Do, and therefore
< 2̂(d2 - d2) = φ2(d0 - do + d1- dx). Hence A = φx{dQ - d0) + φ^ - dx) +
^(do — d0 + d1 — d j = 0. A similar reasoning is needed in order to
show that φ(s + s) = φ{s) + ^(S") for s, se S, since the sum of two
representations of type (7) is generally not of the same type. Property
(3) of φ is obvious, since Γ c Do, and (4) follows easily, since (7)
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implies sf — d'o + d[ + d2, where d[e Dif i = 0,1, 2. Since the decom-
position (7) can be extended to ts, φ is a T-homomorphism, which
finishes the proof.

REMARK 2. On the other hand, if [S19 φλ] and [S2, φ2] are sum-
mation methods which do not agree on Sτ Π S2, then there need not
exist a summation method for the admissible subgroup S± + S2. Take
Si and φx as S and φ in Theorem 1, and define s2 = (g*)n=i by

# __ JO if n = 2k

\g otherwise .

Again, if g is any element of G such that tg = 0 implies 0 = 0 for
any ί e Γ , then φ2{s2) — Ίj is a valid definition that can be extended to
a summation method on the minimal admissible subgroup S2 containing
s2. But Si + S2 can not be the domain of any summation method,
since it contains the element {g,g,g, •••)> *n contradiction to the con-
struction in Theorem 2.

REMARK 3. Let {Goύ)cύeAi where A is a set of indices, be a family
of abelian groups with operators T; assume that Sa is an admissible
subgroup of G% and that φΛ is a summation method on Ga with domain
S* for each a e A. Consider the (weak or strong) direct sum G =
(B<*6A G<*- Then it is easily shown that S = © Λ 6 4 SΛ is admissible for
G, and that φ = (9>α)«64 is a summation method with domain S on G.
It is clear that [S, φ] is nontrivial if and only if at least one of the
summation methods [Sa, φa] is nontrivial.

2 Subgroups and ideals* To each subgroup H of G we asso-
ciate the (left) annihilator ideal TH of ϊ 7 consisting of all te T such
that tH = 0. If i? is a Γ-subgroup of G, then Γ^ is a two-sided
ideal, since 0 == tH(tH) = (tHt)H for every £# e Γ f f and ί e Γ. Clearly
Ϊ V = ΓH.

Let [S, 93] be a summation method on G, and let H be a Γ-sub-
group of G. Then p(S Π Hω) — Hx is a Γ-subgroup of G which contains
H. We call this group the [S, φ]-extension of H. It is easy to see
that if Ήλ is an [S, φ]-extension of H, then THχ — Ts; since Hx ZD H,
we obviously have THχczTH. On the other hand, THZD TH<» = ΓH.
From this, it follows:

THEOREM 5. If H is a maximal Tsubgroup for the annihilate"
ideal TH, then H has no proper \β, φ]-extensions.

THEOREM 6. Let Hi be a denumerable Tsubgroup of G, and
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H2 > Hx a T-subgroup of G of cardinality not greater than 2**° such
that TΉl — TB2. Then there is a summation method [S, φ] on G so
that H2 is the [S, φ]-extension of Hx.

Proof. Let {h19 h2, •••} be an enumeration of H19 and let M be

an increasing sequence of integers. Define sequences sM}i = (flrΛii)»=i by

hi Ίi n — 2P?, me M, p{ — i t h prime

0 otherwise .

It is easy to find (see Remark 1) a set 2JΪ of 2*° sequences M such
that any relation of the form Σr,i*rjs£!j e Γ implies t^s^lj = 0 for all
r and j , which in turn implies that trj e THχ. Now, let {h(^}aeA be a
minimal system of generators of H2, that is Σ<* tJ1^ — 0 (finite sum)
if and only if taha = 0 for all a. For any choice of the subsystem
Ma of 3JΪ the definition (sM,a) = h{j] for a e A yields a summation method
on the minimal admissible subgroup S of Gω containing all the sMcύ.

REMARK 4. The restrictions on the cardinalities of Hλ and H2

can be removed if we allow summation methods using, instead of Gω,
the strong direct sum Gξ, where ξ is an arbitrary infinite ordinal.

EXAMPLE 1. Let G be a finite abelian group, and T the ring of
integers modulo the minimal annihilator N of G. To each subgroup
H of G corresponds the ideal generated by its minimal annihilator.
Clearly, to every divisor D of N, there corresponds a unique maximal
subgroup HΏ of G with minimal annihilator D. Each subgroup of G
can be [S, ^-extended to exactly one HD.

EXAMPLE 2. If G is the additive group of a ring R considered
as the ring of operators T on G, then T-subgroups of G are the left
ideals of R. Given now a subset MaR, it determines a left annihi-
lator ideal TM of M. Any finitely generated left ideal containing M
whose annihilator is Tu can be represented as an [S, <p]-extension of
the left ideal generated by M.

3* Ordered groups* Let G be an abelian group with a partial
ordering relation ^ satisfying: (1) there is a semigroup HaG con-
taining the zero element and at least one element Φ 0, in which the
binary reflexive and transitive relation ^ is defined; (2) if h, hxe H
and h > 0, then h± + h > hλ\ (3) the archimedean axiom: if hlf h2 e H,
hλ>0 and h2>0, then there is a positive integer n such that nhλ>h2.

DEFINITION 3. Let G be a partially ordered abelian group, s =
(Ou 92, •••, gn9 - )£Gω will be called positive if gne H and gn*z0 for
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n — 1, 2, , and if gnQ > 0 for at least one index n0. A summation
method [S, φ] will be called positive if se S and s positive imply
φ(s) > 0.

The positive elements of Gω or of S evidently form a semigroup.
Furthermore, if s is positive, so is its translate s\

THEOREM 7. Le£ G be a partially ordered abelian group, and
[S, 9?] a positive summation method on G. If s — (glf g2, ,gn, ) e G
is such that gkn ^ g > 0 for infinitely many indices kn, then s g S.

Proof. The hypothesis implies that s is a positive element. Assume
seS and c φ ) = 7, then 0 > 7 = φ(s) = £>(&, &,,•••, 0*Λ, 0, 0, •) +
<p(0, , 0, srfcw, flrΛw+1, -.) = Σ?=i Λ + ^(°» * * *, 0, flrΛn, flrfcw+1, ) > Wflr for
each positive integer n. This contradicts the archimedean axiom.

COROLLARY 7.1. There is no positive nontrivial summation
method for the group of integers with their natural ordering.

COROLLARY 7.2. Let G be an abelian group with a linear
ordering, and [S, φ\ a positive summation method on G. If s —
(919 92, - > 9nf 0 e S is positive, then g.l.b gn = 0 and φ(s) ^

From the last part of Corollary 7.2 it follows that if the partial
sums of a "series" with positive terms are unbounded, then the
"series" does not belong to the domain of any positive summation
method.

THEOREM. 8. Let G be a linearly ordered abelian group. Then
there is a nontrivial positive summation method on G if and only
if G contains an infinite sequence glf g2, , of positive elements and
an element g, such that gx+ + gn ^ g for all n.

Proof. The necessity follows immediately from Corollary 7.2. To
prove sufficiency, set s — (sΛ)~=1 and define

gk for n - 2k

0 otherwise .

Then the least admissible S which contains s has elements which can
be expressed uniquely in the form

t = 7 + o(i)
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where the a{ are integers and 7 — (Ύlf Ύ2, , 7m, 0, 0, •) e Γ. t ^ 0
implies a{ ^ 0 and Σ i U ^ > — (ΣΓ=o <*;)#• Thus if we define φ(s) = g
we obtain

where φ(t) ̂  0 whenever έ ̂  0, and φ can be extended in an obvious
way to a summation method, and is nontrivial.

THEOREM 9. Let G be a linearly ordered abelίan group and
[S, φ] a positive summation mothod such that S contains all the
positive elements s = G/f)H=i e G for which the tζ partial sums" Σ?=i 9%
are bounded for all n. Then φ(s) — l.u.b.1^w<oo Σ?=i 9% for anV posi-
tive se S.

Proof. By Corollary 7.2 we know that φ(s) ^ g = l.u.b.nΣ?=iί/<
Assume <p(s) > ^. Then φ(0, , 0, gN, gN+1, •) ̂  ^(β) — ̂  > 0 for
any iSΓ, and ̂  + flr^+i + + gN+k < 9 for all k. It follows that there
is a greatest positive integer nλ such that (2^1)(^r1 + + gk) < g
for all Λ. Determine n2 as greatest positive integer such that
(2n2)(g2 + + gk) < g — nxg for all k, etc. This defines a nondecreas-
ing sequence of positive integers ns with ns—+oo. Consider the element
s = (%flri)Γ=ie ^ ω I* ^s obviously in S, since the partial sums Σί=i nd9j
are bounded for all r . On the other hand

9>(β) > %(?(«) - 9)

for all i , which is in contradiction with the archimedean property of
the order in G.

4* Limits*

DEFINITION 4. Let [S, φ] be a summation method on the abelian

group G. The sequence {g19 g2f •••,£», •••} of elements of G will be

called [S, φ]-convergent to g (notation: g = limw ^ βrn, or ^ —-^ g) if

(1) s = {gn - gn-X^zS, and (2) φ(s) = βf. (Here ^0 = 0.)

The following properties are immediate:

THEOREM 10. (1) The sequence {g,g>g, •••} is [S, <p]-convergent

to g for any [S, φ]. (2) If gn — g and gn ^ - > g then gn Λ- gn - ^

g + g. (3) l im w *, (-ffn) = -Hm [ ( S ^ flrw. (4) If g = Yimίs,φ] gn and

, hk are arbitrary elements ofG, then the sequence {hu h29

hkf g19 92, -'-,9n, •} is [S, φ]-convergent to g.

The last part of Theorem 10 implies that if lim[jSl9] gn = g, then
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{θk,Qk+i9 •••} is [S, ^-convergent to g, too.

An arbitrary subsequence of an [£, <p]-convergent sequence will
not always be [S, φ]-convergent to the same limit, even if it is [S, φ]-
convergent.

EXAMPLE 3. Let G be an abelian group with an element g of
order > 2. Define S to be the minimal admissible subgroup of G"
containing the element

8 = ( 2 0 , - 2 0 , 2 0 , - 2 β r , • • • ) •

Since s' + s = (2g, 0,0, •) we may define φ(s) = g. Then the sequence
{2#, 0, 2#, 0, •••} is [S, <p]-convergent to g, but the subsequence {2g,
20, •} is [S, φ]-convergent to 2g.

This example shows that it is not always possible to define a
topology in G by means of [S, φ]-convergent sequences.

THEOREM 11. Let G he an abelian group. A non-trivial sum-
mation method [S, φ] on Gy with the property that every subsequence
of any [S, φ]-convergent sequence is [S, φ]-convergent to the same
limit, exists if and only if G is infinite.

Proof. Let G be finite. If a sequence of elements of G is not
eventually constant, then two different elements must occur infinitely
often. Hence no summation method [S9 φ] with the required property
is possible.

Assume G infinite, and distinguish among the following cases:

(a) G contains an element g of infinite order. Let S be the
minimal admissible subgroup of Gω containing all the sequences (^0)Γ=i
such that Σ ^ ΐ converges p-adically to a rational integer n. Define
then

φ((nig)T=i) = ng .

(b) There exists an element g Φ 0 of G of finite order divisible
by arbitrarily high powers of some prime p. Let M be the subgroup
of the additive group of rationale, containing all the sequences (p~klnan)~=1

where an and kn are integers, such that ^in=iP~kln^n converges to a
number of the form p~ka, a and k integers. Let S be the minimal
admissible subgroup of Gω that contains the sequence (p"knang)^=u and
define φ((p~κang)~=1) = p~kag.

(c) All elements of G are finite but not of bounded order, and
no element of G is infinitely divisible (by powers of some prime).



190 PAUL KATZ AND ERNST G. STRAUS

Define Gn — nlG; let S be the minimal admissible subgroup of Gω con-
sisting of the sequences (flfj»=i so that there exists a g in G with
0 - 0i - 02 - - 0 W e Gn for w = 1, 2, . Define φ((gn)ϊ=1) = 0.

(d) Aϊi elements of G have bounded order ^ m. Then G must
contain an infinite subgroup, all of whose elements have order p for
some fixed prime p. Otherwise there would be a least divisor d of
m for which there is an infinite subgroup Gx of G such that dG± = 0.
If d is composite, then for every prime divisor q of d the group qGx

is finite, and hence the kernel of the homomorphism G1—>qG1 is an
infinite group G2 with qG2 — 0, contrary to the hypothesis.

Now, an infinite abelian group all of whose elements are of order
p is the direct sum of infinitely many cyclic groups of order p, say
Zip) φ Zip) © . Let S be the minimal admissible subgroup of Gω

containing the sequences {gn)n=i for which there exists a g e G such
that g - Λ gn e Z& 0 Zi% 0 • , and define φ((gX^) - g.
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