
VIII. ft-pic and Not Adding Reals

§0. Introduction

In the first section we show that we can iterate K2-complete forcing, and KI-

complete forcing which satisfy the ^2-c.c. in a strong sense.

In the second section we deal with a strong version of the K2-c.c. called ^2-

pic. It is useful for proving that for CS iteration of length ω<2 of proper forcing

notions, the limit still satisfies the N2-c.c. This in turn will be used in order to

get universes with 2*1 > 2*° = N2.

In the third section we deal again with the axioms; starting with a model

of ZFC (not assuming the existence of large cardinals) we phrase the axioms

we can get. There are four cases according to whether 2N° is NI or K2, and 2**1

is ^2 or larger [our knowledge on the case 2^° > ^3 is slim].

In the fourth section we return to the problem of when a CS iteration of

proper forcing preserves "not adding reals". We weaken "each Qi (a P^-name)

is D-complete for some D a (λ, 1, /ς)-system", by replacing "each Dx is an NI-

complete filter" or even just "each Dx is a filter" by "each D^ is a family of

sets, the intersection of e.g. any two is nonempty". So we can deduce ZFC-fCH

V Φ^. We also try to formulate the property preserved by iteration weaker

than this completeness. See references in the relevant sections.
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§1. Mixed Iteration- ^2-c.c., ^-Complete

1.1 Lemma. Suppose Pa (a < α0) are forcing notions in V and V \= CH and

Qa are such that:

1) Qa is a Pα-name of a forcing in VPa,

2) Pα = {/ : |{2/3 : 2/3 < α and 2β G Dom(/)}| < N0 and |{2/3+l : 2/3+1 < α

and 2/34-16 Dom(/)}| < NI and 0 lhp. "/(*) ^ Q" for all i G Dom(/)},

3) Q20+ι is ^-complete (i.e. in VP*P+I, if ςf» G Q2/5+ι(* < 5 < ω2) are

increasing, then (3qδ G Q2/3+ι) Ai<5^i < Qδ),

4) for α = 2/3, in yPθ£ there is an ha : Qa —> α i, such that: ftα(p) — &α(^) =>

(p, q has a least upper bound p Λ #),

5) Q2/3 is Ki-complete,

6) y N Cff.

7) The order on Pa is as usual: Pa 1= "p < ςf" iĵ * for every β G Dom(p) we

have q G Dom(p) and q\β \\-Pβ

 up(β) < q(β)n

Then: Pao is Ki-complete and does not collapse ^2

1.1 A Remark.

1) Condition 4) was introduced by Baumgartner for getting a weak MA for a

&ι-complete forcing.

2) For simplicity, we assume that 0 G Qβ is minimal, /i20(0) = 0, and adopt

the convention: if / G Pa and /(/?) is not defined otherwise, then /(/3) =0.

3) Of course the decision to use odd and even ordinals for the two different

cases is arbitrary, since any other iteration along two disjoint sets of ordinals

for the two different cases can be translated into such an iteration.

4) For a better theorem — see Chapter XIV.

5) We can replace HI by K, if K is regular, K = κ<κ (so "countable" is replaced

by "of cardinality < K" .)
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Proof. Let λ be large enough, N -< (ίf(λ), G), Pao G TV, | |TV| | = NI, and every

countable subset of TV belongs to N. Let p G Pαo Π TV, and (ZQ, : α < α>ι) be a

list of all maximal antichains of Pao which belong to TV (so (Ia : a < ω\) φ N

but for each α* < ω\ we have that (Ia : a < α*) G TV, by the choice of TV).

It is trivial that Pαo is tti-complete. It then suffices to prove the existence of

a p* G Pαo, p < p* such that p* is (TV, Pαo)-generic, so proving that Pao is

"somewhat proper".

By CH, we can let {(o£ , A* , (^n : β G A^n < ω)) : ξ < ωι} be a list

of all triples of the form (α,Λ, (7^ : β G A,n < ω}} such that α < ωi,

A C {2β : 2/3 G α0 Π TV}, \A\ < K0 and -γβιn < ωλ.

We now inductively define conditions p% G TVΠ Pao (for ξ < ω\) which are

increasing, with po = P > such that:

A) Dom(pξ) Π {2/3 : 2β < α0} C Dom(p)

B) 2β G Dom(^) => pξ(2β) = p(2β)

C) z/ there are pn G Pαo

 n N (f°r n < ̂ ) sucn that

G ̂  ̂  (pn+1r2/J) IKp2/3 "^(Pn(2/?)) - 7/3^" » and

(iii) for some ^ G Iaζ we have q < p°

then there are such p0,]?1 . . . such that:

[2/3 + 1 e Un<ω Dom(p»)] => Λn<ω[»-^+l " if P°W + !) ^ P'

. . . < pn(2/3 + l)(in Q2/3+1) then p"(2/3 + 1) < pί+ι(2/3 + !)»].

We let p^ = pn and ς'ξ = q.

There is no problem in the definition; we can assume w.l.o.g. that

for every n, as we can replace pj? by rn where rn(2β) = p^ (2/3) and rn (2/3+1) =

p|(2/3 + 1) for the maximal I < n such that (p™(2/3 4- 1) : m < ί) is increasing

(this is of course a P2/3+ι-name).
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Now we define p* : if 2/3 G Dom(p), p*(2/3) - p(2/3), and if 2/3 + 1 €

Uξ<ωι Dom(pξ) then p*(2/J 4- 1) is (a P2/3+ι-name of) an upper bound (in

92/3+ι) of {pξ(2β + ! ) : £ < ωι} if it exists, and p(2β + 1) otherwise. So

P-Po <P* € Pα0. So if (2/3 + 1) G JVnα 0 then p*t (2/3 + 1) lhp2/3+1 V (2/3 + 1)

is an upper bound of {pζ(2β + 1) : ζ < ω\ (and 2/3 + 1 G Dom(pc))}".

Now we prove that for each α < ω\, Xα Π ΛΓ is pre-dense above p*. Clearly,

there are p® and g* G Pao such that p* < p®, q* < p^, q* G Ia.

Let AO = Dom(p2) Π {2,5 : 2/3 < α0} Π AT. Now, by the NI-completeness of

Pαo, there is a p\ G PKO> P2 ^ P*> sucn tnat f°r every 2β £ AΌ,

(pi \1β) \\-p2β

 Kft20(p2(2/?)) = 72/3,0"

for some 72/3,0- We continue to define p*"1"1 > p™ such that

for every 2β G An

 d= Dom(p^) Π {2/3 : 2β < α0} Π N. We now define

= (Un<u; -^n)> ^2/3,n = 0 for 2/3 G >l \ ^4n. So, for some ξ we have a^ = α,

A^ - A, (72/3,n : 2/3 G Λ,n < ω) = (7^^ : 2/3 G A,n < ω). As these objects

are countable subsets of JV, by the choice of A/", they belong to N.

As N -< (/f(λ),G), for this ξ there are #,pn as mentioned in clause (C)

above, p° > ς G Za. Again, without loss of generality, pn G Pao Π N and

g G Jα Π A/", so <?ξ, {p^ : n < ω}, as in (C), are well defined. Now by the

properties of /i2/3? we can prove, by induction on 7 < αo, that

(*) for every ζ < 7, and r G Pa such that p™ \ζ < r and p^\ζ < r for n < ω,

there is an r* G PΊ such that p£fy < r*, p^ \j < r* for n < ω, and r* fζ = r,

and Dom(r*) Π [C,7) C (jn<ω Dom(^) U Un<u; Dom(pϊ).

For 7 a limit there are no problems: use the induction hypothesis and

the "bound" on the domain of r*. For 7 = 2/3 + 2, w.l.o.g. C = 2/3 + 1 (by

the induction hypothesis for "7^ =2/3 + 1"). By clause (C) and the induction
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hypothesis we know:

r \(2β + 1) lhPa/J+1 "rf(2/3 + 1) > p*(2β + 1) > %+ι(2/3 + 1) > p?(2β + 1)" ,

so by the NI -completeness of ζ?2/m> r exists. Lastly, for 7 = 2/? + 1, the

nontrivial case is that 2/3 belongs to (Jn<α; Dom(p£) and also to Un<ω ̂ om(P* )

hence 2/3 G AT Π αo Again w.l.o.g. £ = 2/3, and by the hypothesis on r and

r\(lβ)\\-P2β Ή

So r forces that p£(2/3),p£(2β) have a least upper bound p£(2/3) Λp£(

and as p^(2/3) < p£+1(2/3), and p?(2/3) < rf+1(2/3) (i.e. r forces this), also

p£(2/3) Λp?(2β) < p^l(2β) /\pΐ+l(2β), hence by the N x -completeness of Q2β,

there is a q(2β) such that r ί(2/3) lhp2/3 " ̂ <ω(pn^β) Λpϊ(2/3)) < r*(2/3)" and

0 '^2/3 *V*(2/3) G Q2β\ so we are done.

Taking ζ = 0, 7 = α0 in (*), we see that the set {p£, p™ : n < ω} has an upper

bound which necessarily is a common upper bound to q^ #*, so as Jα is an

antichain, <?* = q% G AT, soIaΓ\ N is pre-dense above p*, and we finish. DM

1.2 Remark. The reason for including this is as follows. It was a consequence

of the work on proper forcing that we can iterate NI -complete and KI-C.C.

forcings together. So it was natural to ask the parallel for ^-complete and

Ni-complete with the ^2-c c But we do not know how to iterate the second

kind alone (and in general this is impossible since H2 will collapse). So it is

reasonable to replace N2-c.c. by something stronger (here - clause (4) of the

lemma). (Remember p?(2β) is 0 when 2β £ Dom(pJ), and /ι2/?(0) = 0). Of

course, much better would be to find one condition unifying the two conditions

- see Chapter XIV.
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However as the interaction has no applications now, we shall not discuss

it further (there are other tries at N2-c c., see [Sh 80]).

Note also that the analogous lemma for Ni-complete, NI-C.C. forcing holds,

but now it has no application.

1.3 Claim. If 0^ holds, then in 1.1 we can change the iteration to the usual

(< ^2)-support iteration and the conclusion still holds.

Proof. We let N — \Jζ<ωι Nξ, Nς •*< N where Nξ are countable, increasing and

continuous. By ONI there are for ξ < ωι, 2-place functions /ξ from

Yξ 1lf { { α , β ) : β , a e N t , a , β ordinals}

into <jι, such that for every 2-place / : \Jξ<ωι Yξ, —> ωi the set {ξ : f\Y$ = f ξ } is

stationary. Repeat the proof of 1.1 but in the definition of the Pξ's, we replace

A), B), C) by:

A) if ξ < ζ < ωι and 2/3 G Nς Π α0, then pζ(2β) = pζ(2β)

B) Pζ < Pζ e N Π Pao foτξ<ζ<ωl

C) Ifξ<ωι, and there are q and pl(i < ω) such that:

(i) Q < ίΛ Q £ 2α, and p^ < p°

(ii) for i < j < ω,pl < pi, moreover Ihp^ "^(7) < ^(7)" for each

7 G Dom(pl)

(iii) p\+ H(2/3) \\-p2β "Λ2/3(p<(2j9)) = fς(i,2β)n for 2/3 € Nζ Πα0,

then there are q, p^(i < ω) satisfying (i), (ii), (iii), such that:

for i < ω and 7 € Dom(p^) \ {2/3 : β £ JVξ and 2/3 < α0}, we have

II-P, Vξ(7)<Pξ+ι(7)"

In the end we define p*, Dom(p*) = α0 Π ^?P*(7) is ^$(7) for any even 7, and

for any ξ such that 7 G ΛΓξ, and it is any upper bound of ^(7) : ξ < ω\} for

7 odd. Πι.3

1.4 Remark. See more in [Sh:186], [Sh:587].
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§2. Chain Conditions Revisited

We here deal again with problems like those of §1 from VII, but allowing the

continuum to increase somewhat. Here, K is a fixed cardinal.

2.1 Definition. P satisfies the ft-p.i.c. (ft-properness isomorphism condition)

provided the following holds, for λ large enough:

Supposed < j < «, K; e Ni -< ( j ff(λ),E,<λ), (<λ is a well ordering of -ff(λ))

and KeNj* (ff(λ), G, <λ), \\N.\\ = \\Nj\\ = K0,PeNiΠ N^i e N,J G 7V, ,

NiΓ\κCj,NiΓή = NjΓ\j,pζPn Ni, h an isomorphism from Ni onto Nj,

h\(Ni ΓΊ Nj)= the identity and h(i) = j.

Then there is a q G P, such that:

(a) p,h(p) < q, and for every maximal antichain Z C P, I G Ni we have that

IΠ Ni is pre-dense above #, and similarly for T € Nj (but clause (b) below

implies that this follows from the rest of (a))

(b) for every r € NΪ Γ\P and gt such that q < q^ € P there is a <?", gt < q" £ P

such that [r < q11 iff /ι(r) < ς;/]; equivalently;

(a'+b7) letting G be the P-name of the generic set

q \\-P "(Vr € Ni Π P)(r G G iff Λ(r) € G)",

9 l l - p " p € G " ,

and q is (Λ^, P) - generic.

2.2 Claim.

1) If Definition 2.1 holds for P, #(λ), <λ, ίften it holds for any λi > 2λ and

well ordering <ι of -ff(λι) (in fact, we can omit the well ordering).

2) If Definition 2.1 holds for P,if(λ), <χ then it holds for some λi, <ι such

that λi < (μ -h |P|)+, where μ is the number of maximal antichains of P

(w.l.o.g. P € H(\P\+)).

Proof. Similar to the proof in III §1,2. U2.2



410 VIII. K-pic and Not Adding Reals

2.3 Lemma. Suppose (Vμ < ft)μ**° < ft where ft is regular and P satisfies the

ft-p.i.c. Then P satisfies the ft-chain condition.

Proof. Let pi G P for i < ft be given. Let (H(\), G, <λ) be as in Definition 2.1.

Find, for i < ft, models Ni such that i,pi G JV< -< (ff(λ),G,<λ), \\Ni\\ = NO-

Define /(i) d= Sup(7V; Π i), so cf (i) > N0 => /(i) < i

By Fodor's Lemma, for some 7 the set {i : /(i) = 7} is stationary. As (Vμ < ft)

μH° < K and ft is regular, for some A C 7, 5 — {i : Ni Π i = A} is stationary.

Similarly, we can assume that for some B,i^jeS=ϊNiΓ\Nj=B (see

the proof of VI.5A). Also C = {δ < K : (Vi < δ)(Ni Π ft C δ)} is closed

unbounded, so SΊ = 5(ΊC is stationary. Now there are K models (</Vi,pi, i, α)αe#

where Pi,i,α (α G B) are individual constants and ft > 2N°, and the number

of isomorphism types of such models is 2H°, so for some i < j there is an

isomorphism h : Ni —> A^ (onto), /i(p^) = pj,h\B = the identity. Now apply

Definition 2.1 for N^Nj,h,pi. D2.3

2.4 Lemma. Suppose Q = (Pi,Qj : i < Q:0,j < Oίo} is an iteration with

countable support. Suppose further

(*) Qa satisfies the ft-pic (for each α < QQ) and ft is regular.

Then 1) If αo < ft, Pαo satisfies the ft-p.i.c.

2) If α0 < ft, Pao satisfies the ft-chain condition, provided that

(Vμ < ft)(μN° < ft).

Proof. l)Let (H(X), €, <λ), h,i,j be as required for Definition 2.1. Let Gβ be

the P/5-name of the generic subset of Pp. Without loss of generality Q G NiΓ\Nj

(because Pαo G Ni Π Λfy), hence α0 G Ni Π Λ^ ; as α0 < ft, N» Π α0 = Nj Π α0,

(read Definition 2.1) and the proof is now similar to the proof of properness.

We prove by induction on ξ < αo that:

(**) for every ζ < ξ, ζ G Λ^ΓΊαo, £ £ A^ίΊα0 andp G NiΓ\Pao or even just a Pξ-

name p of such a condition, <?ζ G Pζ, qζ > p\ζ, Qζ > h(p) fζ, such that qς is

(N^ Pc)-generic and (A^ , Pc)-generic and qζ lhPζ "(Vr G ΛΓiΠPζ) [r G Gc iff
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h(r) G Gχ]'\ there is a q$ G Pξ such that qξ\ζ = qς, qξ > p\ξ, qξ > h(p)\&

qξ is (7Vi,Pξ)-generic and (ΛΓ^P^-generic and qξ Ihp^ "(Vr € TV; Π Pξ)

[ r G G e i f f /ι(r)GG ξ]".

Note that (**) with p an element implies the apparently more general

version with p being p, a Pξ-name of a member of N Π Pαo, such that gξ lhp£ "

for some p G Ni Π Pαo, p[GpJ = p, and p[( < <? and h(p) \ζ < q". (Used in the

inductive proof for ξ limit.)

For ξ a successor, we first, by the induction hypothesis, define q^_ι as

required (necessarily ξ — I G Ni Π Λ^ ); then notice that, by the induction

hypothesis, if we force with Pξ_ι and get a generic Gξ_ι C P^_x and q^-i is

in this generic set, then h is still an isomorphism etc, so we can use the Ac-p.i.c.

on Qξ_ι[Gξ_ι].

For cf (ξ) = NO, we work as in the proof of properness (III 3.2), using the

induction hypothesis. Noticing that qξ \\-Pζ "(Vr G P$) (r G Gξ iff h(r) G G^)"

makes no problem in the limit, we do not have to take special care. For cf

(£) > NI the proof is similar but easier.

2) Trivial by 1) and 2.3 and the proof of III 4.1. D2.4

2.5 Lemma. If P is proper and K > \P\ then P satisfies the ft-p.i.c.

Proof. We start with i, j, Ni, A^ , (ff(λ),E, <χ), p and AC as in 2.1. Remember

that P G Ni Π TVj. In (H(\), G, <λ) there is a <λ-first one-to-one function #

from |P| onto P, so g G Ni Π TV}. Also as |P| G JV» Π A^, by the assumption

on Ni,Nj,κ from Definition 2.1, |P| < i,j and hence JV» Π |P| = A^ Π |P|.

Hence (using the function g), Ni Π P = Nj Π P and so /ι is the identity on

P Π JV». Now it may well be that there is an I G Ni, a pre-dense subset

of P, which does not belong to Nj. But if q is (Nj?, P)-generic then for any

X e NΪ & pre-dense subset of P, h(I) G A^ is a pre-dense subset of P and

IΠNi =IΠ(PnNi) = h ( I ) Π ( P π N j ) , hence JnA^i = h(Z)Γ\Nj is pre-dense

above g. So # is (JVΐ,P)-generic too and we can use the properness of P to

define q as required (with clause (b) of Definition 2.1 being trivial). D2.5
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2.6 Definition. The Ac-p.i.c* is defined similarly to ft-p.i.c, but we add one

assumption:

for any a G Ni there is a sequence (aa : α < AC) in Ni Π A^ such that α^ = α

(this implies the corresponding condition on Nj); equivalently Ni is the Skolem

hull of (Ni Π Nj) UW> and TV, is the Skolem Hull of (Ni Π Nj) \J{j}.

2.7 Lemma.

1) The Ac-p.i.c. implies the Ac-p.i.c*.

2) Lemmas 2.2-2.5 hold for /ς-p.i.c*, (and we call them 2.2*,. . . , respectively).

3) P satisfies the ft-p.i.c* if P satisfies the conditions from [Sh:80] which are:

a) P is NI -complete.

b) for any pi G P (i < AC) there are p\ G P, Pi < pj and pressing down

functions Fn : AC \ {0} — > AC, (i.e., Fn(α) < α) for n < α;, such that: if

i < j and /\nFn(i) = Fn(j), thenp\,pj have a least upper bound in

P, called pt A p t .

2.7A Remark. So 2.7(2), (3), 2.4*, 2.4* give an alternative proof of [Sh:80],

for the case αo < AC. In fact, 2.4* holds for QQ not necessarily < AC, when each

Qi is Ni-complete, and this gives an alternative axiom for [Sh:80].

Proof. 1) Trivial.

2) The least trivial part is 2.3. Here the extra assumption is the least

obvious. So, by induction, we define N*(k < ω). For fc = 0 we choose Nf

such that: {Pii} G N? -< (H(λ), G, <λ), \\Nf\\ = »0- Suppose N* (for each

i) has been defined and let {α£e : e < ω} enumerate the members of N *.

We choose N*+l such that N* G N*+l -< (ff(λ),e,<λ), ||^+Ίl = NO, and

Now let Ni = \Jk<ω N£ and proceed as in 2.3.

3) Let Ni, Nj, h be as in the definition of Ac-p.i.c*, p G N^ Let (In : n < ω)

be a list of all maximal antichains of P which belong to Ni. For every a £ Ni

let seqα G Ni Π A^ be a sequence of length AC such that α = seqα(i). We define,
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by induction, conditions pn:

Po =P,

ifp2n is defined, choose ί>2π+ι > P2n, such that P2π+ι £ PΠ AΓ^, P2n+ι > (some

Qn € 2n),

if P2n+ι is defined, consider seqpn+ι = (rαjn : α < K). We can assume w.l.o.g.

(Vα < K) rα>n e P. So there are (Fn : n < α;), (r^n : α < ft) as mentioned in

2.7(3)(b). As {rα>n : α < K) G NiΓ\Nj and <λ is a well ordering, we can assume

that (Fm : m < ω), (r^n : a < K) G Ni Π TV^ . Let p2n+2 = rj>n (remember

P2n+ι — rί,n < rJn) Notice that /ι(r^n) = r^ ̂ , and by the choice of Ni,Nj

we have Λm

F™W = Fm(j) So rtn = p2n+2 and r]>n = Λ(p2n+2) have a least

upper bound <72n+2 == P2n+2 A Λ(p2n-f2) In the end:

< Λ(p4) <

Now ^2n+2 £ ^2n+45 as they are least upper bounds. So by NI -completeness

there is a q, /\n q > qn. Now q is as required. D2.r

2.8 Lemma. 1) All forcings used in VII §3 (= applications of Axiom II) satisfy

the K2-p.i.c*, (but of course Levy(Kι, < K) if K > H2)

2) Moreover for each application we can find a forcing notion doing all the

assigments of this kind present in the current universe and satisfies the K2-p.i.c*,

and in fact all are (< α;ι)-proper and D-complete for a simple HO -completeness

system D.

Proof. We elaborate two of them leaving rest to the reader.

application F: Let T = ((Ta, /*) : α < α*) be a sequence of pairs (T, /*), T an

Aronszajn Hi-tree, /* : T — > ω satisfies the antecendent of (8) in VII 3.8 (in the

main case: listing all of such pairs). We define a forcing notion Pψ. A member

p of Pψ has the form p = (i, w, ~g, C, B), where:

(i) w C α* is countable,
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(ii) i < cji, C — (Ca : a G w), Ca the characteristic function of a closed subset

of i -h 1 to which z belongs

(iii) g = (ga : a G w), ga a function from Γ|. = (Tα)<i to ω such that (#α, Ca)

is as in VII 3.11.

Notation: For finite u C α* we letting Tu be the disjoint union of {Ta : α € u}

(i.e. make them disjoint).

(iv) B is a countable family, for each member / for some finite u = u(I) C u;,

(pH, Π £«,

application C: Use product with countable support. U2.8

2.8A Remark. We do not investigate the connection between ft-p.i.c, and

ft-e.c.c. However, ft-e.c.c. was introduced to deal with the case in which we

iterate forcings which are D-complete for some D. We introduce the ft-p.i.c. to

deal with the case in which we want to get V N "N2 = 2H° < 2N l". So we use

an iteration of length α;2 where each iterand does not add reals. On the other

hand, ft-p.i.c.* seems to replace ft-p.i.c. totally.

Note that the property of being κ>p.i.c. essentially (but seemingly not

formally) implies properness.

2.9 Claim. If αo < ft, (Pa,Qa ' & < #0} is a CS iteration, OLQ < K, each

Qa satisfies the /ί-p.i.c* and (Vμ < κ)μH° < ft; ί/ien, in VP(XO we have (Vμ <

ft and 2H° < ft.

Proof. Trivial.

§3. The Axioms Revisited

3.1 Thesis. Proper forcing is efficient for getting models in which 2H° < ^2

and important things it gets are such universes of set theory which in addition

satisfy conditions of the form "for every A C ωι...". The reason is that we,

at present, can iterate only ω^ times without collapsing ^2 (of course, if we are
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interested in c.c.c. forcing, we can increase this to 2N°). So we have a division

to four main cases we can reasonably handle:

I) 2H° = 2Hl = N2,

II) 2Ho =N!,2H l =N 2 ,

III) 2*° =N 2 <2H l,

IV) 2*° =«ι ,« 2 <2 M l .

3.2 Discussion. We have dealt in VII §2 with I), II), and have the appropriate

axioms. Also in previous works we dealt with mainly I), II); sometimes we get

more for free: e.g. in Laver [LI] (consistency of Borel conjecture), the value of

21*1 was immaterial.

For getting such models with some extra properties we iterate ω2 times. At

some stages we increase 2**1, or add "a few" reals (and preserve CH meanwhile

(see 2.9) if K2 in the end is a given inaccessible ft, "few" can be interpreted as

< ft) (according to the case - for I, III each time we add a few reals, for III, IV

we start by adding many A C ω\). In other stages (for I and II) we consider

A C ω\ and force "for" "it" some B. If we want III or IV, we consider all A C ω\

of a certain kind and simultaneously add for each such A an appropriate B.

Sometimes we want the forcing to preserve something (e.g. ωα;-boundedness,

or a Ramsey ultrafilter etc.) but we shall not deal with those things here, for

the number of axioms arising is not bounded.

For other possibilities of 2N°, 2Nl the situation is not clear. On some con-

sistency results see Abraham and Shelah [AbSh:114]. We get there results with

2^o > ̂ 2 but £he results are on A C ω\. Resolving the problematic cases, first

of all 2^° > ^3 seems to me a major problem; we shall discuss this later.

Note: in case IV for example, we are restricted by our iterations being of length

α>2

Generally, for getting the consistency of stronger axioms we have to assume

the consistency of ZFC-h some large cardinal. Here we concentrate on assuming

the consistency of ZFC only.
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3.3 Notation. φ, ψ are first order sentences (in the language with — , e and

one predicate P).

M is a model with universe ω\ and language of cardinality < NO, M =

(|M|, . . . ,Rι . . .)i<i0<u; Let N denote an expansion of M, again with < K0

relations and φ a first order sentence in TV's language.

3.4 Lemma. If ZFC is consistent, then so are ZFC + each one of the following

axiom schema (separately):

Axiom Schema. /&: For each (ψ,φ), for every M with universe C

such that (#(Nι),G,M) N i/;, there is an expansion N of M such that

N N (/?, provided that

(*)/6: the following is provable from ZFC + G.C.H.: if(H(#ι), G, Af) μ

for some proper forcing notion P satisfying the N2-p.i.c.*, |P| < ^2, ll~p "there

is an expansion TV of M, N satisfying φ and 2H° = HI".

2) 2*° = Ni + 2Nl - K2 (4- G.C.H. if you want) +

Axiom Schema. Ilf. For each (ψ,φ), for every M with universe C H(#ι)

such that (ίί(^ι),G,M) 1= ψ, there is an expansion TV of M such that

N \= φ, provided that

(*)//, the following is provable from ZFC + G.C.H. : i/(£Γ(Nι), G,M) 1= ψ then

for some (< α;ι)-proper P, B-complete for some simple No-completeness system

P, satisfying the N2-p.i.c.*, |P| < ^2 and Ihp " there is an expansion N of M

satisfying y>". We can use here #(^2) instead of ίΓ(Kι).

3) 2H° = HI -f 2Kl = any cardinality of cofinality > H24-

Axiom Schema. /VJ>: For each (ψ,φ), for every M with universe C H(^ι)

such that (ff(^ι),G,M) 1= ^j there is an expansion N of M such that

AT N (/?, provided that

(*)/Vί> the following is provable in ZFC + CH: there is a (< ωι)-proper forcing

notion P, D-complete for some simple No-completeness system D, satisfying the
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N2-p.i.c.*, \P\ < 2*1, such that \\-P "for every M E V, if (H(Kι)v, G,M) N ,̂

then there is (in T/p) an expansion TV of M satisfying </?".

4) 2*° = K2 < 2Hl = anything of cofinality > K2+

Axiom Schema. I lib- For each (^, y>), for every M with universe C .ff(Nι)

such that (/f(Nι), G,M) N ̂ , there is an expansion N of M satisfying φ,

provided that

(*)///b : the following is provable from ZFC + CH: there is a proper forcing P

satisfying the K2-p.i.c*., \P\ < 2Hl such that:

Ihp "CH and for every M £ V with universe C

if ( f f (Nι) v r ,e ,M)l=V' , then

there is (in Vp) an expansion N of M satisfying φ" .

Proof. Straightforward by now, when we use the relevant theorems on forcing.

Π3.4

3.4A Remarks on 3.4(3).

A) Notice that we use CH instead of G.C.H, and we here put first 3P and

then VM. We can also assume that P is an iteration with countable support

satisfying the above conditions.

B) If 2Nl is such that (Vμ < 2*1) [μH° < 2N l], we can replace ff(Nι), by #(2Kl).

Of course, as we use "larger" cardinals K to be collapsed to K2, we can get

stronger axioms:

3.5 Lemma. If "ZFC -f 3 an inaccessible cardinal" is consistent, then so are

"ZFC + each of the following" (separately).

Axiom Schema. Ia: like /&, but we replace (in (*)/6 the demand) ". . . P,

satisfying the K2-p.i.c.*", by ". . . P, |P| < first strongly inaccessible".
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2) G.C.H. +

Axiom Schema. IIa: like IIb, but we replace " . . . , P satisfies the N2-p.i.c.*,

|P| < N2" by " . . . , |P| < first strongly inaccessible".

3) 2^° = NI + 2Hl = first inaccessible +

Axiom Schema IΠa. Like I lib but we replace " . . . P, P satisfies the tt2-p.i.c.*,

|P| < 2H l" by ". . . P, |P| < first inaccessible".

4) 2*° = K2 = 2K l= first inaccessible +

Axiom Schema IVa. like IV^ but we replace " . . . ,P satisfying the N2-

p.i.c.*" by " . . . P, |P| < first inaccessible".

3.5A Remark. 1) Our use here of Ia is not the same as in VII §2, but we can

take their union as Ia.

2) We can replace in this section "D simple No-completeness system" by

D G Vp° is a 2-completeness system (see §4).

3) We can replace in 3.5 "|P| < κn by "P N κ-p.i.c.*".

Proof. Again easy.

Remark. We can of course try more axioms, but those mentioned above seem

to suffice.

§4. More on Forcing Not Adding u -Sequences
and on the Diagonal Argument

4.1 Discussion. We have proved in VII §3, application D, that CH /> Φ^°

whereas in Devlin and Shelah [DvSh:65] (or see somewhat more [Appendix

§1]) it is shown that CH —> Φ^ But Axiom II does not prove the consistency

of "not Φ^" with CH. More generally, we can ask whether we can make the

condition on the Qa (in V 7.1, 7.2) weaker.

We saw no point in trying to weaken the assumption "α-proper for every

OL < ωιn to e.g. u -proper, as it seemed to us that every natural example of fore-
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ing will satisfy it (truly, sometimes we want to destroy some stationary subsets

of ω\ and under reasonable conditions we can succeed, for example, the proof

the consistency of "the closed unbounded filter on ω\ is precipitous" (see Jech,

Magidor, Mitchell and Prikry [JMMP]), but we can amalgamate such a proof

with our constructions). The hard part seems to be the D-completeness, where

D G V or D is simple, again, do not seem to be a serious obstacle to anything;

but the requirement that any finitely many possibilities are compatible (i.e.

^(N,p,p) generates a filter) seemed to be an obstacle - e.g. to the natural forc-

ing for making Φ^ false. Remember, B{w,...) was a family of subsets of P(N)

with the finite intersection property. We shall try to replace this requirement

by the requirement that the intersection of any two is nonempty. As an appli-

cation we get consistency with CH of variants of Φ^ (we hope there will be

more). Note that we replace here 1®(N,p,p) by another equivalent formulation.

Note another drawback, which at present is only aesthetical, the D-

completeness is not preserved; i.e. we have not stated a natural condition,

preserved by CS iterations, that implying that no α -sequence of ordinals is

added. Note that we do not use the full generality of Definition 4.2. We treat

it in 4.14—4.22. A minor difference with Chapter V is that we use countable

subsets of some λ instead of Jϊ(λ), but this is just a matter of presentation.

For another point of view and more results see [Sh:177] or better yet XVIII

§1, §2 .

4.2 Definition. 1) Let λ be a cardinal. D is called a (λ, 1, fc)-system (or

completeness system) if:

(i) D is a function (where D(x) may be written as D^),

(ii) 11^(0,<*,x,p) is well defined iff α 6 Sχ0(λ), <* is a partial order of α, x C a x a

and p £ α,

(iii) 1^(a1<*ίχjp) is a family of subsets of 'P(α), the intersection of any i of them

is nonempty when i < 1 + fc.

2) We say that D is a /.-completeness system if for some λ it is (λ, l,fc)-

completeness system.
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4.3 Definition. A forcing notion P is called (P, D)-complete, where T> is a

filter over S#0(X) and D a (λ, 1, /c)-system, if λ > 2'p', P is isomorphic to

P* = (P*, <*), P* C λ, and for every p G P* and Jα - {pf : i < ia < X}

pre-dense subsets of P* (for a < λ), for some x C λ x λ, the family of all

a G <Sκ0(λ) that satisfy the following, is in T>:

(*) the following contains, as a subset, a member of D{α,<*rα, x\aχa, p)-

{G C α: 1) for every a G α, for some i G α Π iα, p" G G

2) (3ς G P*)(Vr G G)(r <* ?)

3) p G G}.

If Ί) = £><κ!(λ) (see V §2) we may omit it and write D instead of (£>,D). If

£> = P<Hl(λ) -h 5, where 5 C S<^1(\) is stationary, then we may write 5

instead of V.

4.3A Remark.

1) In Definitions 4.2, 4.3 we can replace λ by any set of this cardinality or by

any larger cardinality.

2) We omit T> in 4.5 below from laziness only.

3) In 4.4 and 4.3 of [Sh:b] we use α G <S^o(λ) for some fixed α, but we use only

the case α = 1 in Theorem 4.5; to help the reader we delay this generality

to a later part of this section.

4) If T>\Q is a fine normal filter on ^^(λo), and λi > ΛQ, we let Ί)\ be the

fine normal filter on 5<«1(λι) generated by

{{α G 5<κ1(λι) : α Π λ0 G X} : X G V°XQ} .

5) If 5 C S<^1 (λ) is stationary we may write 5 instead of T><^1 (λ) -f S.

6) Instead of 2a for a < X we can use Ta for α < α*, α* < λ.

4.3B Fact. 1) In Definition 4.3, any choice of (P*,<*) gives an equivalent

definition. Also we can increase λ in a natural way.
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2) Definitions 4.3 and 4.4 (simplicity) are compatible with the definition of

completeness systems from V5.2, 5.3, 5.5.

Specifically:

(A) For a forcing notion P, k < KI and a family 8 of subsets of 5<κ1(/x), the

following are equivalent:

(i) For some λ > μ, P is (2λ<Nι(λ) + £, D)-complete for some simple

(λ, fc, Incompleteness system D in the sense of 4.3, 4.4 below, where

V<^1(\) + 8 is the fine normal filter on 5<κ1(λ) generated by

{{α G 5<Nl (λ) : α Π μ G X} : X <Ξ f} .

(ii) P is (£, D)-complete for some simple ^-completeness system in the

sense of V §5.

(B) For a forcing notion P, k < NI, 8 a family of subsets of ^^(μ), and a

subuniverse VQ (Vo a transitive sub-class of V containing all ordinals and

being a model of ZFC) such that S G VQ, the following are equivalent:

(i) For some λ > μ and (λ, fc, Incompleteness system D G VQ, the forcing

notion P is (P<Nι (λ) 4- 8, B)-complete in the sense of V §5.

(ii) For some λ > μ and fc-complete system D which is almost simple over

VQ, the forcing notion P is (£, D)-complete in the sense of V §5.

Proof. Straightforward. EU.SB

4.4 Definition. We call D simple if for some first order formula ^(v,u),

D(α,<*,x,p> = {{G C α : p G G,(a\JP(a x α),G fα, <*,*,p) h ^(G,u)} :

u C α}, (φ can have a countable sequence of ordinals as a parameter).

4.5 Theorem. If (Pα, Qa : a < QQ) is an iteration with countable support and

each Qa is /3-proper, for every β < ω\ and Dα-complete for some (λα,l,2)-

system, D" G V (possibly Dα, λα are actually Pα-names pα, λα but it does not

matter), then forcing with Pαo does not add any new ω-sequences of ordinals.
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Note:

4.6 Claim. Any simple system in VPa (where Pa is a forcing notion adding

no new ω-sequences) is in V.

Note:

4.6A Remark. Every Qa is ωα;-bounding because it is IF-complete, which

implies it does not add (to VPa) reals and even does not add ω-sequences of

ordinals.

Proof of 4.5. We prove some claims and then the theorem becomes obvious

(Claim 4.10 is the heart of the matter).

4.7 Definition. Let A = (Ai : i < /?), β countable, each Ai is a countable set

of ordinals, Ai(i < β) is (strictly) increasing and continuous. For ξ < ζ,ξ G

AO, C £ A), A as above, we define when A is long for (£, £), by induction on ζ:

Case (i). ζ = ξ: A is long for (ξ, ζ) (under the assumptions above) if β > 0.

Case (ii). ζ a successor, ζ > ξ : A is long for (£, ζ) if for some β^ < β we

have that (Ai : i < β f) is long for (£, ζ-ϊ).

Case (Hi), ζ a limit: A is long for (ξ, ζ) if there are βi(i < ω2) (the ordinal

square of ω) such that: i < j < ω2 =» ̂  < βj\ βω2 +ω + 1 < β\ and for every

i and (£ι, Ci) we have: ξi € Aβ^ζi € A^., ^ < ξi < Ci < C and i < ω2, implies

that (Aj : A + 2 < j < A+i) is long for (&,£).

4.8 Claim.

1) If ξ < ζ G A0, (Ai : i < β) is as in the assumptions of Definition 4.7,

A) < ft < 0, and (A; : A) < i < βι) is long for (ξ, C) t^en (A< : i < β) is

long for (£,().

2) (Ai : i < β) is long for (£, ζ) iff (A, Π (C + 1) \ ί : i < 0) is long for (ξ, C).
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Proof. 1) By induction on C, and there are no problems.

2) Easy. Π4.8

4.9 Claim. Let λ > ωι, β < ωl and for i < β we have Ni X (ff(λ), G), and Ni

are countable increasing continuous and (Nj : j < i) G N^i and ξ < ζ G NQ.

Then we can find an a such that β < a < ωι, and a countable Ni for /? < i < α

such that JVi -< (ff(λ),e), (Λ^ : j < i) G Wm for i < a,Ni are countable

increasing continuous in z and (Λ^ Π λ : i < a) is long for (£, ζ").

Proof. Again by induction on ζ.

4.10 Claim. Suppose <3i,Pi,α0 are as in Theorem 4.5, λ is large enough and

for i < β(< ω\) Ni -< (if (λ), G, <J) is countable, increasing, continuous and

(Nj :j<i)e #i+ι, ξ < C Ξ Wo Π (α0 + 1), (Pi,9i : * < αo) € 7V0.

Suppose further that (Ni Π α0 : i < /?} is long for (ξ,C), Ge(e = 0,1)

are directed subsets of Pξ n Np, re G Pξ (for e = 0,1), (Vςr G Ge)^ < re,

GO Π A^o = GI Π AΓ0 and i < β => J Π Ge Π ̂  ̂  0 for every pre-dense I C Pξ

with I e Ni and e = 0,1. Suppose also p G Pζ Π JVΌ and p\ξ G G0.

Tften there is a directed G* C Pζ Π 7V0 such that G0 Π 7V0 C G*, G* not

disjoint to any pre-dense I C Pζ,I e N0,p G G*, and re \\-Pζ "{q\[ξ,ζ) : tf G

G*} has an upper bound in Pζ/Pξ" for e = 0,1.

Proof. By induction on C (for all ξ < C)

Note that the assertion (for ξ = 0) implies that forcing by Pζ does not add

α -sequences of ordinals.

Also note Ίfp < q are in PξΓiN0, q G G0ΓW0 thenp G G0ΠAΓ0 (as {r G Pξ : r > p

or r,p incompatible in Pζ} is pre-dense in Pζ and belongs to 7V0); similarly for

Nβ instead 7V0 and/or for GI instead of G0. Also, for e = 0,1 and i < /?, we

have G e n 7 V i G 7 V m . Why?

This is easy, as the set I C P^, defined below, is pre-dense and belongs to

-/Vi+i, hence is not disjoint from Ge Π AΓί+1. So there is an r^ G I Γ\ Ni+ι with
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r t G G eΠ ΛΓi+i; but by the assumption (Vg)[ςf € GeΓ\Ni — > g < re] and r^ < re.

Hence, by the definition of Z° below, we know that r^ φ Z°, so r^ G T1 (see

below), and necessarily {q G Λ^ Π P£ : q < r f} = Ge Π A^. So Ge Π Ni G W<+ι

as it is defined from parameters (A^,P^,r^) in it. Here is the definition of Z:

I = Ί?\Jll, where

J° = {g G Pξ : there are no r G Pξ, r > q and G C Ni Π Pξ such that

(V G G) p' < r and

(VJ G TVo) [J pre-dense in Pζ -> J n G ̂  0]}

J1 = {^ G Pξ : there is a G C AΓ0 Π Pe such that (Vp' G G) pr < ς and

(VJ Ξ Wo)[J pre-dense in Pξ -> J Π G / 0]}.

Case (i): ζ = ξ.

Trivial. Just let G* = G0 Π N0.

Case (ii): ζ a successor ordinal > £ .

So by Definition 4.7, for some 7 < /3, (N; Π λ : i < 7) is long for (f , ( - 1). For

e = 0, 1, we can find r^ G Ge Π AΓ7+1 such that r" is above every member of

Ge Π NΊ (see the proof above). Hence, by the induction hypothesis, there is a

G* C ΛΓ0 Π Pc_ι such that:

(a) for every pre-dense X C P^_i,X G A^>, the intersection G* ΠZ is not

empty,

(b) rl lhPί "G* has an upper bound in PC-ι/Pξ",

(c) G e Π A Γ 0 = G*ΠP ξ .

Now without loss of generality G* is definable (in (ff(λ), E, <£)) from the

parameters Q, (Λ^ : i < 7), ro,rf ,C,ξ, hence

(d) G * G

Now we want to define G** C Pς Π NQ as in the conclusion of the claim. G*

determines D^"1 G V, as ζ G NO (i e. some member of G* forces (ll-pc_1) D^"1

to be some D^"1). Let G* C Gf

ζ-l C Pc_! where G^ is generic (over V).

Clearly, some members of Gί-^ force NQ Π λζ_ι (λζ_ι is from the definition
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of D^"1) to be in the appropriate closed unbounded subset of <Sκ0(λζ_ι), so

we "know" D = ΠK"1 and it belongs to A^+ifG Lj (and to V] why not to

NI? we need G*; "know" means independently of the particular choice of

Gf.j). In Vpc-i, let (QJ,<J) * (<2o<)> Qζ £ λ, x C λ x λ code a list

(v7α = (pf : i < ia) : OL < α*} of the pre-dense subsets of (Qί_1? <ί j) from

Definition 4.3 and x is as in Definition 4.3. They may be Pζ_ι-names, but

without loss of generality (Ja = (pf : i < i^} : a < q*), (Qjϊ_ι, <£_!), ft

and x belong to ^[G^J. [Why? By III 2.13.] And we can compute x\(N0 Π

λc_ι), (Q^^JK^bnλc-i) so that A^Gf.J X (#(λ),G,<^). Finally,

let y = {ΛΓonλc-i^J.Jί^onλc-i^xKί^bnλc-i) x (7V 0 nλ c _ι)),ft(p))

There is a set ^4 G Dy such that (in F[G^_X]) for any G G A, we have that

G C TVo Π Qζ.-jGί J is not disjoint to any pre-dense Z C Q£_j which belongs

to T V o f G ί j and G has an upper bound in Q£_ι[G>_ι] Note that G ί j C P^_χ

is an arbitrary generic set which includes G*, so there is a -P^-i— name r such

that H-pc_! " if there is an A as above then r names it ". Again without loss of

generality r G A^+^G^J.

Now X* = {q G Pζ-ι : ^ forces r to be some specific A G D^} is pre-dense

in Pζ-i and belongs to ΛΓ7+1 C A^. So, by the assumptions on Ge, there are

r* for e - 0,1, such that r* G Pc_ι Π Nβ, r*\ξ G Ge, (Vςf G G*)(q <P C_X r*)

and r* Ihp^, "r = Ae", where Ae G Dy, Ae G Nβ. By the hypothesis on D^1,

AQ Π AI / 0 so as Λ), -4ι ^ ̂  there is a G® G A) Π ^4ι Π Nβ.

Then

G** - {q :q G A^0 Π Pc and q\(ζ - 1) G G* and for some r G G®,

HI-PC., "%(C-l))=rM} ?

is as required (it is well defined as though ft is a P^_ι-name, it belongs to 7V0

hence ftίA^o can be computed from G*).

Case (Hi), ζ a limit.

So there are βi(i < ω2) such that i < j < ω1 -> βi < βj, βω* + ω + 1 < β and

for any (£ι,Cι) in Nβ. if ξ < ξι < ζι < ζ then (Nj Π C : βi + 2 < j < βi+l) is
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long for (ξι,(ι) and (βi : i < ω2) is increasing continuous (we can assume this

by 4.8(1)).

Let β* = βω2 and w.l.o.g. we can assume (βi : i < ω2) G Nβ*+ι (as there is

such a sequence in Nβ*+ι, because it exists in V). Similarly i < ω2 => (βj : j <

i) G N0.+ι. Choose ζn G NQ Π ζ such that ξ = C0 < Ci < - Cn < Cn+i - - < C

and [7 G ΛΓ 0&7 < C => V n T < Cn]

Now we define by induction on n < ω, kn = k(n) < ω, G™ (for η G

(fc(n)) 2) j r* j rjn such that:

1) r* is a member of Pζn HTV^+^+i with domain CnΠ-W/^+u,, ΓQ < τ*o, rj < ri

(see below for formal problems or let ΓQ = 0 (so Dom(r2) = 0) but then

we use r* U re to force anything),

2) r*+1 |χn = r^, (or you can say that r^ is a Pζ-name of such a condition

with ΓQ, TΊ deciding the value but see (8) or the beginning of the proof

below)

3) if n -f 2 < m < ω, r* is (Nβ*+m, PCJ -generic,

4) if J C Pζn is a maximal antichain, I G Nβ*+ι then for some finite

J' C J n Nβ*+ι, J is pre-dense above r* (note that, as described in

the beginning of the proof of 4.10, this implies that the function giving

J (from X) belongs to JV0*+n+2),

5) *d = l,G^e>=σβnΛfc.,

6) GΪ C Pζn Π Nβ. , G^ G Nβ*+! for 77 G ̂ 2,

7) if m < n and r/ G ^2, then G™fc(m) - G^ Π PCm,

8) ηn is a P^-name which belongs to W/3*+ι,

r* Ih "GJJ^ is included in the generic subset of Pζn",

9) if j < β*, but for no /c < fe(n) is βωk -f 1 < j < /3ω(fc-ι-i) ίften for every

pre-dense I C PCn , J G AΓj ;, and 77 G fe(n)2 we have Nj Π J Π G^ ^ 0,

10) 77,1/6 fe(n)2, η\k = i / r fc , fe < fc(n) implies G^ΠΛ^^+i = GJnJV/j^+i and

we denote both by G^fc,

11) (Vg G 7V^ Π PCJ [(3gt G G^)(g < ς f t ) -, g G G£] for 77 G fc^2.
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There is no problem for n = 0 (how do we define ΓQ? we can assume that

QΊ is closed under disjunction. Let ε G Nβ Π (ζ + 1) be maximal such that

(Vr G Nβ+ω Π Pε}(r < r0 = r < TI), by the definition of CS iteration it is

well defined. As before we can find r'e G Nβ*+ω+ι which is below re and (Vr G

Nβ+ω Π Pc)(r < r'e = r < re), r& fε - r{ \ε, ε < ζ => r'0 \ε \\-Pε "r£,(ε), r((ε) are

incompatible in Qe" and define ΓQ as follows: Dom(ro) = Dom(rό) U

and

ro(7) — rό(7) otherwise.)

So assume we have defined for n and we shall define for n + 1.

First we define, by induction on ί < fc(n), for every η G £2, the sets G™"1"1

(see (10) above), and we have to satisfy (9), (7), and r^ should force G1^1 is

(bounded by) a condition, if η = ηn \t.

This makes no problem, using the induction hypothesis on ζ and (< ω\)-

properness.

Second we want to define k(n + 1), G^+1 (for r/ G fc(n+1)2). Let Gζn C Pζn be

generic, r* G G^n and work for a while in V^G^J.

For each p' G Nβ.(Gζn] Π (PCn+i/GCn), there is a G C Pζn+1/Gζn, p' G G,

G has an upper bound, and ifp' G Nj,j < β* is as in (9) then GΓ\Nj is generic

for (A^, Pζn+1/Gζn) [equivalently, if I C P^n+1 is pre-dense, J G JVj, then the

set J Π Nj n G is not empty]. So there is a function F giving such a G with

Dom(F) = (Pζn+1/Gζn) Π 7V> [GCJ. So, in F, we have a PCτι-name F for it. As

its domain is countable, \\~pζn "F G F" (the domain is essentially C 7V^*).

Also it is clear that, without loss of generality, F G Nβ*+ι as (Ni : i < β*) G

Λ^*+ι, r* G Gζn and condition (9), (4).

So, by condition (4), there are FI, . . . , Fm G Λ^*+ι such that r* Ih "F G

{FI, . . . , Fn}", FI . . . G V (note that so their domain is computed by Gηn . . .).

By renaming, choose k(n + 1), Fη (for η G fe(n+1)2) such that for every

η G k^2 we have {Fi, . . . ,Fn} = {F» : i/ G *("+1)2, ι/r*:(n) = r;}. Now for any
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η G k(n+lϊl we can first define G™+1 Π A^fc(n+i)-f2 so that it depends on η\k(n)

and not η, and then let G,, - Fη(/\(G^1 Π ̂ wfcn+i+2)).

Third we define r^+1 by V 4.5. EU.io

Proo/ o/4.5. Immediate by 4.10. Π4.5

4. 10 A Remark.

1) So now everywhere we can use 4.5 instead of V 7.1 and strengthen Axiom

II, Πα, IIb etc.

2) We could use shorter sequences, e.g. β = β* + 2 is o.k. (see implicitly VI

§1, and explicitly XVIII 2.10).

3) By easy manipulations, it does not matter in Theorem 4.3, whether D" is

a Pα-name of a member of V, or simply a member of V (i.e. the function

α μ_» D<* is in V).

4.11 Conclusion. It is consistent with ZFC -f G.C.H. that:

(*) If k < ω and ηs is an ω-sequence converging to δ for any limit δ < ω\ and

(Aδ : δ <ωι) is such that AS C fc, \Aδ\ < fc/2

then there is an h : ω\ — + fc such that for every limit δ < ωi, (h(η$(n)) : n < ω)

is eventually constant, and its constant value ^ A§.

4.12 Conclusion. G.C.H. ^> Φ^.

4.13 Lemma.

1) The demand on each Qa in 4.5 follows from: Qa is 7-proper for every

7 < α i, and Dα-complete for some simple 2-completeness system Bα.

2) We can demand in 4.5 that each Qa is 7-proper for every 7 < ωi, and

Dα-complete for some almost simple 2-completeness system over V.

Remark. See Definition V 5.5.
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Proof. Straightforward. HU.ia

* * *

Finally, we indicate how to rephrase the proof in the form of a condition

which is preserved by iteration.

4.14 Definition. We1" call E C S^(X) stationary if for every χ > X

(equivalently, some χ > λN°) and for every x G H(χ) there is a sequence

Ίf = (Ni : i < a) such that

(a) TV = (Ni : i < a) is an increasing continuous sequence of countable elemen-

tary submodels^ of (-ff(χ), G, <*), a < ωι and Ίf\(i + l) G Ni+1 for i < tg(N),

(b) x G NO,

(c) (NiΓ(λ:i<a) eE.

4.15 Definition. Let λ be a cardinal, E C S<%^ (λ) stationary, and K a cardinal

(may be finite). We call B a (λ, E, /ί)-system if:

(A) D is a function (written Dx).

(B) D(ό,<*,α;,p) is defined iff α = (α^ : i < α) G E, <* a partial order of α^, x

is a binary relation on αα and p G αo If ID{o,<*,x,p) ^s we^ defined then it is a

family of subsets of P(a$).

(C) // i < I + ft and (α, <!• , a^ , p) G Dom(D) for j < i (note: same ά and

p and possibly distinct <! ,Xj) and <!• fα0 =<S ί^Oj XJ\OΌ — ^ί«o and

Λ € ^(ά^-.x^p) for J < *, *Λen Π^i^j 7^ 0-

4.16 Definition. A forcing notion P is called (X>, B)-complete, where P is a

(fine normal) filter on <S<κ0(λ) and B is a (λ, E1, fi)-system (so E C «S<^(λ) is

stationary) if:

(A) λ > 2'pl, P is isomorphic to (P*, <*), P* C λ,

(B) for any p G P* and pre-dense subsets Ia of P*, Ia = {p? : i < ia < X}

(for α < λ), for some x C X x X and a nonstationary Y C S<£* (λ), we have:

t Remember 5<^ (λ) = {A : A an increasing continuous sequence of count-

able subsets of λ of length <
tt Of course we can omit <* and still get an equivalent formulation.
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(*) If a = (di : i < α) G E \ Y for i < α, then the following set includes a

member of ^(a,<^\a0ίx\a0,p}'

\ G C αo: 1) for every α € αo for some i G αo, pf G G.

(C) for every Y G T> we have {α G £ : αo ̂  Y} is not stationary (as a subset

(D) if Y C <S<κ0(λ), y ^ 0 mod £> then {α € £ : α0 G Y} is stationary.

4.1T Convention. If T> = £><κ0(
λ) + Ή), ίb ^ 0 mod ^<^0(

λ) Λen we

write FO instead of V.liΊ) = £><κ0(λ) we shall write D instead of (P,D). We

do not always distinguish between Ί), a fine normal filter on <S<N0(λ) in V, and

the fine normal filter it generates in a generic extension of V.

4.18 Claim. (1) If P is (Γ>, D) -complete, then forcing with P adds no new

α -sequence of ordinals (in particular, no reals).

(2) Suppose P is (P, D)-complete for a (λ, £?, /^-completeness system D, and

μ > λ .

Then for some D', E' , V we have :

(a) E1 C S^l (μ) is stationary and for D;

a (μ,E', /-^-completeness system P is (Γ^D^-complete,

(b) V is the normal fine filter on <S<κ0(μ) generated by

| { α : α Π λ e y } : y G £>}.

(c) £' - {α : (α; Π λ : i< ίg(a)) G E and α G 5|̂ (μ) and α0 Π λ G P}.

(d) ID' is defined naturally.

(3) If V \= 2λ < μ then (in the first part) V has the form £><κ0(λ) + F for

some stationary F C <S<κ0(λ).
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4.19 Claim. 1) Assume E C «S<jJ1(λ) is stationary and Ί), E satisfy condition

(C) of 4.16. If Y G V and H is a function from Y to λ, then {a G E : H(α0) £

αi} is not stationary.

2) In definition 4.14 the value of χ is immaterial and, if χ > 2λ, we can omit

3) Assume Q = (Pξ,Qζ : ξ < C* and C < C*} is a CS iteration of proper

forcings. Assume also that V is a (fine) normal filter on <S<κ0(λ), and for

ζ < ξ < C* < λ, Eζtζ C «S<No (λ) is stationary and each quadruple (D, E, Pζ/Pξ)

satisfies in VFζ conditions (C), (D) of Definition 4.16. Then

E = {a : a G <S<N* (λ) and there is (ε^ : ζ G α0 Π (ζ* -f 1)) increasing

continuous, 0 < εo, ε^* < £g(o), for each ζ G α0 Π (ζ* + 1) we have

(α0)
Λ (αe : ε^ + 2 < e < ε^+i) G £εζ,εζ+1 and

αo, «£g(ά)-i5 αες-f i belong to {60 : b G EQ}}

is stationary and satisfies clauses (C), (D) of Definition 4.16.

(4) If F C <S<κ0(λ) is stationary and in (3) we add [ά G Eς&ζ < ( " * = >

Λi<^g(ά) α* ^ 1̂ then we can replace S by Ef = {a G E : Λi<^g(α) α* ^ -̂ }

Proof. Straightforward. 1^4.19

4.19A Remark. If λ < χ, Ni X (#(χ), G, <*) for i < a is countable, increas-

ing, continuous (in i) and (Nj : j < i) G Wi+i t/ien we can find a limit β > OL

and Ni (for i G (α, /?]) such that:

(a) (Ni : i < β) is increasing and continuous, Ni -< (H(χ), G, <*) is countable,

and (Nj : j < i) G Wm.

(b) λ G AΓα+1 and i/E G AΓ^, E C <S<^0(λ) is stationary Λen for some i, j, we

have a < i < j < /?, E G Λ/i and (7V7 Π λ : i < 7 < j) G £".

4.20 Theorem. Assume

(a) Q = (Pα, Qα : α < α*) is a CS iteration,

(b) each Qa is (< ωι)-proper (in VPα),

(c) K > 2, λ > 6Jι a cardinal, α* < λ, λ = λ^°, and Pα* has a dense subset of

cardinality < λ,
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(d) λ is a cardinal, V is a normal filter on S<#0(X) (or T> = 2?<N0(λ) + F),

(e) for every α, lhPα "Qα is (D, Dα)-complete", Dα a Pα-name of a (λα, JEα, «)-

completeness system from V, Eα is a Pα -name of a member of V which

is a stationary subset of 5<^(λ) (in V) satisfying (C), (D) of 4.18.

Then:

(1) Pα* is (P, B)-complete for some (λ, £, /^-completeness system D G V, for

some stationary £ C 5<^(λ), satisfying:

(J Rang(ά) C {α* : VίPa "α ̂  Eα for some α < α*" and ί < ^g(α)},
ά€£

(2) moreover, if α < β < α*, then in VPa,Pβ/Pa is (P,D)-complete for some

(λ, J5α'^, κ)-completeness system D € V, for some ^α'^ G V as above.

4.20A Remark. Why can we assume that λ is constant? see 4.18(2).

Proof. This is proved by induction on α*. Fix a one to one function H* from

5<«o(λ) onto λ and let (0°^'^) : C < λ) list> in v> a11 Pairs (D,-B), D a

(λ, E, k)-completeness system such that for some a < β < α*,lhpα "(D, E)

is <^+-first for which Pβ/Pa is (P, D)-complete, D is a (λ, E, /^-completeness

system and D, E € V"". There is such a list of length λ, as α* < λ and Pα* has

a dense subset cardinality < λ (see assumption (a) of 4.20).

By the following subclaim, without loss of generality (Dα, Ea), for α < α*,

are really (Dα,£/α) (i.e. members of V rather than names of such members)

and Ea Π 5|̂ o(λ) = 0 and similarly (B^'^E^), for α < β < α*. (We can

alternatively redefine the iteration, inserting many trivial forcings, i.e. replace

Qί by Q\χi+ζ(ζ < λ) which is (Γ>,B^)-complete (one of them is Q^, the others

are trivial).)

4.21 Subclaim. Under the assumption in 4.20, for each α < α*, for some

(D, E) G V, D is a (λ, E, /^-completeness system in V, E e S<|£ (λ) is station-

ary and \\-Pa "Qa is (D, B)-complete".
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Proof. Let

£* = {α :α G S^ (λ), tg(a) > 2 and for some ε - {(ε£, ε£) : C € α0 Π α)

for every ζ G α0, ε£ < ε£ < ^g(α) and εί( G 7Vεc and

(a» : i = 0 or ε£ < i < ε£) G

By 4.19(3) we can show that E* is of the right kind. CU.21

Continuation of the proof 0/4-20: By the associativity law for CS iterations of

proper forcing, the following cases suffice. Also, clause (1) of the conclusion is

a special case of clause (2) and if β < α* then the statement has already been

proved (by the induction hypothesis).

First Case: a = 0, β - α* = 1.

Trivial.

Second Case: a = 1, β — α* = 3.

Let E1'3 = {a :ά G 5<^o(A), α = (α» : i < i*} and for some j j j ^2 we nave •'

0 < JΓ < J2* < i*, Ά + 5 < i* and afO'i 4- 1) e B1

Cα,se: a = 0, /? = a* = 2.

Similar to the second case, but easier.

Fourth Case: a ~ 1, β = a* = ω.

Ea>0 = {a : for some (βj : j < ω2) increasing and continuous, βo = 0, £g(a) =

βω2 + ω 4- 1, and for each n,m<ω, (dβωn)
 Λ (α7 : /3α;m+n + 2 < 7 < /?u;m+n+ι)

belongs to En}.

If /ς > NO, (/?j : j < ω} suffices.

Fifth Case: α = 1, /? = α* = cf(α*) > N0-

ga,β — {α e ̂ ^(λ) : ^ € α0 and for some (/^ : j < ω2) increasing continuous

βQ = 0,^g(α) = βω2 + α; 4- 1, and we can choose (α(n) : n < α;} such that:

a(ri) G α0 Π /?, α(n) < a(n 4- 1), α(0) - α(= 1) and sup(^ Π α0) = Un<α; α(n)'
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and for each n,m < ω we have (aβωn}~ (aΊ : βωm+n + 2 < 7 < /3ωm+n+ι>

belongs to £"(n),α(n+i)}B Π4.2o

4.24 Concluding Remarks. 1) There is not much difference between using

(D, D)-completeness and (F, D)-completeness (where F is a stationary subset

of <S<κ0(λ) for some λ), as long as we do not mind increasing λ (see 4.18).

2) In Theorem 4.20 (< o>i)-proper can be weakened by restricting ourselves to

e.g., E^-proper for every α, where Eft, = {{a» : i < a) € 5<^o(λ) : a» Π ω\ G

VF} for a stationary subset W C. ω\\ demanding that each Eβ is a subset of

Uα<ω EWI then also in the definition of "long " (4.17) we restrict ourselves to

the case /\; NΪ Π ωi G W.

3) We could have replaced Ea by Dom(Ba), etc.

4) We may note the following generalization. Call E C «S<£ * (λ) unambiguous

if for no α, 6 G E is α a proper initial segment of 6. Then for c € 5<{J^ (λ), we let

C#(c) be the unique ζ < ίg(c) such that c\ζ G E (maybe Cs(c) is not defined.)

Now in Definition 4.15 we will have also E* C <S<^* (λ) stationary such that

E C Dom(ζ£;*) and now we call D a (λ, E, E*, «) -system and note that only

now (in (B)) B^^A,?) is a family of subsets of P(a^E*(u)). Now, in Definition

in 4.16, the family is:

{G : 1) for every ε < ζ(α), α € αε for some i e αε we have p^ G G

2) (Ξςf G P*)(Vr G G)(r < g) (i.e. G has an upper bound in (P*, <*))

3) p G G}.

(This generalization adds some indices to the proofs but no essential changes.

This was the point of the original version of 4.2, 4.3.)

5) We can view (4) as a particular case of, more generally, putting an induction

hypothesis on G Π NQ.

6) See more in X §7 and XVIII §1, §2.

4.22 Definition. We say E C 5|̂ (λ) is simple if letting ff(Nι,λ) be the

closure of λ under taking countable subsets, E is first order definable in
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4.23 Claim. In 4.20 condition (e), instead of "D, J5 are from V™, it is enough

to demand that they are simple.




