
2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 115

FREE ANALYSIS AND PLANAR ALGEBRAS

S. CURRAN
?
, Y. DABROWSKI

†
, AND D. SHLYAKHTENKO

‡

Abstract. We study 2-cabled analogs of Voiculescu’s trace and free Gibbs states on Jones planar algebras.

These states are traces on a tower of graded algebras associated to a Jones planar algebra. Among our results

is that, with a suitable de�nition, �niteness of free Fisher information for planar algebra traces implies

that the associated tower of von Neumann algebras consists of factors, and that the standard invariant of

the associated inclusion is exactly the original planar algebra. We also give conditions that imply that the

associated von Neumann algebras are non-Γ non-L2
rigid factors.

Introduction

A recent series of papers [9, 10, 4, 2] investigated towers of von Neumann algebras associated to a

Jones planar algebra. To such a planar algebra, one �rst associates a sequence of algebras Grk. Next, a

special trace (the Voiculescu trace τ ) is constructed on each of these algebras. It turns out that W ∗(Grk, τ)
are factors (in fact, interpolated free group factors), and the standard invariant of their Jones tower

is the original planar algebra P (compare with Popa’s results [25]). A question dating back to [9] is

whether there are other “nice” choices of traces on Grk; in particular, one is interested in questions such

as factoriality of W ∗(Grk, τ) for various choices of τ , as well as the computation of the standard invariant

of the resulting tower of algebras.

A step in studying more general traces was taken in [11], where it was shown that certain random

matrix models lead to “free Gibbs states” on planar algebras. Such a free Gibbs state corresponds to

a certain trace τk on each Grk, and these traces have interesting combinatorial properties related to

questions of enumeration of planar maps.

The question of the isomorphism class of algebras associated to some of these free Gibbs states has

been recently settled by B. Nelson [15] using his non-tracial extension [14] of free monotone transport

introduced in [13]. He showed that if the potential of the free Gibbs state is su�ciently close to the

Voiculescu trace (in the sense that the potential is su�ciently close to the quadratic one), then the von

Neumann algebras generated by Grk under the free Gibbs state and the Voiculescu trace are isomorphic

(and are thus interpolated free group factors).

In this paper we investigate a di�erent collection of traces, among which a special role is played by a

trace which turns out to be as canonical as Voiculescu’s trace. We call the trace the 2-cabled Voiculescu

trace. The main di�erence from the Voiculescu trace is the replacement of summation over all Templerley-

Lieb diagrams with summations over 2-cabled Temperley-Lieb diagrams. The relationship between

the 2-cabled Voiculescu trace and the usual Voiculescu is akin to the di�erence between circular and

semicircular systems. Not surprisingly, many of the results from [9, 10] can be reproved for the 2-cabled

version. We sketch the proofs of several of these. Among these results is the existence of 2-cabled versions

of free Gibbs states.
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It turns out that the 2-cabled setup is nicely amenable to using tools from free probability theory.

Voiculescu’s free analysis di�erential calculus has a nice diagrammatic expression adapted to this situation.

The diagrammatic calculus is technically better behaved than the one used in the 1-cabled situation [11, 15].

Using ideas of [7] (which relied on some techniques of J. Peterson [24]), we are able to prove that if the

free Fisher information of a planar algebra trace is �nite, then the von Neumann algebras generated by

Grk are factors, and the standard invariant of the resulting Jones tower is again the planar algebra P .

This is in particular the case for any (two-cabled) free Gibbs state (whether or not the potential is close

to quadratic). A consequence of our work is that possible phase transitions phenomena arising when

one changes the potential of a free Gibbs state away from quadratic potentials cannot be captured by a

change in the standard invariant.

The outline of the paper is as follows. In the following section we recall some background material

on graded algebras associated to planar algebras from [9, 10, 4]. In Section 2 we develop some general

theory for traces on the graded algebra of a planar algebra. In particular we introduce planar algebra

cumulants, which generalize the free cumulants of Speicher, and construct some new examples of planar

algebra traces which generalize the Voiculescu trace studied in [9, 10, 4]. In §3, we adapt Voiculescu’s

free di�erential calculus to the planar algebra setting. Our main result states that if the planar algebra

version of Voiculescu’s free Fisher information of a planar algebra trace is �nite, then the tower of algebras

associated to this trace has the same standard invariant as the original planar algebra. This is in particular

the case when the trace we consider is the free Gibbs state associated to a potential. In this case, we also

show that the associated von Neumann algebras are non-Γ, non L2
-rigid and prime.

In §4 we further analyze the 2-cabled Voiculescu trace, and establish the isomorphism classes of the

associated von Neumann algebras. In §5 we consider free Gibbs states on planar algebras, which are

2-cabled versions of those studied in [11]. Finally, §6 constructs a free monotone transport between the

2-cabled Voiculescu trace and free Gibbs states with potential su�ciently close to the quadratic potential

1
2

. The proof is essentially the same as that of B. Nelson [15]. In particular, we show that Grk under

such free Gibbs states still generate free group factors.

1. Graded algebras associated to planar algebras

1.1. Background. We begin by brie�y recalling some constructions from [9], [4].

Let P = (Pn)n≥0 be a subfactor planar algebra. For n, k ≥ 0 let Pn,k be a copy of Pn+k. Elements of

Pn,k will be represented by diagrams

k k

2n

x
.

In this diagrams and in diagrams below thick lines represent several parallel strings; sometimes, we add a

numerical label to indicate their number (if the numeral is absent, the number of lines is presumed to be

arbitrary, or understood from context). Thus in this diagram, the thick lines to the left and right each

represent k strings, and the thick line at top represents 2n strings. We will typically suppress the marked

point ?, and take the convention that it occurs at the top-left corner which is adjacent to an unshaded

region.

De�ne a product ∧k : Pn,k × Pm,k → Pn+m,k by

xx ∧k y = y
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The involution † : Pn,k → Pn,k is given by

x† = x∗

We then de�ne the ∗-algebra (Grk(P),∧k, †),

Grk(P) =
⊕
n≥0

Pn,k.

The unit of Grk(P) is the element of P0,k consisting of k parallel lines. We have unital inclusions

Grk(P) ↪→ Grk+1(P) determined by

x x7→

1.1.1. Popa’s symmetric enveloping algebra. For integers k, s, t with s+ t+ 2k = n, let Vk(s, t) be a copy

of Pn. Elements of Vk(s, t) will be represented by diagrams of the form

x

where there are 2s parallel strings at the top, 2t strings at the bottom and 2k at either side. As above,

we will use the convention that the marked point occurs at the upper left corner, which is adjacent to a

unshaded region.

De�ne a product ∧ : Vk(s, t)× Vk(s′, t′)→ Vk(s+ s′, t+ t′) by

xx ∧ y = y

The adjoint † : Vk(s, t)→ Vk(s, t) is de�ned by

x† = x∗

Popa’s symmetric enveloping graded algebra (Grk(P) �Grk(P)op,∧, †) is de�ned by

Grk(P) �Grk(P)op =
⊕
s,t≥0

Vk(s, t).

There is a natural inclusion Grk(P)⊗Grk(P)op ↪→ Grk(P) �Grk(P)op determined by

x

y
x⊗ yop 7→
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1.2. An embedding of graph planar algebras. Let Γ = Γ+∪Γ− be a (unoriented) connected bipartite

graph. We replace Γ by an oriented graph having the same set of vertices and having as edges the edges

of the initial graph considered with all possible orientations. In other words, if a pair of vertices s ∈ Γ+

and t ∈ Γ− are connected, there exist two edges connecting them, one oriented so that it starts at s and

ends at t and the other oriented so as to start at t and end at s. By abuse of notation, we continue to

denote the oriented graph by Γ. For an edge e let s(e) (resp. t(e)) denote the initial (resp. terminal) vertex

of e, let eo denote the opposite edge from t(e) to s(e), and let E+ denote the set of edges with s(e) ∈ Γ+.

Let µ = (µv)v∈Γ be a positive eigenvector of the adjacency matrix of Γ with eigenvalue δ > 0 (e.g. the

unique Perron-Frobenius eigenvector if Γ is �nite). With this data Jones [18] has constructed a planar

algebra PΓ = (Pm)m≥0 with P0 = CΓ+ and Pm the vector space with basis given by loops (e1, . . . , e2m)
with s(e1) = t(e2m) ∈ Γ+. See [9] for the description of the action of planar tangles, note that we use the

convention on “spin factors” from there, which di�ers slightly from the original de�nition in [18]. Any

subfactor planar algebra P can be embedded as a planar subalgebra of PΓ
for some Γ (in particular one

may take Γ to be the principal graph of P , see [19]).

The graded algebras associated to PΓ
can be embedded into some natural algebras arising from the

graph, as we will now discuss.

De�nition 1.1. De�ne AΓ to be the “even part” of the path algebra of Γ, i.e. the ∗-algebra with generators

{Xe,fo : e, f ∈ E+, t(e) = t(f)} ∪ {pv : v ∈ Γ+} subject to the relations

• pv are mutually orthogonal projections.

• pvXe,fopw = δv=s(e)δw=s(f) ·Xe,fo .

• X∗e,fo = Xf,eo .

Proposition 1.2. We have the following identi�cations:
(1) Gr0(PΓ) can be identi�ed with the subalgebra of AΓ spanned by “loops”, i.e.

Gr0(PΓ) '
∑
v∈Γ+

pvAΓpv = CΓ+ ⊕
⊕
m≥1

span〈Xe1,e2 · · ·Xe2m−1,e2m : s(e1) = t(e2m)〉.

For loops (e1, f
o
1 , . . . , em, f

o
m) in Pm ⊂ Gr0(PΓ), the identi�cation is given by

(e1, f
o
1 , . . . , em, f

o
m)⇔ (µs(e1)µs(f1) · · ·µs(em)µs(fm))

−1/4 ·Xe1,fo1
· · ·Xem,fom .

(2) Let N = {(e, f o) : e, f ∈ E+, t(e) = t(f)}, then there is a linear identi�cation of Gr1(PΓ) with
the subspace of (AΓ)N consisting of Y = (Ye,fo) such that Ye,fo = ps(e)Ye,fops(f). This is determined
by identifying a loop (e1, f

o
1 , . . . , em+1, f

o
m+1) ∈ Pm,1 = Pm+1 with the vector Y = (Ye,fo) given by

Yfm+1,eom+1
=

µs(fm+1)

(µs(e1)µs(f1) · · ·µs(em+1)µs(fm+1))1/4
·Xe1,fo1

· · ·Xem,fom

and Ye,fo = 0 unless e = fm+1 and f = eom+1.
(3) Gr1(PΓ) �Gr1(PΓ)op can be identi�ed with the compression p

[
MN(AΓ ⊗A op

Γ )
]
p, where p is the

diagonal matrix with (e, f o), (e, f o)-entry equal to ps(e) ⊗ ps(f). This is determined by identifying a
loop (e1, f

o
1 , . . . , el+m+2, f

o
l+m+2) ∈ V2(l,m) = Pl+m+2 with

µs(fl+m+2)

(µs(e1)µs(f1) · · ·µs(el+m+2)µs(fl+m+2))1/4

× ps(fm+l+2)Xe1,fo1
· · ·Xel,f

o
l
⊗ (ps(fl+1)Xel+2,f

o
l+2
· · ·Xel+m+1,f

o
l+m+1

)op ⊗ V(fol+m+2,el+m+2),(el+1,f
o
l+1)

where (V(e,fo),(g,ho)) is a system of matrix units forMN(C).

Proof. These identi�cations follow directly from the de�nition of PΓ
, see [9]. �
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Remark 1.3. For the identi�cation (1) above one can think of the formula

e f o= (µs(e)µs(f))
1/4· ∈ P1Xe,fo

Note however that (e, f o) will not be a true element of P1 unless s(e) = s(f). However Xe,foXf,eo is

always an element of P2, and the normalization is chosen such that

Xe,fo Xf,eo = µs(f) · ps(e) ∈ P0 = CΓ+.

2. Free probability and planar algebras

Let P be a subfactor planar algebra, and let τ0 be a linear functional on Gr0(P). By duality, there are

elements Tm ∈ Pm such that

x

Tm
τ0(x) = (x ∈ Pm)

We can then extend τ0 to τk : Grk(P)→ C by

x

Tm
τk(x) = δ−k· (x ∈ Pm,k)

View Pk as a subalgebra of Grk(P) by viewing an element z ∈ Pk as an element of Grk(P) (with no

vertical strings). Then τ0 also de�nes a conditional expectation Ek : Grk(P)→ Pk by the formula

x

Tm
Ek(x) = (x ∈ Pm,k)

It is not hard to see that

τk(x) = τk(Ek(x)), x ∈ Grk(P).

We also de�ne τk � τ opk : Grk �Gropk → C by

x

Ts

Tt

(τk � τ opk )(x) = δ−2k·
(
x ∈ Vk(s, t)

)

Note that the various inclusions (Grk ⊂ Grk+1, Grk ⊗ Gropk ⊂ Grk � Gropk and so on) are trace-

preserving with these de�nitions of traces.

We will sometimes identify τ = (τk)k≥0 with (Tm)m≥0.

De�nition 2.1. We say that τ is a (faithful) positive P-trace if τk is a (faithful) positive tracial state for

each k. We say that τ is bounded if Grk(P) acts by bounded operators on the GNS Hilbert space.
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Proposition 2.2. Let k, l be arbitrary and n ≥ max(k, l). De�ne

R(n, τ)k,l = δ−(n−k)−(n−l) k

k

n− k

l

l

n− l

T2k+2l

∈ P2n ⊂ Gr2n(P).

Then the P-trace τ is positive i� for each n,m and arbitrary k1, . . . , km ≤ n, the matrix

R(τ) = (R(n, τ)ki,kj)ij ∈Mm×m((Gr2n(P))

is positive.

Proof. Assume that we are given an element x ∈ Grs(P), so that x =
∑
xi with xi ∈ Pki+s. Consider

the following elements:

yi = δ−3s/2 xi

ki

ki

s

s

n− ki

s

∈ Grn+2s, c = n+ 2s n+ 2s ∈ Gr2n+4s.

Then if we denote by ιu,u+v : Gru → Gru+v the embedding map that adds v horizontal strings at the

bottom of the diagram, we see that

∑
ij

c ∧ ιn+2s,2n+4s(yi) ∧ ι2n+2s,2n+4s(R(n + s, τ)kikj) ∧ ιn+2s,2n+4s(y
∗
j ) ∧ c = τs(x ∧s x∗)c.

Thus if the matrix R = (R(n+ s, τ)ki,kj)ij is positive, we deduce that τs(xx
∗) ≥ 0 (since ιu,u+v , being an

embedding of C∗-algebras, is completely-positive).

Conversely, let zi ∈ P2n ⊂ Gr2n be arbitrary. Since the restriction of τ2n to P2n ⊂ Gr2n is positive

(this restriction does not depend on τ ), it follows that R(τ) is positive i� τ2n(ziRi,jz
∗
j ) is a positive matrix

for all choices of zi.
On the other hand,

δ2nτ2n(ziRi,jz
∗
j ) = δ−(n−ki)−(n−kj)

zi

ki

ki

2n− 2ki

kj

kj

2n− 2kj z∗j

T2k+2l

nn

nn

.
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This can be redrawn as:

z i

z
∗jn

n

2n− 2ki 2n− 2kjki ki kj kj

T2k+2l

= δnτn(z′i(z
′
j)
∗)

where

z′i = δ−(n−ki)

z i nn

2n− 2kiki ki
.

Thus if τn is positive for all n, it follows that the matrix [τn(z′i(z
′
j)
∗)]ij is positive, which in turn implies

that R(τ) is positive. �

Corollary 2.3. Assume that P ⊂ P ′ is an embedding of planar algebras. Let τ be a positive P-trace. Extend
τ (by the same diagrams) to a trace τ ′ on P ′. Then τ ′ is a positive P ′-trace.
Proof. Since P ⊂ P ′ is a planar algebra embedding, it follows that Pk ⊂ P ′k (regarded as subalgebras

of Grk(P) and Grk(P ′)) is an embedding of C∗-algebras. Since τ is positive, the associated matrix R is

positive. But then the matrix R′ associated to τ ′ must also be positive (being the image of the matrix R
under an inclusion of C∗-algebras). Thus τ ′ is also positive. �

2.1. Graph planar algebras. Now let Γ be the principal graph of P , and recall that we have a planar

algebra embedding P ↪→ PΓ
. We can extend τk to a linear map Ek : Grk(PΓ)→ l∞(Γ+) by using the

same diagrammatic formula. Moreover, if x ∈ Grk(P) then we have Ek(x) = τk(x) · 1, where 1 is the

identity function in l∞(Γ+) (see [9]). Since P ⊂ PΓ
is a planar algebra embedding, we see that τk are

positive for all k i� E are positive for all k.

As an application, we record the following:

Lemma 2.4. Assume that τk are positive for all k. Then τk � τk is also positive for all k.

Proof. By Corollary 2.3, we may replace P by a graph planar algebra containing it. We thus assume that

P is the graph planar algebra of some graph Γ.

Let γi = (gi1, · · · , gi2si), i = 1, . . . , N be a �nite collection of closed paths in Γ, and let k be �xed. Let

ti be �xed, and let us write γi as the concatenation of six paths:

γi = ui ◦ li ◦ l′i ◦ bi ◦ ri ◦ r′i,
with u1 = (gi1, . . . , g

i
ti

), li = (giti+1, . . . , g
i
ti+k

), l′i = (giti+k+1, . . . , g
i
ti+2k), bi = (giti+2k+1, . . . , g

i
2si−2k),

ri = (gi2si−2k+1, . . . , g
i
2si−k) and r′i = (gi2si−k+1, . . . , g

i
2si

). Consider the element

xi =

ui

l ′i
li

bi

r′ i
r i

ti

2si − ti − 4k

k

k

k

k

∈ Grk �Gropk .
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Choose a path wi from the end of li to the start of r′i; because the graph is bipartite, wi has even length,

say 2di. Let d = maxi di. Let

Ti =
ui lir′ i

ti

kk wi

2di
d

d− di

∈ Grk+2d, Si = bi l ′ir i

ti

kk
wi

2di

dd− di

∈ Gropk+2d.

Finally, let

Q =

k

2d 2d

k

∈ Grk+2d �Gropk+2d, Q′ =
2d 2d ∈ Gr4d.

Then there exist nonzero real constants λi so that

(τk+2d � τ opk+2d)
(
Q ∧ (Ti ⊗ Si) ∧ (Tj ⊗ Sj)† ∧Q

)
= λiλj(τk � τ opk )(xi ∧ x†j).

Since τk is positive, we conclude that τk ⊗ τ opk is also positive, and therefore the matix whose i, j-th
entry is given by

λ−1
i λ−1

j (τk+2d � τ opk+2d)
(
Q ∧ (Ti ⊗ Si) ∧ (Tj ⊗ Sj)† ∧Q

)
= λ−1

i λ−1
j Tr4d

(
Q′ ∧

[
(τk ⊗ 1⊗ τ opk )

(
(Ti ⊗ Sj) ∧ (Tj ⊗ Sj)†

)]
∧Q′

)
is also positive. We conclude that τk � τ opk is positive. �

Lemma 2.5. If there is a l∞(Γ+)-valued von Neumann probability space (M,E : M → l∞(Γ+)) with an
embedding Φ : Gr0(PΓ)→M such that E0 = E ◦ Φ, then τ is a positive and bounded P-trace.

Proof. For k ≥ 0 we can extend Φ to an embedding Φk : Grk(PΓ) → M ⊗Mnk
(C) for some nk, such

that Ek = (E ⊗ tr) ◦ Φk (this follows from the description of PΓ
, see [9]). Fix any vertex v ∈ Γ+ and let

ϕ be any positive (semi-de�nite) trace on l∞(Γ). As remarked above we have τk = ϕ ◦ Ek, and it follows

that τk is positive. �

2.2. Planar algebra cumulants: Let P = (Pm)m≥0 be a planar algebra and let ρ = (ρm)m≥1 be a

sequence with ρm ∈ Pm. De�ne ρπ ∈ Pm, for π a non-crossing partition in NC(m), inductively as

follows: if π = 1m is the partition with one block, then ρπ = ρm. Otherwise, let V = {l + 1, . . . , l + s}
be an interval of π and de�ne

ρπ

ρπ\V

ρs

2l

=

where π \ V is the partition obtained by removing the block V from π.
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Example 2.6. For π = {{1, 4, 6}, {2, 3}, {5} ∈ NC5 we have

π =

ρ3

ρ2 ρ1
7→ ρπ =

Given x ∈ Pm, k we de�ne

x

ρπ
ρπ[x] =

De�nition 2.7. Let τ = (Tm)m≥1 be a P-trace. The planar algebra free cumulants κPm ∈ Pm are

determined by the requirement

Tm =
∑

π∈NC(m)

κPπ .

As with the usual free cumulants, we can solve for κPm using Möbius inversion:

κPm =
∑

σ∈NC(m)

µ(σ, 1m) · Tσ,

where µ(σ, π) is the Möbius function on the lattice NC(m).

We also have the usual free cumulants (κGrkm )m≥1 associated to the noncommutative probability space

(Grk(P), Ek : Grk(P)→ Pk) (see e.g. [21]). If x1, . . . , xm ∈ Pk then it is not too hard to see that

κPm[x1 ∧k x2 ∧k · · · ∧k xm] = κGrkm (x1, x2, . . . , xm).

In general such products don’t span Pm, however we can still recover the usual free cumulants from

the planar algebra cumulants by adapting the product formula (see [21, Theorem 11.12]). We need the

following notation: given m1 + · · ·+mn = m, and π ∈ NC(n), de�ne π̂ ∈ NC(m) by partitioning the

n blocks {1, . . . ,m1}, {m1 + 1, . . . ,m1 +m2}, . . . , {m1 + · · ·+mn−1 + 1, . . . ,m} according to π.

Proposition 2.8. Let x1, . . . , xn ∈ Grk(P) with xi ∈ Pmi
, and letm = m1 + · · ·+mn. Then we have

κGrkn (x1, x2, . . . , xn) =
∑

π∈NC(m)

π∨0̂m=1m

κPπ [x1 ∧k x2 ∧k · · · ∧k xn].

Proof. We have

κGrkn [x1, . . . , xn] =
∑

π∈NC(n)

µ(π, 1n)τπ[x1, . . . , xn]

=
∑

π∈NC(n)

µ(π, 1n)Tπ̂(x1 ∧0 x2 ∧0 · · · ∧0 xn)

=
∑

π∈NC(m)

0̂m≤π≤1m

µ(π, 1m)Tπ(x1 ∧0 x2 ∧0 · · · ∧0 xn)

and the result then follows by Möbius inversion in the lattice NC(m). �

As a corollary we have the following analogue of Speicher’s characterization of freeness by vanishing

of mixed cumulants.

123



2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 124

Corollary 2.9. Suppose that (Ai)i∈I are subalgebras of Grk(P), and suppose that for any a1, a2 with
aj ∈ Aij , i1 6= i2, and for anym we have

a1 a2

κPm

kk k k

= 0,

where each thick line represents an arbitrary number of parallel strings (except for strings labeled with k,
which represent exactly k strings). Then (Ai)i∈I are free with amalgamation over Pk. In particular, if k = 0,
they are free with respect to τ0.

Proof. Let aj ∈ Aij for j = 1, . . . ,m, and suppose that not all ij are equal. By the proposition we have

κm(a1, . . . , am) =
∑

π∈NC(m)

π∨0̂m=1m

κPπ [a1 ∧k a2 ∧k · · · ∧k am].

Now since ij are not all equal, the condition π ∨ 0̂m = 1m implies that κPπ will connect two elements from

di�erent algebras and will therefore be zero by assumption. So the mixed cumulants vanish, which is

Speicher’s condition for freeness. �

2.3. Examples ofP-traces. We will now give some examples of planar algebra traces, which are de�ned

combinatorially using the free cumulants of a given compactly supported probability measure ν on R. In

the case that ν is the free Poisson distribution we recover the Voiculescu trace on P from [9]. In the rest

of the paper we will be especially interested in the trace obtained by taking ν to be the semicircle law,

which we will call the 2-cabled Voiculescu trace.
First we require some combinatorial preliminaries. Given a non-crossing partitition π ∈ NC(k),

de�ne its “fattening” π̃ ∈ TL(k) as follows: For each block V = (i1, . . . , is) of π, we add to π̃ the pairings

(2i1 − 1, 2is), (2i1, 2i2 − 1), . . . , (2is−1, 2is − 1). It is not hard to see that

π̃ ∨ ∪ ∪ · · · ∪ = π̂,

where π̂ ∈ NC2(2k) is obtained by partitioning the pairs (1, 2), (3, 4), . . . , (2k − 1, 2k) according to π.

Example 2.10. The fattening of π = {{1, 4, 5}, {2, 3}, {6}} ∈ NC6 is given by

7→

The following relationship between rotation in TL(k) and the Kreweras complement Kr on NC(k)
was proved in [5].

Proposition 2.11. If π ∈ NC(k) then

K̃(π) = ρ(π̃),

where ρ is the counter-clockwise rotation on TL(k).

Now let ν be a compactly supported distribution on R, and let κn be its free cumulants. Recall that

we have

ν(xn) =
∑

π∈NC(n)

κπ,

124



2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 125

where

κπ =
∏
V ∈π

κ|V |.

The free convolution power ν�t is determined by κν
�t

n = t · κνn. In terms of moments this is de�ned for

all t > 0, and it is known that ν�t is a compactly supported measure on R for t ≥ 1. However for t > 1
it is not always true that ν�(1/t)

corresponds to a measure, when it does we say that ν is t-times freely
divisible. ν is called in�nitely freely divisible if it is t-times freely divisible for all t > 1.

Now de�ne Tm ∈ TL(m) by

Tm =
∑

π∈NC(m)

κπ · π̃,

or equivalently in terms of cumulants:

· · ·κPm = κm(ν) ·

Let τ ν = (Tm)m≥0 be the associated P-functional.

Example 2.12.
(1) If ν is the free Poisson(1) distribution then κπ = 1 for all π, and so Tm =

∑
TL(m) and τ ν is the

Voiculescu trace of [9].

(2) If ν is the semicircle law S(0, 1), then κπ is 1 or 0 depending on whether π ∈ NC2(m) ∼ TL(m/2).

So Tm is equal to the sum over all doubled TL(m/2) diagrams, and in particular is zero if m is

odd. We will refer to τ = τ ν as the 2-cabled Voiculescu trace.

Remark 2.13. The two examples above are closely related. Let P be a planar algebra and let Pc be its

2-cabling [17]. Then the 2-cabled Voiculescu trace on Gr2k(P) restricts to the standard Voiculescu trace

on Grk(Pc) under the obvious inclusion Grk(Pc) ⊂ Gr2k(P). This extends to an index 2 inclusion of

the associated von Neumann algebras.

Note also that if one takes the unshaded 2-cabling Puc, then there is a natural trace preserving

isomorphism between the 2-cabled Voiculescu trace on Gr2k(P) and the standard (unshaded) Voiculescu

trace on Grk(Puc). The unshaded Voiculescu trace has been considered by Brothier in [2].

Proposition 2.14.
• The distribution of ∪ with respect to τ ν is ν�δ .
• The distribution of δ−1 · ∈ Gr1(P) with respect to τ ν is ν�(1/δ).

Proof. By Proposition 2.8 we have

· · ·κm[∪, . . . ,∪] = κPm[∪ ∧0 · · · ∧0 ∪] = κm(ν) · = δ · κm(ν),

which shows that the distribution of ∪ is ν�δ . Likewise we have

· · ·κm[δ−1 , . . . , δ−1 ] = δ−1δ−mκm(ν) · = δ−1 · κm(ν),

so that δ−1 · has distribution ν�(1/δ)
. �

It follows from the result above that for τ ν to extend to a positive P-trace it is necessary that ν is

δ-times freely divisible. We will now show that this condition is also su�cient. First we need a lemma.
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Lemma 2.15. Let p1, . . . , pm be mutually orthogonal projections in a noncommutative probability space
(A, φ). Then for π ∈ NC(n) we have

φKr(π)[pi1 , . . . , pin ] =

φ(pin)
∏

V=(l1<···<ls)∈π

φ(pil1 ) · · ·φ(pils−1
), Kr(π) ≤ ker i

0, otherwise
.

Proof. The result is clear when π = 1n is the partition with only one block. Otherwise let V = (l +
1, . . . , l + s) be an interval of π with l > 0. Note that Kr(π) is obtained by taking Kr(π \ V ), adding

singletons l + 1, . . . , l + s− 1 and adding l + s to the block containing l. We therefore have

φKr(π)[pi1 , . . . , pin ] = δil+s=il · φKr(π\V )[pi1 , . . . , pil , pil+s+1
, . . . , pn] · φ(pil+1

) · · ·φ(pil+s−1
),

and the result follows by induction on the number of blocks of π. �

Theorem 2.16. The law of ν is δ-times freely divisible if and only if τ ν is a positive P-trace.

Proof. We have already shown that if τ ν is positive, it must be that ν is δ-times freely in�nitely divisible.

Let Γ be the principal graph of P . We must construct a von Neumann algebra M with the following

properties:

• There is an inclusion l∞(Γ+) ↪→M and a positive conditional expectation E : M → l∞(Γ+).

• There are operators {Xe,fo : e, f ∈ E+(Γ), t(e) = t(f)} satisfyingX∗e,fo = Xf,eo and pvXe,fopw =
δv=s(e)δw=s(f)Xe,fo .

• The l∞(Γ+)-valued cumulants of Xe,fo are given by:

(∗) κl
∞(Γ)
n [Xen,fo1

pv1 , . . . , Xen−1,fonpvn ] =

{
κn(ν)

µv1 ···µvn−1

µn−1
t(en)

· pvn , ei = fi, s(ei) = vi, 1 ≤ i ≤ n

0, otherwise

.

First observe that the algebras Mw generated by {Xe,fo : e, f o ∈ E+(Γ), t(e) = t(f) = w}, for w ∈ Γ−,

are free with amalgamation over l∞(Γ+) by (∗) and the characterization of freeness as vanishing of mixed

cumulants. This allows us to reduce to the case that Γ− consists of a single vertex w, as we can then

recover the general result by forming an amalgamated free product. Since Γ is assumed locally �nite, in

this case Γ must be �nite.

Now let N = |E+(Γ)| and consider the algebra MN(CΓ+), with matrix units (Vef )e,f∈E+(Γ). Let D
denote the diagonal subalgebra, D ' CΓ+ ⊗ CE+. Now if X is a D-valued random variable which is

free from MN(CΓ+) with amalgamation over D, and if we set Xe,fo = V1eXVf1 (where 1 is any �xed

edge), then by [6, Lemma 3.5] we have:

κCΓ+
n

[
Xen,fo1

pv1 , Xe1,fo2
pv2 , . . . , Xen−1,fonpvn

]
· Vekek =

{
κDn
[
Xpv1Ve1e1 , . . . , XpvnVenen

]
, ei = fi

0, otherwise

So it su�ces to �nd an operator X in a D-valued W
∗
-probability space which satis�es

(†) κDn
[
Xpv1Ve1e1 , . . . , XpvkVekek

]
=


(
κn(ν) · µv1 ···µvk−1

µ(w)k−1

)
· pvnVenen , vi = s(ei)

0, otherwise

.

Let Ve = ps(e)Vee and let B ⊂ D denote the span of {Ve : e ∈ E+}, so that B ' CE+(Γ). De�ne a

tracial state φ on B by

φ(Ve) =
µs(e)
δµw

.
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Note that

φ(1B) =
∑
e∈E+

φ(Ve) =
Ven
δµw

∑
e∈E+

µs(e) = 1

by the eigenvector condition for µ. Now let Y be free from B with respect to φ and have distribution

ν�δ
−1

, and set X = δ · Y . We then have

EB[XVe1 · · ·XVen ] =
Ven

φ(Ven)
φ
(
XVe1 · · ·XVen

)
=

Ven
φ(Ven)

∑
π∈NC(n)

δnκπ[Y, . . . , Y ]φKr(π)[Ve1 , . . . , Ven ]

where Kr denotes the Kreweras complement (see [21]). By Lemma 2.15 above we may continue with

EB[XVe1 · · ·XVen ] = Ven ·
∑

π∈NC(n)
Kr(π)≤ker e

δn−|π|κπ(ν)
∏

V=(l1<···<ls)∈π

µs(el1 ) · · ·µs(els−1
)

δs−1µs−1
w

Since cumulants are uniquely determined by the moment-cumulant formula, it follows that

κBn [XVe1 · · ·XVen ] = κn(ν)
µs(e1) · · ·µs(en−1)

µn−1
w

· Ven .

Note that the condition Kr(π) ≤ ker e in the formula above is forced by the fact that the Ve are mutually

orthogonal projections.

Finally, we extend X to a D-valued random variable by taking the direct sum of the von Neumann

algebra generated by X and B with D 	 B. We then have that the D-valued cumulants of X satisfy (†),
which completes the proof.

�

2.4. P-distributions. Now suppose that τ is a faithful P-trace, and let Y be a self-adjoint element of

Gr1(P). There is a homomorphism evY : Gr0 → Gr0 de�ned by

P

Y Y Y· · ·
evY (P ) =

De�ne the P-distribution τ (Y )
of Y by τ (Y )(a) = τ(evY (a)) for a ∈ Gr0(P). Diagrammatically, we have

τ (Y ) = (T
(Y )
k )k≥1 with

Yn1 Yn2
Ynk· · ·

Tn
T

(Y )
k =

∑
n

∑
n1+···+nk=n

where Y =
∑
Yn with Yn ∈ Pn,1 and Yn = 0 for all but �nitely many n.

In the case of a graph planar algebra PΓ
this corresponds to the standard evaluation of polynomials:

Lemma 2.17. Suppose Y ∈ Gr1(PΓ). Under the identi�cations of Proposition 1.2, evY is the restriction to
Gr0(PΓ) of the homomorphism AΓ → AΓ mapping Xe,fo to Ye,fo .
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3. Free analysis and planar algebras

Let P be a planar algebra. Let N denote the operator on Gr0(P) which multiplies x ∈ Pn by n.

Let (Gr0(P))0 denote the subalgebra spanned by {Pn : n > 0}, and let Π denote the projection onto

(Gr0(P))0 which sends x ∈ Pn to x · δn>0. De�ne Σ to be the composition of Π with the inverse of N .

Now de�ne the free di�erence quotient ∂ : Gr1 → Gr1 �Grop1 to be the derivation de�ned by

x
2k

x 7→
n−1∑
k=0

for x ∈ Pn,1 = Pn+1. Note that if X = and B = P0,1, then the restriction to B[X] is the usual free

di�erence quotient ∂X:B .

The conjugate variable ξ ∈ L2(Gr1, τ1) is de�ned by the requirement

τ1(ξ ∧1 x) = (τ1 � τ op1 )
(
∂(x)

)
, ∀x ∈ Gr1.

Diagrammatically, the condition is

ξ x

τ

x

Tm Tk
=

∑
k+m=n−1

δ−1 ·

for x ∈ Pn.

The cyclic gradient D : Gr0 → Gr1 is de�ned by

x
2k

x 7→
n−1∑
k=0

We de�ne the operator # : Gr1 �Grop1 ×Gr1 → Gr1 by

a

b
a#b =

We use · to denote the operator · : Gr1(P)×Gr1(P)→ Gr0(P) de�ned by

a ba · b =

We de�ne the cyclic symmetrizer S : (Gr0(P))0 → (Gr0(P))0 by

x
2k

S (x) =
1

n

n−1∑
k=0

for x ∈ Pn.
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De�nition 3.1. We de�ne the free Fisher information Φ∗P(τ) ∈ [0,+∞] of τ to be +∞ if the conjugate

variable ξ does not exist, and otherwise by the formula

ξ ξ

τ

Φ∗P(τ)2 = τ1(ξ ∧1 ξ) = δ−1

Proposition 3.2. Let P ⊂ P ′ be planar algberas, and assume that τ ′ is a P ′-trace. Let τ denote the
restriction of τ ′ to a P -trace. Then Φ∗(τ) ≤ Φ∗(τ ′). In particular, if Φ∗(τ ′) <∞, so is Φ∗(τ).

Proof. If Φ∗(τ ′) = +∞ there is nothing to prove, so we may assume that the conjugate variable ξ′ to τ ′

exists. Note that the restriction of ∂ to Gr1(P ) is the free di�erence quotient associated to P . It follows

that if we denote by ξ the orthogonal projection of ξ onto L2(Gr1(P ), τ) ⊂ L2(Gr1(P ′), τ ′), then ξ is

the conjugate variable for τ . Since orthogonal projections are contractive, the inequality follows. �

3.1. Free analysis on graph planar algebras.

3.1.1. Path algebra construction. Let Γ = Γ+ ∪ Γ− be a locally �nite bipartite graph, and let AΓ be the

even part of the path algebra (see Section 1.1). For pairs of edges (e, f o) in E+ with t(e) = t(f), de�ne

∂(e,fo) : AΓ → AΓ ⊗ (AΓ)op to be the derivation sending Xe,fo to ps(e) ⊗ ps(f) and sending all other

generators to zero. Explicitly we have

∂(e,fo)[Xe1,fo1
· · ·Xem,fom ] =

∑
(ej ,foj )=(e,fo)

Xe1,fo1
· · ·Xej−1,foj−1

ps(e) ⊗ ps(f)Xej+1,foj+1
· · ·Xem,fom .

De�ne D(e,fo) : AΓ → AΓ by

D(e,fo)[Xe1,fo1
· · ·Xem,fom ] = µs(e1) ·

∑
(ej ,foj )=(f,eo)

ps(e)Xej+1,foj+1
· · ·Xem,fomXe1,fo1

· · ·Xej−1,foj−1
ps(f)

Note that D(e,fo) is zero on the complement of the span of “loops” Xe1,fo1
· · ·Xem,fom with s(e1) = s(fm),

which is identi�ed with Gr0(PΓ) by Proposition 1.2. Observe also that we have the relation D(e,fo)(Y ) =
m(σ(∂(f,eo)[

∑
v µv · Y pv])) where m : AΓ ⊗A op

Γ → AΓ is multiplication and σ(a⊗ b) = b⊗ a. De�ne

the cyclic gradient D(G) = (De,fo(G))(e,fo) ∈ (AΓ)N where N = #{(e, f o) : t(e) = t(f)}.
De�ne the free Jacobian J : (AΓ)N →MN(AΓ ⊗A op

Γ ) by (J Y )(e,fo),(g,ho) = ∂(g,ho)(Ye,fo).

For q =
∑
ai ⊗ bi ∈ AΓ ⊗A op

Γ and g ∈ AΓ de�ne

q#g =
∑
i

aigbi.

For q = (qij) ∈MN(AΓ ⊗A op
Γ ), and g = (gj), h = (hj) ∈ A N

Γ de�ne

(q#g)j =
∑
i

qji#gi

g · h =
∑
i

gihi

Proposition 3.3. With the identi�cations of Proposition 1.2, D maps AΓ into Gr1(PΓ) and the restriction
of J mapsGr1(PΓ) intoGr1(PΓ)�Gr1(PΓ)op. The restrictions of # and ·mapGr1(PΓ)�Gr1(PΓ)op×
Gr1(PΓ) → Gr1(PΓ) and Gr1(PΓ) × Gr1(PΓ) → Gr1(PΓ). Moreover, these restrictions agree with the
diagrammatic formulas given above (where J corresponds to ∂).

Proof. These identi�cations follow easily from the de�nition of PΓ
. �
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3.1.2. Non-tracial construction. Consider the algebra BΓ generated by indeterminates Ye,fo associated to

pairs (e, f) ∈ E+ satisfying t(e) = t(f). De�ne the ∗-structure on this algebra by setting Y ∗e,fo = Yf,eo .

Finally, let φ be a free quasi-free state on this algebra; in other words, φ is a linear functional for which

only second order cumulants are nonzero. To specify φ, it is su�cient to specify these second order

cumulants, or, equivalently, the covariances:

φ(Ye1,fo1Y
∗
e2,fo2

) = δe1=e2δf1=f2µs(f1)µ
2
s(e1).

Note that φ is not a trace, since

φ(Ye,foY
∗
e,fo) = φ(Y ∗e,foYe,fo)

µ(s(e))

µ(s(f))
.

In particular, the modular group of φ is non-trivial.

Lemma 3.4. Let γ = (e1, f
o
1 , e2, f

o
2 , · · · , em, f om) be a path in Γ. Let

Yγ =

(
m∏
j=1

µs(ej)µs(fj)

)1/4

Ye1,fo1 · · ·Yem,fom .

Then:
(a) The map π : γ 7→ Yγ is a ∗-homomorphism from GrΓ

0 to BΓ whose image is contained in the centralizer
of the free-quasi free state φ;
(b) Let N = {(e, f o) : e, f ∈ E+, t(e) = t(f)}, and identify BΓ

N with the space of maps from N to BΓ.
Then the map

π1 : γ 7→
µs(fm)[∏

j=1m µs(ej)µs(fj)

]1/4
δ(em,fom)Y(e1,fo1 ,··· ,em−1,fom−1)

is a linear map from Gr1 into BΓ
N (here δ(e,f) denotes the delta function at (e, f) ∈ N );

(c) Regard Gr1 �Gr1 as a certain set of pairs of paths (γ1, γ2). Then the map π� = π1 × π1 gives rise to a
∗-homomorphism from Gr1 �Gr1 into BΓ

N ×BΓ
N ∼= M#N×#N(BΓ ⊗BΓ

op)
(d) If τ is the 2-cabled Voiculescu trace then φ ◦ π = τ and 1

#N
Tr ◦ φ⊗ φop ◦ π� = τ1 � τ1.

Once again, we can de�ne various free analysis maps on BΓ; these coincide with the ones considered

in [14].

Di�erence quotient:

∂(e,fo)[Xe1,fo1
· · ·Xem,fom ] =

∑
(ej ,foj )=(e,fo)

Xe1,fo1
· · ·Xej−1,foj−1

⊗Xej+1,foj+1
· · ·Xem,fom ;

Cyclic partial derivative: D(e,fo) : BΓ → BΓ by

D(e,fo)[Xe1,fo1
· · ·Xem,fom ] = µs(e1) ·

∑
(ej ,foj )=(f,eo)

Xej+1,foj+1
· · ·Xem,fomXe1,fo1

· · ·Xej−1,foj−1

Cyclic gradient:

D(G) = (De,fo(G))(e,fo) ∈ (AΓ)N .

Jacobian:

J : (AΓ)N →MN(AΓ ⊗A op
Γ ), (J Y )(e,fo),(g,ho) = ∂(g,ho)(Ye,fo).
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For q =
∑
ai ⊗ bi ∈ AΓ ⊗A op

Γ and g ∈ A de�ne

q#g =
∑
i

aigbi.

For q = (qij) ∈MN(AΓ ⊗A op
Γ ), and g = (gj), h = (hj) ∈ A N

Γ de�ne

(q#g)j =
∑
i

qji#gi

g · h =
∑
i

gihi

Proposition 3.5. The maps π, π1 and π� are equivariant with respect to the maps D : Gr0 → Gr1 and D ,
∂ : Gr1 → Gr1 �Gr1 and J , # : Gr1 �Gr1 ×Gr1 → Gr1 and ·.

3.2. Application: Factoriality ofM1 = W ∗(Gr1).

Lemma 3.6. Assume that Φ∗(τ) < ∞. Then: (a) the spectral measure of ∪ is non-atomic, and (b) if
Q ∈ L2(Grk �Gropk ) satis�es

Q2k 2k

⋃
= Q2k 2k⋂

then Q = 0.

Proof. If Φ∗(ξ) <∞, then the conjugate variable ξ exists in L2(Gr1). Denote by x the image of ∪ under

the unital trace-preserving embedding of Gr0 into Gr1. Then

τ1(δξxn) = δτ1 � τ1

(
n∑
k=1

⊃ ∪
k−1

∩n−k
⊂

)
=

n∑
k=1

τ1 ⊗ τ1(xk−1 ⊗ xn−k).

It follows that if we denote by ξ′ the orthogonal projection of δξ onto L2(W ∗(x)), then ξ′ is exactly the

conjugate variable to x. It follows that Φ∗(x) <∞, and so x (and thus ∪) has di�use spectral measure by

[26]. This proves part (a).

To prove part (b), let use use the notationM0 = W ∗(Gr0), P = W ∗(Grk�Grk). ThenM0⊗M op
0 ⊂ P

as a unital subalgebra, and in particular L2(P ) as an M0 ⊗M op
0 -module is a multiple of L2(M0 ⊗M op

0 ).

Now if Q ∈ L2(P ) satis�es the hypothesis of part (b) of the Lemma, then (∪⊗ 1− 1⊗∪)Q = 0. But

since L2(P ) is a multiple of the coarse M0 ⊗M op
0 bimodule, if Q 6= 0 this would imply the existence of a

nonzero element of L2(M0 ⊗M op
0 ) which is annihilated by (∪ ⊗ 1− 1⊗ ∪). But this would mean that a

non-zero Hilbert-Schmidt operator commutes with the operator ∪, which is impossible since by part (a)

the operator ∪ has di�use spectrum. �

Lemma 3.7. Assume that Φ∗(τ) < ∞. Then ∂ is a closable derivation densely de�ned on L2(Gr1) with
values in L2(Gr1 �Gr1). The domain of the adjoint ∂∗ includes Gr1 �Gr1.
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Proof. Recall that Tl represents the result of applying τ to a box with 2l strings. It is a straightforward

veri�cation that if Q ∈ Gr1 �Grop1 , then ∂∗(Q) is given by the following expression:

Q 7→ Q ξ −
∑
l

Q

Tl

−
∑
l

Q

Tl

Since the domain of ∂∗ is dense, it follows that ∂ is closable. �

Assume now that δ > 1. Then the elements and of P2 (with all of the two possible shadings) are

all di�erent (since they are di�erent in TL2(δ) ⊂ P2). It follows that we can �nd an element of P2 in the

linear span of these two elements, but which is perpendicular to (with all of its possible shadings). In

fact, since TL+
2 (δ) is two-dimensional and is closed under multiplication ∧2 of Gr2, we may choose the

element to be idempotent. We will denote this element by (this is the so-called Jones-Wenzl idempotent).

By our choices, we thus have identities = and = 0.

Let ∂′ : Gr1 → Gr1 �Gr1 be given by the formula

∂′(x) = ∂(x) · .

In other words,

(3.1)

x
2k

∂′(x) =
∑
k

Note that because = 0, ∂′(∪) = 0. Furthermore, under the hypothesis of Lemma 3.7, we see that

the domain of the adjoint of ∂′ again includes Gr1 �Gr1, and so ∂′ is again closable.

Lemma 3.8. Assume that δ > 1 and Φ∗(τ) <∞. Denote by Y the image of ∪ in Gr1. If Z ∈ W ∗(Gr1, τ)
satis�es [Z, Y ] = 0, then Z is in the domain of the closure of ∂′ and ∂′(Z) = 0.

Proof. Since by Lemma 3.7 ∂ (and thus ∂′) is a closable derivation, we may apply the theory of Dirichlet

forms as in [7, 24]. We follow [7] and adopt notations close to the ones used in that paper.

We set ∆ = (∂′)∗∂′ and consider ηα = α(α + ∆)−1
, for α > 0. We also set

ζα = η1/2
α = π−1

∫ ∞
0

t−1/2

1 + t
ηα(1+t)/tdt

and ∂α = ∂′ ◦ ζα. Because ∂′ is a self-adjoint derivation, it follows that φt = exp(−∆t) is a semigroup of

completely-positive maps. As a consequence, both

ηα = α

∫ ∞
0

exp(−αt)φtdt

and ζα are completely-positive. They also have a regularizing e�ect on ∂′: ∂α is a bounded map; moreover,

‖ζα(x)− x‖2 → 0 for all x.

Since Y ∈ ker ∂′ ⊂ ker ∆, one can easily get that 0 = ∂α([Z, Y ]) = [∂α(Z), Y ]. But by Lemma 3.6(b),

we conclude that ∂α(Z) = 0 for all α > 0. Taking the limit α→ 0 and using that ‖Z − ζα(Z)‖2 → 0 and

closability of ∂′, we deduce that Z is in the domain of the closure ∂′ of ∂′ and that ∂′(Z) = 0. �
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Lemma 3.9. Let δ > 1 and assume that Φ∗(τ) < ∞. Assume that Z ∈ W ∗(Gr1) is in the domain of ∂′

and ∂′(Z) = 0. Assume further that [Z, ] = 0. Then Z is a multiple of 1.

Proof. Using ∂′(Z) = 0, = and the Leibnitz rule, we compute:

0 = ∂′([Z, ]) = (Z ⊗ 1− 1⊗ Zop)( )

Note that because for δ > 1, is not a multiple of but is in the linear span of and , the orthogonal

projection P of onto L2(Gr1 ⊗Grop1 ) ⊂ L2(Gr1 �Grop1 ) is nonzero multiple of = 1⊗ 1. It follows

that 0 = Z ⊗ 1− 1⊗ Zop ∈ L2(Gr1 ⊗Grop1 ). But this implies that Z is a scalar multiple of identity. �

Combining these lemmas we have:

Theorem 3.10. Assume that δ > 1 and Φ∗(τ) <∞. ThenM1 = W ∗(Gr1, τ) is a factor.

3.3. Application: Higher relative commutants. It will be convenient to consider the spaces Rk =⊕
m1,m2 even

Pk+1+ 1
2

(m1+m2) regarded as modules overGrk(P )⊗Grk(P )op as follows. For Q ∈ Rk, regard

Q as a diagram drawn as follows:

Q

m1

m2

k

k .

Note that

Qk

k 7→ δ−(k−1) Qk

k
k − 1

embeds Rk into Grk �Grk. We endow Rk with inner product structure inherited from the inner product

on Grk � Gropk . We also endow it with the left action of Grk ⊗ Gropk coming from the embedding of

Grk ⊗Gropk into Grk �Gropk . Explicitly, for a ∈ Grk, b ∈ Gropk , we have

(a⊗ b) · Qk

k = Q
ab .

We will denote by Rk also the completion of Rk with respect to its inner product.

Set

Ξk = k − 1 ∈ Rk.

Let Ak−1 be the subalgebra of Grk generated by all diagrams of the form{
Q : Q ∈ Pk−1

}
.

Consider the map Grk ⊗Gropk → Rk given by

(X ⊗ Y ) 7→ (X ⊗ Y ) · Ξk.

It is not hard to see that this map descends to an isometry from L2(Grk) ⊗Ak−1
L2(Grk) into Rk. We

denote the image of this map by V .
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Lemma 3.11. Let Ak−1,Ξk and V be as above. Let

Ξ′k = k − 1 ∈ Rk.

Assume that (Z ⊗ 1− 1⊗ Zop) · Ξ′k = 0 for some Z ∈ W ∗(Grk), δ > 1 and Φ∗(τ) <∞. Then Z ∈ Ak−1.

Proof. Consider the Grk ⊗Gropk linear projection of V onto the closure of (Grk ⊗Gropk ) · Ξ′k . Then the

projection of (Z ⊗ 1− 1⊗ Zop) · Ξk is a nonzero multiple of (Z ⊗ 1− 1⊗ Zop)Ξ′k, since the projection

Ξk onto Ξ′k is nonzero. It follows that also (Z ⊗ 1− 1⊗ Zop)Ξk = 0, which means that (Z ⊗ 1− 1⊗ Z)
is zero in L2(Grk ⊗Ak−1

Grk). But since Ak−1 is �nite-dimensional and Grk is di�use (containing the

di�use element ∪), this implies that Z ∈ Ak−1. �

Theorem 3.12. Let Ak−1 be as above. Assume that δ > 1, Φ∗(τ) <∞ and Z ∈M ′
1∩Mk. Then Z ∈ Ak−1.

Proof. Let us consider the derivation ∂k : Grk → Rk given by

xk

k
2l

x 7→
∑
l≥0

If ξ ∈ L2(Gr1) is the conjugate variable, consider its image in L2(Grk) under the trace-preserving

embedding of L2(Gr1) ⊂ L2(Grk). We then see that

τk(ξkx) = τk � τk(∂k(x)Ξ∗k).

One can once again argue that ∂k is closable; its adjoint is densely de�ned by the formula

Q 7→ Q ξ −
∑
l

Q

Tl

−
∑
l

Q

Tl .

We also introduce ∂′k : Grk → Rk given by the formula

x
2l

∂′k(x) =
∑
l≥0

Let us now writeMk = W ∗(Grk, τ) and assume that Z ∈M ′
1∩Mk. Then since Z commutes with the

image of ∪ in Grk, we conclude by a similar approximation argument that ∂′k(Z) = 0. Next, we compute

∂′k([Y, Z]) where Y is the image of the element in Grk. We thus conclude that

0 = ∂′k([Y, Z]) = (Z ⊗ 1− 1⊗ Zop) · Ξ′k.
But then Z ∈ Ak−1 by Lemma 3.11. �

As a corollary, we conclude that Mk is a factor for k ≥ 1. Indeed, M ′
k ∩Mk ⊂M ′

1 ∩Mk = Ak−1, and

it is easily veri�ed that only multiples of the identity element of Ak−1 commute with Mk. We also get

that M0 = e0M2e0 (where e0 =⊃⊂) is a factor. Arguing exactly as in [9], we obtain:
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Corollary 3.13. Assume that δ > 1 and Φ∗(τ) <∞. Then the standard invariant of the subfactor inclusion
M0 ⊂M1 is the planar algebra P .

It would be interesting to see if there is a similar statement in the setting of [11, 15] (i.e., in the

“singly-cabled” case). In particular, this would give a new proof of factoriality, avoiding the rather ad-hoc

techniques used in [9, 20, 2]. Unfortunately, the “singly-cabled” di�erential calculus is harder to deal with

than our setting.

3.4. Further applications: L2-rigidity and lack of Property Γ.

Lemma 3.14. Assume that P±1 = C. For x, y ∈ Gr1(P ), view x ⊗ yop ∈ Gr1(P ) ⊗ Gr1(P )op ⊂
Gr1(P ) �Gr1(P )op, and let ξ = and ζ = , both viewed as elements in L2(Gr1(P ) �Gr1(P )). Then

(3.2) 〈x⊗ yopξ, ξ〉L2(Gr1(P )�Gr1(P )op) = τ(x)τ(y).

If moreover δ > 1, then for some nonzero ω,

(3.3) 〈x⊗ yopζ, ζ〉L2(Gr1(P )�Gr1(P )op) = ωτ(x)τ(y).

In particular, the maps i1 : (x⊗ y) 7→ (x⊗ yop) , i2 = (x⊗ y) 7→ ω−1/2(x⊗ yop) extend to isometries
from L2(Gr1(P ))⊗ L2(Gr1(P )) into L2(Gr1(P ) �Gr1(P )op).

Proof. LetE1 denote the trace-preserving conditional expectation onto P1 ⊂ Gr1(P ) (viewed as diagrams

with no strings on top). Then

〈x⊗ yopξ, ξ〉 = τ1(E1(x)E1(y)).

But since P1 = C, it follows that E1(x) = τ1(x), E1(y) = τ1(y), which shows (3.2).

Next, note that (3.3) holds with ω = 1 if we were to replace ζ by . However, is a linear combination

of and , which are orthogonal as vectors in L2(Gr1(P ) �Gr1(P )op). It follows (3.3) holds for some

ω ≥ 0. But setting x = y = 1 gives us that ω = 〈 , 〉 > 0 when δ > 1. �

Let now ∂′ be as in (3.1), i.e., ∂′(X) = ∂(X) · , and let ∂′′(X) = ∂(X) · , forX ∈ Gr1. Let moreover

x1 be the image of ∪ in Gr1(P ), and let x2 = ∈ Gr1(P ).

Corollary 3.15. Assume that P±1 = C and δ > 1. With the above notation, the formulas ∂1 = (i1)∗ ◦ ∂′′
and ∂2 = (i2)∗ ◦ ∂′ de�ne derivations on Gr1(P ) with values in L2(Gr1(P ))⊗ L2(Gr1(P )), satisfying

(3.4) ∂ixj = δi=j1⊗ 1.

Moreover, if Φ∗(τ) <∞, then ∂∗i (1⊗ 1) ∈ L2(Gr1(P )) and also Φ∗(x1, x2) (in the sense of Voiculescu) is
�nite.

Proof. Equation (3.4) is immediate from the de�nition of ∂′′, ∂′ and the maps i1, i2, e1, e2. Since ∂ satis�es

the Leibnitz rule and we used left multiplication on Gr1 � Grop1 to de�ne ∂′ and ∂′′, these maps are

derivations; since i1 and i2 are bimodule maps, it follows that ∂i are derivations.

If Φ∗(τ) < ∞, then the conjugate variable ξ ∈ L2(Gr1(P )) exists. By Lemma 3.7 and the fact that

pi are given by diagrams, we see that Gr1 � Grop1 is in the domain of ∂∗i . It follows that ∂∗i , i = 1, 2
are closable. Moreover, ∂∗1(1⊗ 1) = ω−1/2∂∗( ) and ∂∗2(1⊗ 1) = ∂′( ) exist in L2(Gr1(P )). But then

their projections onto L2(W ∗(x1, x2)) ⊂ L2(Gr1(P )) are exactly the conjugate variables J(x1 : x2) and

J(x2 : x1) in the sense of Voiculescu [26]. Thus Φ∗(x1, x2) <∞. �

Recall the following de�nitions (see e.g. [23]):
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De�nition 3.16. Let M be a II1 factor, and let F = {u1, . . . , uk} be a �nite subset of M consisting of

unitaries.

(a) We say that F is a non-Γ set for M if there is a constant K > 0 so that

‖ζ − 〈ζ, 1〉1‖2
L2(M) ≤ K

k∑
j=1

‖ujζ − ζuj‖2
L2(M), ∀ζ ∈ L2(M)

(b) We say that F is a non-amenability set for M if there is a constant K > 0 so that

‖ζ‖2
L2(M⊗Mop) ≤ K

k∑
j=1

‖(uj ⊗ 1− 1⊗ uopj )ζ‖2
L2(M⊗Mop), ∀ζ ∈ L2(M ⊗M op).

The following lemma is due to Connes [3] (see [8] for a detailed proof):

Lemma 3.17. [8, Lemma 2.10] Let N be a II1 factor and let N0 ⊂ N be a weakly dense C∗-subalgebra. If
N0 contains a non-Γ set for N, it also contains a non-amenability set for N .

The following is one of the main results of [8]:

Theorem3.18. [8, Theorem 1.1] Let (M, τ) be a II1 factor, and assume that d : L2(M, τ)→ L2(M, τ)⊗̄L2(M, τ)⊕∞

is a densely de�ned real closed derivation with domainD(d). Assume that d is not bounded, andC∗(D(d)∩M)
contains a non-amenability set forM . ThenM is not L2-rigid. In particular,M is prime, and does not have
property Γ.

We record the following corollary:

Corollary 3.19. Assume that (M, τ) is a II1 factor, and X1, X2 ∈ M are self-adjoint elements. Assume
that d1, d2 are densely de�ned closed derivations fromM to Q = [L2(M)⊗̄L2(M)]⊕∞, so that:
(a) Xk ∈ D(dj) and djXk = δj=kωk ∈ Q;
(b) 〈aωkb, ω〉 = τ(a)τ(b) for all a, b ∈ W ∗(X1, X2) and k = 1, 2. (c) d∗k(ωk) ∈M and d∗k[1⊗ (d∗k(ωk))] ∈
M .
ThenM is not L2-rigid; in particular, it is non-Γ and does not have property T .

Proof. We let d = d1 ⊕ d2. Let N0 be the algebra generated by X1, X2, and let N = W ∗(N0), Rk =
NωN ⊂ Q, k = 1, 2. Then condition (b) implies that Rk

∼= L2(N)⊗̄L2(N), and condition (a) implies

that the restriction of dk to N0 is the free di�erence quotient. Moreover, EN(d∗k(ωk)) is then equal to the

conjugate variable for dk (and thus Φ∗(X1, X2) <∞).

Part (c) together with [7] implies that {X1, X2} ⊂ N0 is a non-Γ set for N (and thus a non-amenablity

set for N , and thus also for M ). Thus C∗(D(d)) contains a non-amenability set for M . Finally, because

Φ∗(X1) < +∞, d1 is not bounded, so d is not bounded either. We may thus apply Theorem 3.18 to

conclude the proof. �

Corollary 3.20. Assume that τV is a P -trace, δ > 1 and assume that ∂∗( ) ∈ Gr1 (this is the case, for
example, for free Gibbs states). ThenW ∗(Gr1) is not L2-rigid, is non-Γ and does not have property (T ).

Proof. We apply Corollary 3.15 with P = TL to deduce that the restrictions of the derivations ∂′ and

∂′′ to the algebra generated by x1, x2 de�ned in that Corollary satis�es the conditions (a) and (b) of

Corollary 3.19. We see from Lemma 3.7 that condition (c) is also satis�ed, since d∗kω ∈ Gr1 and so also

1⊗ d∗kωk remains in the domain of d∗k. �

Proposition 3.21. Let (M, τ) be a tracial probability space, C ⊂M a dense subalgebra, Q ⊂ C a �nite-
dimensional subalgebra of C , and let X1, X2 ∈ Q′ ∩ C be self-adjoint variables. Assume that δi : C →

136



2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 137

L2(M)⊗Q L2(M), i = 1, 2 are derivations, so that δi(Xj) = δi=j1⊗ 1. Suppose that δ∗i (1⊗ 1) ∈ L2(M),
that δi are closable, and thatW ∗(X1, X2) is a factor. Assume that (1⊗EQ) ◦ δi : C → L2(M) extends to a
bounded map fromM to L2(M).

Then for any free ultra-�lter ω,W ∗(X1, X2)′ ∩Mω ⊂ Q.

Proof. Let B = W ∗(X1, X2). Set δ̂k = δk
∣∣
C[X1,X2]

. Then δ̂∗k(1⊗ 1) ∈ L2(B).

Since B ⊂ Q′ ∩M , if u, v ∈ B then EQ(u) ∈ Q′ ∩Q and EQ(uv) = EQ(vu). Thus for any extremal

trace φ on Q, φ ◦ EQ is a trace on B, which is unique by factoriality of B and thus does not depend on φ.

Thus EQ(u) = τ(u)1 for all u ∈ B.

The assumptions on δi thus guarantee that the restrictions of δi to the algebra generated byX1, X2 are

exactly Voiculescu’s free di�erence quotients. It follows that Φ∗(X1, X2) is �nite. Thus by [7, Theorem

13], we see that B is a factor that does not have property Γ. In particular, B is non-amenable.

For u ∈ C , let

δP (u) =
2∑
i=1

δi(u)#(Xi ⊗ 1)− δi(u)#(1⊗Xi)− [u, 1⊗ 1],

where (a⊗ b)#(c⊗ d) = ac⊗ db (which is well-de�ned because B commutes with Q). From the proof

of [7, Lemma 9], one deduces that if Z ∈ D(δi) ∩M , i = 1, 2, then

2‖Z − EQ(Z)‖2
2 = 〈δP (Z), [Z, 1⊗ 1]〉L2(M⊗M)(3.5)

+
2∑
i=1

〈[Z,Xi], [Z, δ
∗
i (1⊗ 1)]〉L2(M⊗M)

+
2∑
i=1

Re〈(EQ ⊗ 1− 1⊗ EQ)(δi(Z), [Z,Xi]〉L2(M).

By equation (1) in the the proof of the Free Poincare inequality (see [7]), we obtain that δP is a derivation

vanishing on the algebra generated by X1 and X2. Moreover,

δ∗P (1⊗ 1) =
2∑
i=1

[Xi, δ
∗
i (1⊗ 1)],

since for any u ∈ C we have

〈
2∑
i=1

[Xi, δ
∗
i (1⊗ 1)], u〉 =

2∑
i=1

〈1⊗ 1, δi([Xi, u])〉

=
2∑
i=1

〈1⊗ 1, [1⊗ 1, u]〉+ 〈Xi ⊗ 1− 1⊗Xi, δi(u)〉

= 〈1⊗ 1, δP (u)〉.
It follows that δP is closable and W ∗(X1, X2) lies in the domain of the closure; moreover, δP (u) = 0 for

any u ∈ W ∗(X1, X2).

Let now ∆P = δ∗P δP and let ηα = α(α + ∆P )−1
be completely positive contractions.

Since Q is �nite-dimensional, L2(Q) ⊂ (L2(Q)⊗ L2(Q))p so that

L2(M)⊗Q L2(M) = L2(M)⊗Q L2(Q)⊗Q L2(M)

⊂ ((L2(M)⊗Q L2(Q)⊗ L2(Q))⊗Q L2(M))p = (L2(M)⊗ L2(M))p.
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Since W ∗(X1, X2) is non-amenable, it contains a non-amenablity set, we may thus �nd unitaries

u1, . . . , uk ∈ W ∗(X1, X2) so that

‖δPηα(Zm)‖2 ≤ K
k∑
j=1

‖[δPηα(Zm), uj]‖2.

Applying (3.5) to ηα(Zm) instead of Z gives us the estimate

2‖ηα(Zm)− EQ(ηα(Zm))‖2 ≤ 2K
k∑
j=1

‖[δP (ηα(Zm)), uj]‖2‖Zm‖∞

+
2∑
i=1

‖[ηα(Zm), Xi]‖2‖Zm‖∞
(
2‖δ∗i (1⊗ 1)‖2 + 4‖(EQ ⊗ 1) ◦ δ̄i‖M→L2(M)

)
.

However, since {Xi}2
i=1 (and so also {uj}kj=1) are in the multiplicative domain of ηα, we see that

‖[ηα(Zm), Xi]‖2 → 0 and also ‖[δP (ηα(Zm)), ui]‖2 = ‖δP (ηα([Zm, ui]))‖2 → 0.

By the proof of [23, Theorem 3.3], since W ∗(X1, X2) ⊂ M is a non-amenable subfactor, it follows

that ηα converges uniformly on its asymptotic commutant. In particular, ηα converges uniformly on Zm.

We may thus take α→∞ to obtain the desired conclusion. �

We now apply this Proposition to the case of algebras arising from a planar algebra P with δ > 1.

Assume that P is �nite-depth of depth ≤ k. Graphically, this means:

x2k + 2 ∈ span


x′k + 1

x′′k + 1

Q

k

k


It follows that the derivation ∂k+1 : Grk+1 → Rk de�ned in the proof of Theorem 3.12 is valued in

L2(Grk+1)⊗Q L2(Grk+1), where Q is the algebra generated by all elements of the form

Pk k

We now apply Propostion 3.21 to C = Grk+1 ⊂M = W ∗(Grk+1), the �nite-dimensional subalgebra Q
described above and derivations ∂′k, ∂′′k = ∂k · Ξ′′, where

Ξ′′k = ∈ Rk.

We set X1 = i′(∪), X2 = i′′( ) where i′ : Gr0 → Grk+1, i′′ : Gr1 → Grk+1 are the natural inclusions

obtained by adding strings at the bottom of a diagram.

It is not hard to see that ∂k and ∂′′k are co-associative. It follows from [7] that (1 ⊗ EQ) ◦ ∂k and

(1⊗EQ) ◦ ∂′k are bounded from M to L2(M). Since ∂′ is a linear combination of ∂′ and ∂, it follows that

it is also bounded.

Thus Proposition 3.21 gives us that the asymptotic relative commutant of X1, X2 in Mk = W ∗(Grk)
for any k strictly bigger than the depth of P is contained in M ′

1 ∩Mk. Taking compressions, we obtain

the same statement for all k.
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We have thus proved:

Corollary 3.22. Assume that Φ∗(τ) < +∞, δ > 1 and that P is �nite-depth. Then for any free ultra-�lter
ω and any k ≥ 1,W ∗(∪, )′ ∩Mω

k = W ∗(∪, )′ ∩Mk. In particular,W ∗(Grk) does not have property Γ.

4. The 2-cabled Voiculescu trace

The Voiculescu trace was introduced in [9], and has been fundamental in the series of articles

[9, 20, 10, 11, 4]. In this article, however, it will be the 2-cabled Voiculescu trace that plays a central role.

In this section we will further examine this trace, in particular we show that M
(τ)
k (P) is a II1-factor, and

compute its isomorphism class when P is �nite-depth.

First consider a graph planar algebra PΓ
, and recall that we have Gr0(PΓ) ⊂ AΓ where AΓ is

generated by a copy of CΓ+ and operators {Xe,fo : e, f ∈ E+, t(e) = t(f)}.

Proposition 4.1. (a) The 2-cabled Voiculescu trace onGr0(PΓ) is the restriction of the l∞(Γ+)-valued distri-
bution onAΓ for which (Xe,fo) form an operator-valued circular family with covarianceEl∞(Γ+)[Xe1,fo1

Xf2,eo2
] =

δ(e1,fo1 )=(e2,fo2 ) · µs(f1)ps(e1).
(b) If Γ is �nite then one can take Xe,fo = ps(e)Ce,fops(f) where Ce,fo is a scalar-valued free circular family
which is freely independent from CΓ+ with respect to the trace which puts weight (

∑
µw)−1 · µv on pv.

(c) The 2-cabled Voiculescu traces τk are positive.

Proof. The �rst statement follows from the de�nition of PΓ
, see Remark 1.3. The second statement is

a standard result in free probability on compressed circular systems, see e.g. [21]. The last statement

follows from positivity of the conditional expectation associated to these operator-valued semicircular

systems. �

Proposition 4.2. If δ > 1, thenM (τ)
k (P) is a II1-factor for each k ≥ 0. Moreover, (M

(τ)
k )k≥0 is the Jones

tower for the subfactorM (τ)
0 ⊂M

(τ)
1 and its planar algebra is P .

Proof. It is immediate to verify that is a conjugate variable for τ . Thus Φ∗(τ) <∞. Thus we can apply

the results of the previous sections to deduce the conclusion of the theorem. �

Following almost verbatim the proof in [10] gives us the identi�cation of the algebras Mk; we omit

the proof.

Proposition 4.3. If P is �nite-depth thenM τ
k (P) ' LFtk where

tk = 1 + δ−2kI(δ2 − 1)

with I the global index.

Remark 4.4. In [10] it was shown that whenP is �nite-depth, for the Voiculescu trace we haveMk ' LFrk
with rk = 1 + 2Iδ−2k(δ2 − 1) where I is the global index. In the in�nite-depth case, Hartglass [16] has

shown that Mk ' LF∞.

For the 2-cabled Voiculescu trace, we have shown that Mk ' LFtk with tk = 1 + δ−2kI(δ2 − 1) when

P is �nite-depth. Note that these formulas are compatible with the index 2 inclusion of Remark 2.13.

5. Free Gibbs states and random matrix models

In this section we will construct the free Gibbs state τV on a �nite-depth planar algebra P , when the

potential V is su�ciently close to the quadratic potential
1
2

. Such models have already been studied in

[11] as well as [15], the main di�erence is that here we work with a “2-cabled” version which leads to

slightly di�erent random matrix models. However we will use essentially the same methods, which go
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back to earlier work of Guionnet and Maurel-Segala [12]. For this reason, we do not give details of proofs

(which are word for word the same as used e.g. in [15]), but rather show how to modify the appropriate

statements to deal with the 2-cabled situation.

We will consider potentials V = 1
2

+W where W =
∑
ti ·Wi with Wi ∈ Pni

, i = 1, . . . , k. Recall

that τV must satisfy the Schwinger-Dyson equation:

(5.1) τV
[
( + DW ) ∧ a

]
= (τV ⊗ τV )[∂(a)], (a ∈ Gr1(P)).

In the usual (polynomial) case, diagrammatic formulas for τV go back to the fundamental work of ’t Hooft

[22] and Brézin-Itzykson-Parisi-Zuber [1]. This was recently extended to the planar algebra setting in

[11]. Our formula here will be identical to that of [11], except that we restrict to diagrams in which the

strings have been doubled. Thus at t = 0 we recover the 2-cabled Voiculescu trace, instead of the standard

Voiculescu trace used there.

Theorem 5.1. Let τ be a positive trace satisfying the Schwinger-Dyson equation with some potential V . Then
Φ∗(τ) <∞. Thus if δ > 1, thenM (τ)

k are factors, and the standard invariant of the inclusionM τ
0 ⊂M τ

1 is
P .

Proof. All that needs to be pointed out is that, by the Schwinger-Dyson equation, DV is a conjugate

variable for τ , so Φ∗(τ) <∞. �

De�ne a P-functional trt = (T
(t)
m )m≥1 by

P
T

(t)
m =

∞∑
n1,...,nk=0

∑
P∈P (n1,...,nk;m)

k∏
i=1

tni
i

ni!

where P (n1, . . . , nk;m) is the set of labelled 2-cabled m-tangles with n1 + · · · + nk-input discs, ni of

which are labelled by Wi for 1 ≤ i ≤ k, which are topologically connected when including the outer

disc. Here 2-cabled means that that the tangle can be obtained by doubling the strings of some other

(unshaded) planar tangle.

Let P c(n1, . . . , nk;m) denote the subcollection of tangles which can be obtained by doubling a

(unshaded) planar tangle which remains topologically connected after removing the outer disc. Then it is

not hard to see from De�nition 2.7 that the planar algebra cumulants associated to trt as above are given

by

P
κPm(t) =

∞∑
n1,...,nk=0

∑
P∈P c(n1,...,nk;m)

k∏
i=1

tni
i

ni!

Theorem 5.2. For |ti| su�ciently small, trt is a positive P-trace and is the unique solution of the Schwinger-
Dyson equation.

Corollary 5.3. Let A1, . . . ,Am be unital, graded ∗-subalgebras of Gr0(P), and suppose that

a1 a2
= 0,

whenever aj ∈ Aij , i1 6= i2, and the thick lines represent an arbitrary number of parallel strings. Let
Wj ∈ Aj for 1 ≤ j ≤ m and let V = 1

2
+
∑
ti ·Wi. Then for |ti| su�ciently small, (Aj)1≤j≤m are free

with respect to τV . In particular, these subalgebras are free with respect to the 2-cabled Voiculescu trace.
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Proof. Consider the formula above for the planar algebra cumulants associated to τV . Using the given

assumption it is not hard to verify that the hypotheses of Corollary 2.9 are satis�ed, and the result

follows. �

We brie�y mention that there is also an associated random matrix model, which creates 2-cabled

traces in the large-N limit. The only di�erence compared to [11] is that the blocks of the matrix are

labeled by pairs of edges (e, f o) rather than by a single edge as in [11]. We leave the details to the reader.

6. Free monotone transport

In this section we will construct the free monotone transport from the 2-cabled Voiculescu trace to a

free Gibbs state τV for V su�ciently close to the quadratic potential . The proof follows the construction

of free monotone transport in the polynomial case given in [13] and follows the same idea as in [15].

Theorem 6.1. Let P be a �nite-depth planar algebra. Let V = 1
2

+W , withW =
∑
tiWi,Wi ∈ P . Let

τ be the 2-cabled Voiculescu trace, and for ti small, let τV be unique P-trace satisfying the Schwinger-Dyson
equation with potential V . Then there exit trace-preserving isomrophisms C∗(Grk, τ) ∼= C∗(Grk, τV ) and
W ∗(Grk, τ) ∼= W ∗(Grk, τV ).

We only sketch the proof, which verbatim repeats the argument in [15] (except for the use of the

slightly di�erent di�erential calculus adapted to the 2-cabled situation).

Let Γ, BΓ, φ, π, π1 and π� be as in §3.1.2. By [14], for small enough ti there exists a unique state free

Gibbs φV on BΓ corresponding to potential π(V ). This state has the same modular group as φ (and is

equal to φ if ti = 0 for all i). The composition of φV and π give rise to a trace on Gr0 and thus also on all

Grk; we for now denote this sequence of traces by τ ′V . Since π, π1, π� are equivariant with respect to

free di�erential calculus, it follows that the P-trace τ ′V also satis�es the Schwinger-Dyson equation (5.1),

and by uniqueness of its solutions, must be equal to τV , the free Gibbs P-trace on Grk(P).

Let N = {(e, f o) : t(e) = t(f)}. Let F ∈ W ∗(AΓ)N be the transport map constructed in [14];

thus F = (F(e,fo))(e,fo)∈N and the joint law under φV of F is the free quasi-free state φ. The map F
is constructed as a limit (in a certain norm stronger than the operator norm) of maps Fk, obtained by

applying a certain iterative procedure, which involves the operators #, ·, J , D . The argument in

[15] goes through verbatim to show that each Fk belongs to W ∗(Gr1(P)) (in fact, in a certain analytic

subalgebra of this algebra). We thus conclude that F ∈ C∗(Gr1(P)). This means that the change of

variables formula map evF (see §2.4) satis�es

τV (evF (P )) = τ(P ).

This means that P 7→ evY (P ) extends to a trace-preserving ∗-homomorphism from C∗(Gr0(P), τ)
to C∗(Gr0(P), τV ). Because this isomorphism is trace-preserving, it also extends to the associated von

Neumann algebras.

Arguing exactly as in [15], we can show that there is an inverse map F̂ so that evF̂ ◦ evF = id;

moreover, F̂ ∈ C∗(Gr1(P)). It follows that the map P 7→ evY (P ) is an isomorphism.
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