
Chapter 3 

U(1) x U(1) stability of the (~,~, -1) 
Kasner metrics. 

In this Chapter we present the proof of Theorem 1.5.2, namely that the singularity of 

(PbP2,P3) = (~,~, -~) (or permutation thereof) Kasner metrics is stable under U(l) x 

U(l) symmetric perturbations. The problem reduces to establishing a priori estimates 

for a Lorentzian harmonic-type map from two-dimensional Minkowski space-time to 

the unit two-dimensional hyperboloid of constant negative curvature. We shall start 

by analyzing the harmonic map equations, the geometric interpretation of the estimates 

proved below will be given in Section 3.5. 

3.1 Introduction - notation 

Let M be a Riemannian manifold with scalar product ( , ). Let to < 0, let x(t,B) 

[to, 0) x Sl -+ M satisfy 
DXt DXo 
-----= 
Dt DB 

(3.1.1 ) 

where X t == ax&~,o), Xo == ax~~o), D denotes the Levi-Civita connection of ( , ), 
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(Y) or IYI will be used to denote j(Y, Y); we shall identify S1 with { (;/ E [0, 27r]jmod 21r }. 

We shall throughout use the notation 

(k) - (_!!_) (k-1) 
X - DB Xe, 

we shall always assume X1(t0 ,·), Xa(t0 ,·) E H1 (S1 ). K(,) denotes the curvature tensor 

of ( , ) defined by 

I<(X, Y)Z = DxDvZ- DvDxZ- Drx,YJZ, 

We use IKI to denote an upper bound on the sectional curvatures, and jDKj, etc. to 

denote the Riemannian norm of the tensor DK, etc. The matrix 'Tftt" will denote the two 

dimensional Minkowski metric, 'IJttv dx~-' dxv = -dt2 + d82 • For it I < 1r it will often be 

convenient to use the coordinates 

v=t-B, 

so that 

3.2 Pointwise Estimates 

In this Section we shall prove some rough pointwise estimates as t __. 0 for solutions of 

(3.1.1). The ideas of the proofs are inspired by some unpublished work by V. Moncrief; 

the author is grateful to V. Moncrieffor making his results available prior to publication. 

Lemma 3.2.1 X(k) satisfies the equation 

r(!!_)z- (_!!_)2]x(k) = -~ DX(k) N(k). 
L Dt DO t Dt + (3.2.1) 

If for all multi-indices 0 :::; ial :::; k - 1 we have 
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and if 

II< I+ !DKI + ... Jni<>J-l I< I ::; c2 , 

then 

2. We also have the estimate 

k 

IN<kll ::; L: F1( c1, c2, i, k) Jx<;>Jitli-k-2 (3.2.2) 
i=l 

where F, F1 are some constants depending upon the arguments listed. 

Proof: Applying (f50)k to both sides of (3.1.1) one obtains 

[(.!}_)2- (!!_)2] x<kJ = -~ DX(k) L(k)- M(k) 
Dt DB t Dt + t ' 

with 

(.!}_)2 x<kJ _ (!!_)k DXt 
Dt DB Dt ' 

(_!!_) k x - .!}_ x<kJ 
= De t Dt . 

We have the recurrence relations for k 2: 1 

with 

and part 1 follows by induction. To prove part 2 one shows by induction that there exists 

a set of linear operators A (k,i) such that 

k 

N(k) = L A(k,i)(X(i)) 

i=l 

(e.g. A(l,l)(Y) = K(Y,Xt)Xt) and the bounds on JA(k,i)l are established by an induction 

argument. 0 
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Lemma 3.2.2 Let Tl'v be a symmetric traceless tenso·r, let jl' = T~'v·v· We have 

!Ttt(il, B) I < sup (ITttl(to, 8) + ITte!(to, B)) (3.2.3) 
?,i>E[B-t, +to,B+t,-to] 

+111 sup Wt!(t,B)+!Jel(t,B))dt. 
to ?,i>E[8-t1 +t,B+t1 -t] 

(3.2.4) 

Tuu,v = 

therefore 

adding these equations, setting .A = 2(t1 - one 1s elementary manipulations led to 

__ l rt, {(J.t -:- ·ie)' (t 81 -+- t1- {\ .L 
2 Jto · ' .J ' - ' I I 

· 1 { 7' ..j. '1' ) ($ e ' ' t \ I 1 ('J' +2\J.tt .-~w I."O' 1-t-£1- oJT2 -'-tt-

and the result follows. 0 

Let us recall Gromwall's lemma: 

Lemma 3.2.8 Let f,x E C1([t0 ,0)), :y E C0([t0 ,0)), y ~ 0, satisfyfort E [to,O) 

f(t) ~ + r y(s)f(s)ds. 
Jto 

Then 
( rt · ti d . . ( f' ' 

f(t) ~ x(t0 )exp l y(s)d.s) + J dx(s) exp{ /_ y(u)du~ds. 
\Jto , ./to i l.s J 

Proposition 3.2.1 Let. x(t0 , B) E Ck(S1 ), k ~ 1, X 1(t0 ,B) E Ck-1(51). For all t 2:: t0 

w-e ha.v~t1 

1The proof of poi.nt a} of Proposition 3.2.1 is a slight variation of an unpublished argument of V . 
.Moncrief. 
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a) 

b) If k ?. 2, and if 

IKI + IDKI + ... + ID<k-2) Kl :::; c2 

then there exist constants C depending only upon the arguments listed such that, 

for alll :::; ial :::; k, 

ID"xi(t, B):::; C(lal, to, c2, IIXo(to)llclaJ-1' IIXt(to)llclaJ-1) lti-1"1• (3.2.7) 

Proof. Let 

(adding a subscript means differentiation). We have 

j~k) = T~k)~v = ~ 8~((X~k)) 2 - (Xt(k)) 2 ) -lti(X~kl, N(k)) + E(kllti(Xv, K(Xv, X~")X(k)), 

(3.2.8) 

E(k) = 0 if k = 0, E(k) = 1 otherwise. For k = 0 it follows 

For to :::; t :::; h let 

(k)( ) sup Ttt t, '¢ , 
,PE[O-t1 +t,O+t1 -t] 

h(kl(t) sup ITt~)l(t, '¢). 
1/JE[8-t1 +t,O+tt -t] 

From Lemma 3.2.2 we have 

' t f(O)( ) 
f<0l(t) :::; f<0l(to) + h(0l{to) + f __ s_ ds, 

lto lsi 
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so that Gromwall's lemma vvith x(t) = Jf0l(t0 ) + M0l(t0 ), y(t) = ih' gives 

Vto::; tl < 0 j(O)(ti)Jtll < u(o)(to) + h(Ol(to))itol 

< 2f(o)(to)ltol (3.2.9) 

which is equation (3.2.6). To obtain part (b) we shall proceed by induction, suppose 

therefore that (3.2. 7) holds for Ia! ::; k- 1. (3.2.8) and Lemma 3.2.1 yield 

r,(k) 

< -m- + jtjJX}kl!INkl + C21t11Xti!Xei 2 JX(k)i 

T(k) 
< +I + {(2t! !Xt(k)l}{2~ FIWk-1} + Cltl-k-2 

lr 

3 T(k) 
< _ _E._ + pz IWzk-2 

2 ltl ' 
T(k) 

< _t_t + fi'21tl-2k-2. 
2Jtl ' ' 

with some constant C = C(Ch Cz), F2 = F2 + CltoJk, and Lemma 3.2.2 gives 

From Gromwall's Lemma one obtains 

so that the result for all the derivatives of the form 

D ( D l i-2. 

Dt DfJJ Xe 

follows. The estimates for the remaining derivatives can be obtained by e.g. commuting 

all the t derivatives to the left, and then using (3.2.1) to replace pairs oft-derivatives by 

pairs of e derivatives. 0 

Remark. If JXel ::; Cjt[>·-l for some A > 0, then a simple modification of the above 

proof gives 

(3.2.11) 
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It is tempting to conjecture that this is a sharp estimate: (3.2.11) is indeed the best one 

can expect, since this behaviour is displayed by the maps considered in Appendix B, with 

any 0 :SA< 1. 

3.3 Integral "Decay" Estimates 

Proposition 3.3.1 Let x E Ci([t0 ,0) x S1 ) and let Xe(t0 ,·), Xt(t0 ,·) E H;(S1 ), i 2 1. 

There exist constants depending only upon the arguments listed such that 

1. V 1 :S lad :Si+l, 

g("'l(t) = f dB 1ti21"11D01 xl 2 :S C (Ia!, IIXe(to)IIHiai-1 (S1 )' IIXt(to)IIHial-dS')' to) 
(3.3.1) 

2. If at least one differentiation is a () differentiation we have 

lim g("l(t) = 0. 
t->0 

(3.3.2) 

3. If at least one differentiation is a e differentiation then 9<~:?) E £1([t0 , 0]) and 

(3.3.3) 

4. g(tl(s) tends to a limit ass goes to zero. 

Remark: The results above are close to being sharp, because, as shown in Appendix 

B (cf. Proposition B.l.l), for any E E [0, 1) there exist solutions of (3.1.1) such that we 

have IX a I ~ Ct<-l, !Xee I ~ Ct<- 2 , etc. 

Proof. Let 

y(k) = iti2k+2 r(x(k) ![(kl) _ 1 'll (X(k)" X(kl)} 
Jl.V 1_ f-1. ' ..L V 2 'i Jl.Y '} a ' 

e(k)(t) = f dBT;~k). 
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We have 

(3.3.4) 

;;(k) = 0 for k = 0, E(k) = 1 otherwise, so that for t1 > to 

(3.3.5) 

which for k = 0 reads 

(3.3.6) 

so that e(0l(t) is strictly decreasing and therefore tends to a limit, e<0l(O), which gives 

(3.3.1) for o: = {)oro: = t. (3.3.6) and Lebesgue monotone convergence theorem imply 

§dO!ti(X0 ) 2 E L1 ((t0 ,0]). To show (3.3.3) for higher derivatives we shall proceed by 

induction, suppose therefore that for 1 S k S i - 1 

ro e<kl(t) 
1 -

11
-dt < oo. 

Jto t 
(3.3.7) 

Part 2 of Lemma 3.2.1 gives 

,\; 

lz + C'E !tlzi-1IX(ill2 (3.3.8) 
i=l 

for some constant C. From Proposition 3.2.1, point 2, we have ~;(k)IXeiii<(Xe,Xt)X(k)l S 

C!ti-k-s for some constant C, so that from (3.3.5) we have 

e(kl(tl) S e(kl(to)- t dt ~ d() !tl2k+1{(k- ~)(XJkl) 2 + (k + l)(X~k)) 2 } 
Jto J 

(3.3.9) 

By hypothesis the integrand of the last integral at the right-hand side of (3.3.9) is in 

L1 ([t0 ,0]); therefore by Lebesgue monotone convergence theorem 

(3.3.10) 
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(3.3.10) implies that there exists a sequence t; --+ 0 such that e(k)(t;) --+ 0, and from 

(3.3.5) we have 

e(k)(t) = e(k)(t;) -l; dt f dO.Jt(k). (3.3.11) 

(3.3.4), (3.3.7), (3.3.8) and (3.3.10) imply that .lt(k) is in V([t0,0] x S1 ) so that we may 

pass to the limit t; --+ 0 to obtain 

e<k>(t) = -1° dt f dO .ft(k). (3.3.12) 

(3.3.12) shows in particular that limt-.o e(k)(t) = 0, which is (3.3.2). Finally let h(t) = 
f 1ti21Xol2(t,O). For t2 > t1 we have 

h(t2)- h(tt) = r 2 k(t) dt , 
ltl 

2h(t) f 2 k(t) = --1t-l + 2 dOt (Xo, Xot), 

by what has been said k(t) E V([t0 , 0]) and an argument along the lines of the proof of 

(3.3.12) shows that (3.3.2) holds for a= 0. The estimate (3.3.3) follows from (3.3.10) by 

commuting pairs oft derivatives with pairs of 0 derivatives using equation (3.1.1). D 

3.4 Pointwise "Decay" Estimates 

For t0 $ t $ 0 let Cf0 denote the solid truncated light cone 

Cio = {(s,O),to $ s $ t,s $0$ -s}. 

Let B(t) denote the "space ball", B(t) = {(s, 0) : s = t, t $ 0 $ -t}. Let ~0 , L~0 be the 

right and left truncated light-rays from (0, 0), cf. Figure 3.4.1: 

L:0 = {(s,O): to$ s $ t,O = s} 

H!o = {(s,O):to$s$t,0=-s} 

By proposition 3.2.1 we can define 

Vo =sup ltiiXtl < oo. 
0~0 
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Figure 3.4.1: Truncated light cone. 

Lemma 3.4.1 Let 

There exist t 1 independent constants C1(M,t0 ), C1(k,fi,1,t0 ), C2(k,M,t0 ) such that for 

all t0 :S: t 1 < 0, k ~ 1, we have 

a) 

1ti2{4(Xee)2 + (Xat} 2 } :S: 6 ].,1 (JI<Iv5)2 1Xel2 + C, 
v!o 

b) 

and IKI is defined by 

= sup IKJ(p) = 
pEM 

sup 
pEM 

A,B,C,DETpM 

I(K(A, B)C, D) I 
IAIIBIICIIDI ' 

where K is the curvature tensor of ( M, ( , ) ) . 

Proof. Let 

r(k) = jtl2k(f X(k) x<kl\ _ 1, (X(k)a X("l)) 
- f.J.V ' \ j.t ' V I 2-'i!J.V ' a 4 
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We have 

T(k) = _l T(k)v ull 
uu,v 2 J1 ,v 

= _Jtj;-1 {(2k -l)(X~kl,x1kl) + (k -l)(X}kl) 2 + k(X~kl) 2 } 

+ Jt12k (X~k)' N(k)) + ~E(klJtj2k(X,, I<(Xu, X")X(k))' 

T(k) _l T(k)v vll 
vv,u 2 1.1. 1ll 

= _JtJ:-1 {(1- 2k)(X~k), Xt(k)) + (k- l)(Xt(k)} 2 + k(X~k)) 2 } 

+ Jtt (X£kl' N(k)) + ~E(kljtj2k(X,, K(Xv, X")X(k)) , 

c(k) = 0 if k = 0, t(k) = 1 otherwise, therefore 

:u (uT~~l) + :v (vT~~l) = Jtt { (k + l)JX~k)J2 + kJXt(k)lz + (2k ~~1)8 (X~kl ,)dkl)} 

_JtJ 2k+1 (X(k) + !!_ X(k) N(kl)- ~t(kljtj 2k(X K(X + !!_Xo X"')X(kl) .(3.4.2) 
2 t Jt I B ' • 2 Oi' t Jt I , 

Integrating (3.4.2) over CJ~ yields, for k 2 1, 

1 '1 Jt12k(3JX~kJ 12 + Jxfkl 12) - 21 't IWk+l ( x:k) + let! x~k), N<kJ) 
c,o c,o 

< Jt12k+l f (JxJkll2 + IXel2 + 28 (Xt(kl,x~kl)) dejt1 
JB(t) jtj to 

+2t(k) fc:~ jJtj 2k(Xa, K(Xt + J~IXe, X")X(k))l , (3.4.3) 

where f(t)J!~ = f(t 1 )- f(t0 ). Fork= 1 we have 

and straightforward manipulations lead to 

and we have used proposition 3.2.1 to estimate the integrals at the right hand side of 

(3.4.3) by a constant C. Lemma 3.2.1 part 2 and an induction argument yield similarly 
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which had to be established. 0 

Remark. If k = 0 we have N(o) = 0 and (3.4.2) integrated over Ci~ yields 

fa:~ (!Xe! 2
- l:i(Xe,Xt)) 5: C (3.4.4) 

for some t 1-independent constant C. 

Proposition3.4.1 Let t 0 < 0, let x(t0 ,·) E Ck(S1 ), X 1(t0 ,·) E Ck-1(S1 ), k > 2, 

suppose that either 

or 

Then for all 0 5: Jal 5: k - 1 

lim tial+ljDa .Xe! = 0. 
(t,&)-(0,0) 
(t,&)ec?0 

(3.4.5) 

Proof, (3.4.4) shows that without loss of generality we can suppose that (3.4.5) holds. 

Lemma 3A.l, part a) shows that 

r 2 2 I t (IXeel + IXet < oo , 
.IC?0 

therefore for all e > 0 there exists 5 > 0 such that for all ltl 5: 8 

{ ,12 t 2 ( !Xael 2 + IXetl2 ) + f ,12 IXe 12 5: E. Jc, Jc, 
1 

For 0 5: t 5: min(jt0 j, n"/2) let ft : c-:_J -+ JR+ U {0} be defined by 

1 

C=i ::7 0) -+ ft(s, IJ) = tjXeJ(ts, tO). 

(3.4.6) 

By (3.4.6) and by the pointwise estimates of proposition 3.2.1 for any p 2:: 2 and fort 5: 8 

we have 

fc-~18~-'ftiP < C(p)e, 
-2 

(3.4.7) 

fc-~ lftl2 < E, 
-2 
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so that setting p equal to, say, 3, one obtains by Sobolev inequality 

_! 
V (s,fJ) E C_:j ift(s, B)i ~ C't. 

so that 

v IOI ~ Jtl jtjJXe(t,O)J ~ C't. 

The higher derivatives estimates follow in a similar way from Lemma 3.4.1, part b). 0 

Proposition 3.4.2 Suppose that JI<Jv5 < 3~. Then the conclusion of proposition 3.4.1 

holds. 

Proof. Without loss of generality we may suppose -11' ~ t 0 . Let 

Integrating (fe -ft)(OJXel2 ) over c;~+ and (fa+ ft)(OIXel 2 ) on CJ~-, adding the resulting 

identities one obtains 

(3.4.8) 

the estimates of Lemma 3.4.1, part 1, and (3.4.8) give a trindependent bound C1 for 

fB(t) ( ) 1::. therefore 

fa:; (Xe? < cl + 2 fc:~ JtJIXei(IXetl + IXeei) 

< C1 +2(fc,, (Xe) 2)t{fc,, Jti 2 1Xetl2)t + (fc,, JtJ 2 IXeel 2)t} 
to to to 

< cl + (t:l + E2) f t (Xe? + _!_ r t 1ti2 1Xetl2 + _!_ 1 t lti 2 1Xeol 2 
lc,~ E1 lc,~ t:2 c,~ 

< C' lr 6(v6JI<J)2 3(v5JKJ?] 1 (Xr )2 
2 + E1 + + tz + 2 , e , 

~"1 ~'2 c,~ 

where we have used the Schwartz inequality and Lemma 3.4.1, point a). Setting t:1 = 

J6 v6JI<J, E2 = Av51KI one obtains 

(1- 3vl5 v6JI<I) 1 ,, (Xe) 2 ~ C2 , 
c,o 
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so that for JK!v~ < (3V6)-1 

V t0 :S t < 0 1 (x )2 < c - c2 
c:0 ° - 3 - (1 - 3v'6v~IKI) ' 

and the Lebesgue monotone convergence theorem implies that the hypotheses of propo-

sition 3.4.1 hold. D 

Propositions 3.2.1 and 3.4.2 imply: 

Corollary 3.4.1 Let x be a Ci, i 2:: 2 solution of (3.1.1) and suppose that 

Then the conclusion of proposition 3.4.1 holds. 

3.5 The Stability Theorem. 

Let ('E,g,K) be U(l) x U(l) symmetric Cauchy data, E ~ T3 , let Xa = X~ 8~., a= 1,2 

be the Killing vectors generated be the U(l) x U(l) action. It has been shown in [32] 

that if one assumes 

(3.5.1) 

then there exists a coordinate system { t E ( -oo, 0), B, xa E (0, 21f]lmod21l", a = 1, 2} in 

which the metric takes the form 

(3 .. 5.2) 

+(cosh p - cos¢ sinh p) ( dx 2 ) 2 , 

B=B(t,B), p=p(t,B), ¢=</;(t,B), 

where ) and ga are real constants, ,\ > 0. For a metric of the form (3.5.2) the dynamical 

part of Einstein equations reduces ( cf. e.g. [32], or [62]) to harmonic-map-type equations 
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(3.1.1) for a map x(t,O) = (p(t,O),¢>(t,O)): (-oo,O) x S1 ---+ 1{2 , where 1{2 ~ JR2 is the 

unit hyperboloid with the metric 

We also have the constraint equations 

(3.5.3) 

(3.5.4) 

The main result of this chapter is the following: 

Theorem 3.5.1 Let~ ::::J T 3 and let (g0 , Ko) be Cauchy data for a Kasner metric with 

exponents (pt,p2 ,p3 ) = (~, ~' -V, or permutation thereof. There exists f > 0 such that 

for all U(l) X U(l) symmetric Cauchy data (g, K) E C""(~) satisfying (3.5.1), for which 

ii(g- go, K- Ko)iiHt(E)$£2(E) < f, 

the maximal globally hyperbolic Hausdorff development ( M, 1) of (E, g, K) is future inex

tendible. Moreover on every future inextendible timelike curve in M the curvature scalar 

IRa,a"Ys R"'.8"Y6 i tends to infinity in finite proper time. 

Remark: If one assumes that the Cauchy data are given directly in the form appropriate 

for a metricofthe form (3.5.2), then it is sufficient to assume that (g, K) E H1 (~)EBL2 (~). 

It should he pointed out that the construction which leads from general coordinates to 

the coordinates of (3.5.2) decreases the degree of differentiability of the components of 

the metric tensor. 

To prove Theorem 3.5.1 we shall need the following: 

Proposition 3.5.1 Let r be a future inextendible timelike curve in a vacuum space-time 

with a metric of the form (3.5.2), then r reaches t = 0 in finite proper time. 
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Proof: Let r = {x~-'(s)}, where sis a proper time along r, with t(s) being an increasing 

function of s. From IJ.tvx~-'x" = -1 we have 

dt 
e8 - > 1. 

ds -

The constraint equation (3.5.3) and Proposition 3.2.1 give 

-1 + E1 < 8B < _2_ 
4t - at - 4t ' 

where 

E1 =sup t 2 [1Xtl 2 + JXol2] < oo 
t:2:io 

which implies, for some constant C, 

so that (3.5.5) implies, for s2 2 St, 

Cjtj- 114 ~: 2 1 ===> Sz::; s1 + 4C(Jt(sl)l314 -jt(s2)j314)/3, 

thus r reaches t = 0 in finite proper time. 

(3.5.5) 

D 

Proof of Theorem 3.5.1: Consider the map X 0 (t,B) = (p 0 (t,B),¢>o(t,())) = (0,0); it is 

easily seen that X 0 solves the dynamic equations (3.1.1 ), integrating (3.5.2) one finds that 

the corresponding metric is the Kasner metric with exponents (PI,Pz,ps) = (3, ~' -~). 

It follows from Corollary 3.4.1 that for all x(to, 8), X 1(ta, B) satisfying 

we have 

(3.5.6) 

moreover from Proposition 3.2.1, point a) it follows that 

(3 .. 5.7) 

A SHEEP calculation gives 

-2B 
Rfi, e {(1 ziX 121 ,,p. BM } ;;a{3 = &z - t t 1 n v&/3 + ;;a{3 ' (3.5.8) 
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where hats refer to the orthonormal frame 

e1 = (.Aitl) 112eP/2 [cos(¢>/2)(dx + ldB) + sin(¢>/2)(dy + ldB)] , 

e 2 = (.Aitl)112e-P/2 [- sin(¢>/2)(dx + ldO) + cos(¢>/2)(dy + ldB)] , 

with x = x 1 , y = x 2 , and where the non-vanishing components of Ail v&S are 

vP = tp,1 , vq, = tsinhp¢>,1 , 

while for Bil v&.S the following estimations hold 

(3.5.9) 

IB'" o&.SI:::; C [t21Xel 2 (1 + 1t11Xtl + 1t11Xel) + t 21XtiiXal(l + ltiiXtl) + t 2 iXeel + t 2 1Xtel] 
(3.5.10) 

(3.5.6) - (3.5.7) allow us to neglect all the terms involving Bilv&.S when calculating a= 

Raf31 8 R 01 f315 to obtain 

Let 

a = 2B +! ln it!, ao =sup a( to, 8) . 
e 

By equation (3.5.3) the function a is monotonically decreasing, therefore 

(3.5.11) 

(3.5.12) 

which together with (3.5. 7) implies that there exists E > 0 such that for t ;:::: it, t 1 large 

enough, we have 
t 

ia(t, 8)1 > W . 
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By Proposition 3.5.1 every future inextendible timelike curve reaches t = 0 in finite time, 

and Proposition C.2.4 establishes our claims. 0 

The following result proves existence of curvature singularities in polarized Gowdy metrics 

on T 3 without smallness hypotheses: 

Proposition 3.5.2 Let x be a C1 solution of (3.1.1} such that Xe(t0 , ·), Xt(t0 , ·) E 

H1(S1), let 

be the quadmtic curvature scalar of the associated Gowdy space-time. Suppose that 

iti!Xt!(t, ·) does not converge to 1 in L2 (S1 ) as t goes to zero. Then there exists a 

sequence of points (t;,Bi), t;-+ 0, such that 

for some t > 0. 

Remarks: 

l. Note that a sufficient condition for convergence in L 2 ( S 1 ) is pointwise convergence,'' 

. so that Proposition 3.5.2 implies in particular that if it11X11( t, ·) converges pointwise 

to something different from 1 as t tends to zero, then there must be a curvature 

singularity somewhere on the boundary t = 0. 

2. The proof of Proposition 3.5.2 does not imply existence of a singularity on the whole 

boundary t = 0 since there may be subsets of the set t = 0 on which Jt IJXt[ ( t, ·) 
converges to 1. It might happen that the metric is ext.endible through such subsets 

-this occurs indeed for some polarized Gowdy metrics (37] [36]. 

Proof. From the proof of Theorem 3.5.1 one obtains 

(3.5.13) 
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1 2 2 ••• ~ 
(31 = 8(1- t IXtl )Bp_pc,~AJJ."OI , 

therefore, by (3.5.12), 

(3.5.14) 

where ao has been defined in (3.5.11 ). Suppose that 1 - IWIXt 12 does not converge to 0 

in L2(S1 ), therefore there exists t > 0 and a sequence t; /' 0 such that 

Proposition 3.2.1 and (3.5.10) imply, 

v jt,v,&,~ (3.5.15) 

which together with proposition 3.3.1, point 2, gives 

It follows that there exists t( f) < 0 such that for all 0 > t > t( f) we have 

which can be made arbitrarily small by an appropriate choice of 8 for t large enough, so 

that for t > t( E) we can also require 

It follows that for t; > t( e) we have 

f 2JrE 
a( t;, 8) dB > lt;J3 , 

therefore there exist points 8; such that 

0 
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Appendix A 

On the ''hyperboloidal initial data", 
and Penrose conditions,. 

Let us briefly recall the conformal framework introduced by Penrose [104] to describe 

the behaviour of physical fields at null infinity. Given a, say vacuum, smooth "physical" 

space-time ( M, i') one associates to it a smooth "unphysical space-time" ( M, 1) and a 

smooth function n on M, such that M is a subset of M and 

dfl(p) -::/:- 0 for p E oM, 

(A.O.l) 

(A.0.2) 

(A.0.3) 

where (JjiJ is the boundary of in M should be stressed that in this section a notation 

inverse to that used in 1.6 is used: tilded quantities denote the physical ones, while non

tilded quantities denote the unphysical (conformally rescaled) ones). It is common usage 

in general relativity to use the symbol I for oM, and we shall sometimes do so. If 2:: 

is a hypersurface in M, by I+ we shall denote the connected component of I which 

intersects the causal future of E. The hypothesis of smoothness of (M, /, 0) and the fact 

that ( M, ..Y) is vacuum imposes several restrictions on various fields; if one defines ( cj. 

[104]) 

(A.0.4) 
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