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Abstract 

It is known that matrix-free numerical implementations for solving stiff ordinary differential equations 
(ODEs) can be considerably more effective than implementations which rely on direct linear algebra tech
niques to solve the implicit equations governing the stage values. In this paper it will be shown how fully 
implicit, high order Runge-Kutta methods can be efficiently implemented in a matrix-free, parallel envi
ronment. The advantage of this is that no new parallel algorithms need be developed and that existing 
sequential methods that are adpated using these techniques need have no special structure (such as singly 
implicitness). This is demonstrated by the conversion of an existing Radau IIA method (RADAU5) to a 
matrix-free implementation using a dynamically pre-conditioned GMRES algorithm to solve the appropri
ate linear systems. Numerical results are presented for an implementation on a shared memory SGI Power 
Challenge and show the ~fficacy of this approach. 

1 Introduction 

Recently a great deal of work has been done in developing novel ODE methods for exploiting parallelism. In 
this paper it is shown how an existing sequential method can easily be adapted to give effective parallelism 
using matrix-free techniques. 

Thus consider the IVP, written in non-autonomous form, 

y' (x) = f(x, y(x)), f : 1R X JRm -+ JRm, y(xo) =YO· (I) 

Parallel techniques for solving differential systems such as (I) can arise at many levels. At the first level there is 
the parallelization of extant sequential code through the use of parallelizing compilers and the restructuring of 
DO loops, while at the second level, parallelization of serial algorithms can take place. In addition, if the system 
is stiff and large, then enhanced performance can also be gained through the use of parallel linear algebra. 

A more novel approach requires the modification and redesign of sequential algorithms in terms of the 
target parallel architecture. At a very basic level this can involve exploiting concurrent function evaluations 
within a step or methods that compute blocks of values simultaneously. Such approaches are called by Gear 
(I986) parallelism across the method. A very important coarse-grained technique is via the decomposition 
of a problem into subproblems which can then be solved in parallel, with the processors communicating as 
appropriate. Multirate and decomposition techniques such as waveform relaxation (White et a!. (I985)) are 
examples of parallelism across the system. A third approach called parallelism across the steps includes 
techniques, such as the parallel solution of recurrences, which solve simultaneously over a large number of steps. 
Efficient parallel algorithms may well take elements from all three of these categories. 

In order to get effective performance from a parallel implementation, a number of conditions relating to the 
nature of the problem should hold (Burrage (I995)). In particular, the problem should possess at least one of 
the following attributes: 

• expensive function evaluations; long integration interval; repeated integration; large dimension. 

Of all these factors, perhaps the last is the most significant. There is no point in expecting reasonable 
parallel performance if the dimension of the problem is only one or two orders of magnitude, since it is highly 
likely that for such problems communication time will dominate computation time. 
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In this paper only Runge-Kutta methods will be considered, as they offer the opportunity to exploit paral
lelism across the method. An 8-stage Runge-Kutta method applied to (1) takes the form 

• 
Y; Yn + h L:Uij/(xn + hcj, Yj), i = 1, ... , 8 

j=1 
(2) 

• 
Yn+l Yn + h 'f)j/(xn + hcj, Yj), 

j=1 

where Y1, ... , Y, represent the intermediate approximations to the solution at Xn + c1 h, ... , Xn + c, h. 
Such a method can be represented by the so-called Butcher tableau 

(3) 

where 
c=(c1,···•c,)T, bT=(h, ... ,b,), c=Ae, e=(1, ... ,1)T. 

The maximum order of (2) is 28 and these high order methods are known to be A-stable with a maximal 
stage order of 8. Another important class of methods are those satisfying the condition 

e"[A=bT <==::} bj=a,j, j=1, ... ,8, e"[=(0, ... ,0,1) (4) 

and are called stiffi.y accurate. These methods can have maximal order 28 - 1 and include the RadauiiA 
methods. The RadauiiA method with 8 = 3 is given by 

4--/6" 88-7,/6" 296-169\/'6 ~ 
10 360 1800 225 

1±..-16" 296±169\/'6 ~ -2-3\/'6 
10 1800 360 225 

1 16-\/'6 16±Vs 1 
36 36 9 

16-,/6" 16±Vs 1 
36 36 9 

Radau IIA, s=3 

2 Implementation 

Consider the autonomous version of (1) and let 

then any Runge-Kutta method can be written in tensor notation as 

Y e 0 Yn + h(A 0 Im)F(Y) 

Yn+1 Yn + h(bT 0 Im)F(Y). 

This system of 8m nonlinear equations can be solved by using the Newton iteration scheme. 
Thus, if at the end of one iteration Y; is replaced by Y; + 8;, then 

(I, 0 Im - h])tS = W, 

where J is a block matrix of order 8m whose ( i, j) element is a;j f' (Yj), i, j = 1, ... , 8 and 

tS (tSJ, ... ,tS"[)T, w=(wJ, ... ,w"[)T 
• 

W; = -Yi+Yn+hL:a;j/(Yj), i=1, ... ,8. 

j=1 

(5) 

(6) 

This can be simplified if the f' (Yj) are approximated by evaluating the Jacobian at a single point (Yn say). 
Thus by letting J = f'(Yn), then (5) can be written as 

(I, 0 Im - hA 0 J)tS = w. 
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If (7) is solved by an LU factorization followed by forward and back substitutions, then the number of 
floating point operations to perform one iteration of the Newton process is, respectively, 

O(cm3 /3), O(dm2 ), where c = s3 and d = s2 

This is approximately s3 times the work for the equivalent implementation of a Backward Differentiation 
Formulae (BDF) method where c = d = 1. Fortunately, structures can be imposed on the Runge-Kutta matrix 
which reduce the computational cost of certain classes of implicit Runge-Kutta methods to approximately that 
of a linear multistep method. The nature of these structures depends on whether a sequential or parallel 
implementation is being considered. In the sequential case there are two natural structures which lead to 
methods known as singly implicit and diagonally implicit methods. 

Butcher (1976) proposed an ingenious technique for improving the computational efficiency of implicit Runge
Kutta methods by transforming A to its Jordan canonical form. In the case that A has only real eigenvalues, 
and is similar to a diagonal matrix, then c = d = s. On the other hand if A has a one-point spectrum (so-called 
SIRKs (Burrage (1978)), so that A is similar to the matrix with .A on the diagonal and -.A on the subdiagonal, 
then c = 1, d = s. 

This approach compares favourably with the computational cost for BDF methods. However, at each 
iteration of the transformed Newton procedure, Butcher's technique requires theY and F{Y) to be transformed 
and untransformed by the similarity transformation matrix. If l iterations are performed per step, the total 
cost for a singly implicit method and BDF method over one integration step is approximately 

Thus only if m is large is Cs comparable with CB. 
Butcher's transformation technique applies to any implicit method, but ifthe order of a Runge-Kutta method 

is greater than s + 1, then some of the eigenvalues are necessarily complex. This, for example, is the case of the 
three-stage, stiffly accurate Radau IIA method of order 5 (which has been implemented (RADAU5) by Hairer 
and Wanner (1991)) in which A takes the form 

( ~ a 

f3 

In this case, two linear systems of dimension m and 2m must be solved: Alternatively, the real 2m x 2m linear 
system could be solved as an m-dimensional complex system. If s and m are both small, then the high-order 
methods (such as the Rada.u IIA methods) are competitive. However, a:s the dimension of the problem becomes 
large it can be seen that Radau IIA methods become approximately 2s ~ 2 or 2s- 1 times as expensive as singly 
implicit methods (although their order is approximately double). 

3 Matrix-free methods and parallelism 

One of the disadvantages of all the above implementations is that they require the use of the Jacobian matrix in 
solving for the intermediate stages and that it is explicity assumed that direct linear algebra. techniques (such 
as LU-factorisation) will be used for solving the ensuing linear system of equations. In the case of very large 
problems, storing the Jacobian explicitly can provide very real problems either in terms of memory limitations or 
in extracting the data from potentially slow secondary memory. Furthermore, if the Jacobian is not available in 
its analytic form, then although it can be calculated by a series of finite differences of function evaluations, this 
leads to O(m2 ) function evaluations just to calculate a single Jacobian. Even if the matrix is sparse there can be 
problems associated with fill-in if direct linear algebra methods are used. For these reasons some researchers have 
considered so-called matrix free implementations, in which the Jacobian matrix is never explicitly computed or 
stored and exploit recent advances in iterative techniques for linear systems based on preconditioned Krylov 
GMRES methods (Saad and Schultz (1986))- see VODPK (Brown and Hindmarsh (1989)) and DASPK (Brown 
eta!. (1993) ). VODPK has a very similar structure to VODE (Brown et al. (1989)) except that a preconditioned 
GMRES technique based on a scaled preconditioned incomplete version of GMRES (SPIGMR) is used for the 
linear solver, while DASPK is based on DASSL, a code for solving differential-algebraic equations. VODPK 
allows for both left and right preconditioned matrices P1 and P2 so that the iterative method is applied to 
P 1- 1QP2 1 , where P1 P2 is an approximation to Q. In the stiff mode, the user must supply two routines: JAC, 
which evaluates and processes any part of the Jacobian involving P1 and P2, and PSOL, which solves the linear 
systems involving P1 or P2 as the coefficient matrix. In the case of DASPK only a left preconditioner is used. 

Brown and Hindmarsh (1989) note that these preconditioners have to be chosen very carefully, but if they 
are chosen well then VODPK can be very effective. One of the advantages of iterative solvers is that the factored 
preconditioners can often be re-used over many more integration steps than is the case with the iteration matrix 
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in a direct solve. Another advantage (not exploited in VODE but which is used in VODEPK and DASPK) is 
that the Jacobian matrix need never be computed explicitly, since only M v need ever be computed. Here v 
is some vector in the GMRES implementation, while M represents the matrix obtained from the application 
of Newton's method to the implicit stage approximations- see below. This matrix-vector quantity can be 
computed by a differencing of the form 

(f(x,y+uv)- f(x,y))/u, 

where u is a vector with small components tending towards 0. 
Maier et al. (1994) have used a preconditioned GMRES iteration for the associated linear systems within 

DASSL when solving large-scale Differential-algebraic equations (DAEs) on a 512-processor CM5. They showed 
that the quality of the preconditioner can significantly influence the stepsize, and that no one preconditioner 
performed uniformly well on each of the three test problems. 

The implicit equations to be solved for the stage components is of the form M v = (I- 1A ® J)u = b. Here 
J is assumed to represent some approximation to the Jacobian at a single point (Yn say). By using an iterative 
linear algebra method which only ever uses J when pre-multiplying a vector (ie. the matrix only ever appears in 
the form J o) then a simple vector difference approximation can be made. Suitable first-order and second-order 
approximations are given by 

J(x)o =lim (!(x+uo)- f(x)) 
a-+0 0" 

=lim (!(x + uo)- f(x- uo)). 
a-+0 2u . 

This differencing scheme can be used to generate an expression for Mv. Given that A = [a;j] is of size 
.(s x s), J of (m x m), I of (ms x ms) and that v =(of, ... , o'[)T it can then be deduced that 

where all the Joj terms can be approximated using one of the above differencing schemes. 
Thus if any Runge-Kutta method is implemented as a matrix-free algorithm in the manner described above 

then an obvious improvement can be obtained by parallelism, since the s terms Jo1, ... , Jo, are completely 
independent, and can be calculated independently, and can also be summed independently. 

By calculating each of these terms on s processors, the time required for this part of the program can 
be reduced by up to a factor of about s. We have therefore modified the RADAU5 code to create RADpk, a 
matrix-free version. The modifications were along the same lines as those made transforming VODE to VODpk. 
One additional benefit of the switch to a matrix-free method is that the transformation of A to T AT- 1 is no 
longer necessary and avoids a costly overhead. 

In addition, some new iterative techniques developed in Burrage et al. (1996) and Erhel et al. (1996) 
are used in RADpk. These allow the adaptive construction of a preconditioner for GMRES which resolves 
the challenging problem of constructing suitable preconditioners for efficient matrix-free implementations. The 
idea is to estimate the invariant subspace corresponding to the smallest eigenvalues and after each restart new 
eigenvectors are estimated so as to increase the invariant subspace. The preconditioner built is almost equal 
to the matrix on the approximated invariant subspace and is taken as the identity on the orthogonal subspace. 
Numerical results presented in Erhel et al. (1996) show that for many systems this technique can converge 
much faster than the standard restarted version and almost as fast as the full scheme. 

4 Numerical results 

Two test problems are used in this paper. The first is the reaction-diffusion Brusselator problem (solved using 
the method of lines) given by 

with initial conditions 
u(O, x, y) = 2 + JLlXY, v(O, x, y) = 1 + JL2X, t E [0, 1], 

A= 3.4, B = 1, a= 0.002, JLl = 0.25, JL2 = 0.8 
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and Neumann boundary conditions Z~ = 0, Z~ = 0. 
When discretised by a N x N array of points, it yields the following 2N2 equations: 

ui,j = 1 + ul,jvi,j- 4.4u;,j + a(N + 1)2(ui+1,j + Ui-1,j + Ui,j+l + Ui,j-1- 4u;,j) 

vi,j = 3.4;,j- ur,jvi,j + a(N + 1)2(vi+1,j + Vi-1,j + Vi,j+1 + Vi,j-1 - 4v;,j) 

With boundary conditions 

UQ,j = U2,j, UN+1,j = UN-1,j, U;,o = Ui,2, Ui,N+1 = Ui,N-1 

Vo,j = V2,j, VN+1,j = VN-1,j, Vi,O = Vi,2, Vi,N+1 = Vi,N-1· 

The 2N2 variables could be ordered in any manner, the order chosen was such that the u and v alternated in 
the form (u11 , v11 , u 12 ... , UNN, VNN )T. This gives a smaller bandwidth for the Jacobian (important for direct 
factorization methods) than other orderings. 

Four programs were used to solve this problem: VODE, VODpk, RADAU5 and RADpk and both the absolute 
and relative errors were set to 10-5 . VODE and RADAU5 were each run twice using internal differencing: once 
configured to use a full Jacobian and once to use a banded Jacobian (with half-bandwidth of 2N). 

M=2N~ RADAU5 VODE RADAU5b YO DEb RADpk VODpk 
200 1.87 0.59 0.385 0.126 0.48 0.028 
450 16.0 4.04 2.14 0.478 1.13 0.079 
800 70.9 18.1 6.01 1.47 2.21 0.159 
1250 241 59.2 14.5 2.88 3.75 0.282 
1800 581 143 31.0 6.17 8.57 0.403 
2450 - 322 66.6 11.4 8.61 0.639 
3200 - - 95.4 20.2 16.8 0.828 
5000 - - 245 48.0 31.3 1.48 

Table 1: timings in seconds for the Brusselator 

Note that the RADAU5 and VODE trials were not performed for the largest values of N due to the inordinate 
length of time required, and that the suffix b denotes banded versions. It is clear from this table how the two 
matrix-free methods clearly outperform the two direct Jacobian methods. For the larger values of M, this 
difference is two to three orders of magnitude. This is in addition to only allocating O(M) bytes of memory as 
opposed to the O(M2) required for the full-matrix versions. 

The RADpk code was also parallelised in accordance with the description in section 3 on the Brusselator 
problem and was run with several different values for N with 1, 2 and 3 processors on a shared memory SGI 
Power Challenge sited at the University of Queensland. The times are given in Table 2 table belqw. 

M=2N 2 1 processor 2 processors 3 processors 
5000 9.28 8.47 7.78 
7200 13.6 12.3 11.2 
9800 83.0 64.8 48.8 
12800 121 118 113 
16200 298 292 283 

Table 2: parallel performance on the Brusselator 

Here the speed-up is not dramatic because the function evaluations are not expensive and the problem is 
sparse so communication effects outweigh computation effects. In order to see what happens when this is not 
the case we constructed a dense expensive problem given by 

y' = Qy + g, y(O) = e, t = (0, tM], 

where Q is a random symmetric negative definite matrix and g is the forcing term such that g; = exp(L:;~= 1 -y}). 
Because the problem seems to be unstable for moderate size values of tM, tM = 0.01 and 0.001 for M equal 
1000 and 2000, respectively. 

The times and speed-ups obtained are presented in Tables 3 and 4. Along with the overall time, the bracketed 
figure gives the time spent in the code-section corresponding to the evaluation of the s-stage components of the 
method (Ftime). Table 4 shows that with 3 processors the speed-up in the Ftime component of approximately 
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M 1 processor 2 processors 3 processors 
1000 34.29(28.92) 26.88(21.24) 17.31(11.61) 
2000 133.95(121.12) 105.87(91.95) 62.48(49.25) 

Table 3: timings for the dense problem 

2.5 gives an efficiency of over 80%. Note that we could have used more than three processors by partitioning the 
function evaluations accordingly, and a slightly better performance than that recorded might also be expected 
if the accumulating sums of the J/jj were done in parallel, but this was not done here. 

M 2 processors 3 processors 
1000 1.27(1.36) 1.98 (2.49) 
2000 1.26(1.31) 2.14 (2.46) 

Table 4: total speed-up and Fspeed-up (brackets) 

5 Conclusions 

This paper has highlighted the problems with conventional ODE solvers which use full Jacobian evaluations 
in their Newton step and shown how these algorithms could be modified to be in a matrix free form. The 
benefits of such a modification are quite marked both in terms· of speed, and in terms of memory consumption . 
. Furthermore, it has been shown how some very natural parallelism exists within any implicit Runge-Kutta 
method which has been converted in this manner. However the speed-ups gained from such parallelism are 
only significant if the function evaluations themselves are relatively expensive. All of these benefits have been 
demonstrated by the successful modification of the RADAU5 program written by E. Hairer and G. Wanner into 
a matrix-free, parallel version, here called RADpk. 
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