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The X-test is a two-sample test, defined as follows. Let xy," - -, x, and yy," - -, y» be
independent observed variables. Let i, - -, 7, be the rank numbers of x1," - -, x, among
the 2’s and y’s. Put g 4 % = #. Let ® be the (cumulative) normal distribution function
and ¥ = &! the inverse function. Put

(1) a,=~1/(-n—_h), r=1,,n.

The hypothesis H to be tested is: The x’s have the same distribution as the y’s. The
test statistic is

(2) X=>a,

the summation extending over the rank numbers ry,- - -, 7, of the &’s. If X exceeds a limit
Xp depending on the level B, the hypothesis H is rejected. The two-sided test on the
level 28 rejects when the absolute value | X| exceeds the same limit Xp.

In my paper [1] I have proved that under the hypothesis H the statistic X is asymptot-
ically normal for g/k—  or k/g— . Noether, in his review of my paper [2], pointed
out that the asymptotic normality for g 4+ 2 — o can also be proved when g/4 and /g
remain bounded. A full proof for g— « and 2 — « was given by D. J. Stoker in his
Amsterdam thesis [3].

For small g and % the exact limit X can be found by explicit computation of the
largest X-values. Beyond g = % = 10, this computation becomes impracticable. The nor-
mal distribution may be used as an approximation, but the comparison with the exact
values for g = & = 8 or 9 or 10 showed a systematic deviation. The normal approxima-
tion for X was always too large, so that the power of the test was diminished.

A closer examination showed that this deviation is mainly due to the rather large
terms @, and a,, which may or may not be included in the sum (2). An improved ap-
proximation could be obtained by separating these large terms from the sum (2).

Consider, for example, the case g = # = 5. The 10 terms a. are, according to (1),

(3) a,=—1.34 a;=—.91 a;= — .60 a,=—.35 as = —.11
a.=+.11 a1=+.35 as=+.60 ag=+.91 am=+1.34.

The test statistic X is a sum of g = 5 terms a, chosen at random from the 10 possible
terms (3). Now if X were a sum of many terms, each having only a relatively small in-
fluence, the normal approximation would be very good. However, the terms 4, and a0
are not small. Therefore they have to be considered separately.
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Put ¢; = —a and @, = +a. Let X, 5, X, 1and X, besumsof g—2org—1oryg
terms chosen at random among the remaining terms @, * *, Gn—1.

We have to compute the distribution function F(¢) of the statistic X, that is, the prob-
ability of X < ¢. Let F,_,(t), F,—1(t) and Fy(t) be the distribution functions of X, s,

X,-1and X,. The probabilities that @; = —a and @, = @ both occur among the g terms
of X, or that only one occurs and the other not, or that both are missing, are

-1 k h(h—1
(4) g(g—1) g ( )

n(in—1)" n(in—1)" n(in—1)"°

respectively. Hence the distribution function of X is

) Foy =280 5+ (h 6 0) + s 4 0))
n(n—1) n(n—1)
h(h—1)

n(n—1)

+ Fy (1) .

The most important case for the applications is g = # = /2. In this case, neglecting
terms of order #~%, the probabilities (4) may be replaced by 1/4. Hence (5) simplifies to
(6) 4F () ~Fpp () +Fpmr (t—a) +Fp1 (t+a) +F, (D).

Now replace F,_,, F,_; and F, by normal distribution functions. The means of X,_,
X,-1and X, are zero. The variances are

) da=a=t8D o aa ,=8 Vg,
where

n—1
(8) ,,_zEar

The difference between ¢,_; and o, is of order »~% only and hence negligible. Thus we
obtain from (6), replacing 7,2 and ¢, by o,—1 = o,
(9) t+ a) )

g

This is the required approximation.

It is an easy matter to determine ¢ in such a way that the right member of (9) becomes
equal to 1 — B. The resulting ¢ = Xjp is the asymptotic rejection limit.

For g = k= 10 and 8 = .005 (two-sided test on the 1 per cent level) the normal
approximation leads to the asymptotic rejection limit 5.14. The improved approximation
(9) leads to X5 = 4.99. This is much better, for the exact limit is 4.94.

Tables for the X-test have been computed and will be published in the form of a small
book [4] by the author and E. Nievergelt.
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