
C H A P T E R X I I I 

ON INFINITE INTEGRALS 

140. Convergence and divergence. The definite integral, and hence 
for theoretical purposes the indefinite integral, has been defined, 

J r*b r*x 

' f(x)dx, F(x) = ļ f(x)dx, 
a U a 

when the function ƒ(x) is limited in the interval a to b, or a to x ; the 
proofs of various propositions have depended essentially on the fact 
that the integrand remained finite over the finite interval of integration 
(§§ 16-17, 28-30). Nevertheless problems which call for the determina
tion of the area between a curve and its asymptote, say the area under 
the witch or cissoid, 

Γ+∞ 8Ŵ¾E . a , _! x \+∞ . 2 0 r a xĶdx . I —, —= = 4a 2 tan -p—\ = ½ πa\ 2 I —. = 3 τra2, J_∞ x2 + ½a2 2a\_∞ Jo V 2 ^ ^ 
have arisen and have been treated as a matter of course.* The inte
grals of this sort require some special attention. 

When the integrand of a definite integral becomes infinite within or 
at the extremities of the interval of integration, or when one or both of 
the limits of integration become infinite, the integral is called an infinite 
integral and is defined, not as the limit of a sum, but as the limit of an 
integral with a variable limit, that is, as the limit of a function. Thus 

f(x)dx=\im¦F(x)= I f(x)dx \, infinite upper limit, 

ļ f{x) dx = lim F(x) = ļ f(x) dx , integrand f(b) = oo. 

These definitions may be illustrated by figures which show the connec
tion with the idea of area between a curve and its asymptote. Similar 
definitions would be given if the lower limit were — oo or if the inte
grand became infinite at x = a. If the integrand were infinite at some 
intermediate point of the interval, the interval would be subdivided 
into two intervals and the definition would be applied to each part. 

* Here and below the construction of figures is left to the reader. 
352 
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Now the behavior of F(x) as x approaches a definite value or becomes 
infinite may be of three distinct sorts ; for F(x) may approach a definite 
finite quantity, or it may become infinite, or it may oscillate without 
approaching any finite quantity or becoming definitely infinite. *The 
examples. 

Sa4x f * 8 Ŵ _ . 2 . χxΛ 0 2 . . . 

Λ x ŵ ,. /. - Ί ļ , . „ . 
ļ — = lim I — = log x , becomes infinite, no limit, 

J\ x x=∞\_Jι x J 

JI cos xdx = lim cos xdx = sin x , oscillates, no limit,  
* = * L « Λ > J 

illustrate the three modes of behavior in the case of an infinite upper 
limit. In the first case, where the limit exists, the infinite integral is 
said to converge; in the other two cases, where the limit does not exist, 
the integral is said to diverge. 

If the indefinite integral can be found as above, the question of the 
convergence or divergence of an infinite integral may be determined 

•and the value of the integral may be obtained in the case of convergence. 
If the indefinite integral cannot be found, it is of prime importance to 
know whether the definite infinite integral converges or diverges ; for 
there is little use trying to compute the value of the integral if it does 

• not converge. As the infinite limits or the points where the integrand 
becomes infinite are the essentials in the discussion of infinite integrals, 
the integrals will be written with only one limit, as 

ƒ f(x)dx, j f(x)dx, J f(x)dx. 

To discuss a more complicated combination, one would write 

J
C∞ e~xdx Γt 1 Γ* Γ* erxdx 

and treat all four of the infinite integrals 

J
Ç e~xdx 1 e~xdx e~xdx Γ∞ e~xdx 

0 Vā? log x J V¿c3 log x Jλ V¿? log x J . Λ/X~S log x 
Now by definition a function E(x) is called an E-îunction in the 

neighborhood of the value x = a when the function is continuous in 
the neighborhood of x = a and approaches a limit which is neither zero 
nor infinite (p. 62). The behavior of the infinite integrals of a function 
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which does not change sign and of the product of that function by an 
E-function are identical as far as convergence or divergence are concerned. 
Consider the proof of this theorem in a special case, namely, 

ƒ
00 / > o o 

f(x)dx, J f(x)E(x)dx, (1) 
where f(x) may be assumed to remain positive for large values of x 
and E (x) approaches a positive limit as x becomes infinite. Then if  
be taken sufficiently large, both f(x) and E (x) have become and will 
remain positive and finite. By the Theorem of the Mean (Ex. 5, p. 29) 

J r»x r*x r*x 

f(x)dx < ¡ f(x)E(x)dx < M J f(x)dx, x > K,  
JK J  

where m and M are the minimum and maximum values of E (x) between  
and 00. Now let x become infinite. As the integrands are positive, 

the integrals must increase with x. Hence (p. 35) 
f(x) dx converges, ļ f(x) E (x) dx < M ļ f(x) dx converges,  

JK JK 

if ļ f(x) E (x) dx converges, 

f(x) dx < — f(x) E (x) dx converges ; 
«./  

and divergence may be treated in the same way. Hence the integrals 
(1) converge or diverge together. The same treatment could be given 
for the case the integrand became infinite and for all the variety of 
hypotheses which could arise under the theorem. 

This theorem is one of the most useful and most easily applied for determining 
the convergence or divergence of an infinite integral with an integrand which 
does not change sign. Thus consider the case 

ç∞ xdx _ r∞Γ x2 Ί¾cfø rw. _ χ2 1¾ r∞ dx _ II00 

J (αχ4-χ2)| ~J lax + x2J ā?' ~ lax + 2J ' J tf ~ ~ x\ 

Here a simple rearrangement of the integrand throws it into the product of a func
tion E(x), which approaches the limit 1 as x becomes infinite, and a function 1/χ2, 
the integration of which is possible. Hence by the theorem the original integral 
converges. This could have been seen by integrating the original integral ; but 
the integration is not altogether short. Another case, in which the integration is 
not possible, is 

r1 dx _ r1 1 dx 
J V l - x 4 J Vl + x2 Vl + æ V l - x ' 

*(*) = - _ J _ = . C^= = ^2VĪ≡¯x\\ 
Vl + x2 Vl + x J Vl-x ! 
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Here Έ{\) = \. The integral is again convergent. A case of divergence would be 

J dx r 1 dx _.. v 1 r dx 2 1 
=\ , E(x) = , — = . 

°(2x-x*)i • Jo(2-x)iχl {2-x)î Joχĩ Vx\o 

141. The interpretation of a definite integral as an area will suggest 
another form of test for convergence or divergence in case the inte
grand does not change sign. Consider two functions f(x) and ψ(x) 
both of which are, say, positive for large values of x or in the neigh
borhood of a value of x for which they become infinite. If the curve  

= ψ(x) remains above = f(x), the integral of f(x) must converge if 
the integral of ψ (x) converges, and the integral of ψ (x) must diverge if 
the integral of f(x) diverges. This may be proved from the definition. 
For ƒ ( ) < ψ(x) and 

J S*X f%x 

' f(x)dx<\ ψ(x)dx or F(x) < Ψ(x).  
J  

Now as x approaches b or oo, the functions F(x) and Ψ(x) both increase. 
If Ψ(x) approaches a limit, so must F(x) ; and if F(x) increases with
out limit, so must Ψ(x). 

As the relative behavior of ƒ (a?) and ψ(x) is consequential only near 
particular values of x or when x is very great, the conditions may be 
expressed in terms of limits, namely : If ψ(x) does not change sign and 
if the ratio f(x)/ψ(x) approaches a finite limit (or zero), the integral of 
f(x) will converge if th×e integral of ψ(x) converges ; and if the ratio 
f(x)/ψ(x) approaches a finite limit (not zero) or becomes infinite, the 
integral of f(x) tv ill diverge if the integral of ψ(x) diverges. For in the 
first case it is possible to take x so near its limit or so large, as the 
case may be, that the ratio f(x)/ψ (x) shall be less than any assigned 
number G greater than its limit ; then the functions f(x) and Gψ (x) 
satisfy the conditions established above, namely ƒ < Gψ, and the inte
gral of f(x) converges if that of ψ (x) does. In like manner in the second 
case it is possible to proceed so far that the ratio ƒ(x) /ψ (x) shall have 
become to remain greater than any assigned number g less than its 
limit ; then ƒ > gψ, and the result above may be applied to show that 
the integral of f(x) diverges if that of ψ(x) does. 

For an infinite upper limit a direct integration shows that 

/
°° dx _ — 1 1 |°° I 0 0 converges if k > 1, 

Ί¡* ~ ^k¯^ī x*^\ 0 Γ g X\ ' diverges if k ^ 1. ( } 

Now if the test function φ(x) be chosen as l/xk = x~k, the ratio 
f(x)/Φ(x) becomes xkf(x), and if the limit of the product xkf(x) exists 
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and may be shown to be finite (or zero) as x becomes infinite for any 
choice of greater than 1, the integral of f(x) to infinity will converge ; 
but if the product approaches a finite limit (not zero) or becomes infinite 
for any choice of less than or equal to 1, the integral diverges. This 
may be stated as : The integral of f(x) to infinity will converge if f(x) 
is an infinitesimal of order higher than the first relative to 1/x as x 
becomes infinite, but will diverge if f(x) is an infinitesimal of the first 
or lower order. In like manner 

dx 1 1 1 / z converges if < 1 , / Q N 

J ĶZ^=ŢZ^Ō^^\ or-iog(a-*)|,. d i v e r g e s i f / Æ l > (3 ) 
and it may be stated tha t : The integral of f(x) to b will converge if 
f(x) is an infinite of order less than the first relative to (b — x)~1 as x 
approaches b, but will diverge if f(x) is an infinite of the first or higher 
order. The proof is left as an exercise. See also Ex. 3 below. 

As an example, let the integral [ xne~xdx be tested for convergence or diver-
Jo 

gence. If n > 0, the integrand never becomes infinite, and the only integral to 
examine is that to infinity ; but if n < 0 the integral from 0 has also to be consid
ered. Now the function e~x for large values of x is an infinitesimal of infinite 
order, that is, the limit of xk + ne~x is zero for any value of and n. Hence the 
integrand xne~x is an infinitesimal of order higher than the first and the integral 
to infinity converges under all circumstances. For x = 0, the function e~x is finite 
and equal to 1 ; the order of the infinite xne~x will therefore be precisely the order 
n. Hence the integral from 0 converges when n > — 1 and diverges when n ≤ — 1. 
Hence the function 

Γ(α) = f∞xa-1e-χdxì α>O, Jo 
defined by the integral containing the parameter α, will be defined for all positive 
values of the parameter, but not for negative values nor for 0. 

Thus far tests have been established only for integrals in which the 
integrand does not change sign. There is a general test, not particularly 
useful for practical purposes, but highly useful in obtaining theoretical 
results. I t will be treated mqrely for the case of an infinite limit. Let 

J f> X p X" 

f(x) dx, F(x") - F(x') = í f(x) dx, x\ x" > K. (4)  
Jx' 

Now (Ex. 3, p. 44) the necessary and sufficient condition that F(x) 
approach a limit as x becomes infinite is that F(x") — F(x1) shall 
approach the limit 0 when x' and x", regarded as independent varia
bles, become infinite ; by the definition, then, this is the necessary 
and sufficient condition that the integral of f(x) to infinity shall 
converge. Furthermore 
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\f(x)\dx converges^ then \ f(x)dx (5) 

must converge and is said to be absolutely convergent. The proof of this 
important theorem is contained in the above and in 

f f(x)dx^ \f(x)\dx. 

To see whether an integral is absolutely convergent, the tests estab
lished for the convergence of an integral with a positive integrand 
may be applied to the integral of the absolute value, or some obvious . 
direct method of comparison may be employed ; for example, 

/

∞ cos xdx Γ∞ Idx . . . 
—5 0 = I ~~o which converges, 
a* + x2 J a2 + x2 & ' 

and it therefore appears that the integral on the left converges abso
lutely. When the convergence is not absolute, the question of con
vergence may sometimes be settled by integration by parts. For 
suppose that the integral may be written as 

by separating the integrand into two factors and integrating by parts. 
Now if, when x becomes infinite, each of the right-hand terms approaches 
a limit, then 

ļ f(x)dx = l imļφ( í r ) ý(as)fifø — lim ļ φ'(x) \ ‡(x)dxdx, 

and the integral of f(x) to infinity converges. 

. , 1 „ r∞ xcosxdx π r∞ x\cosx\dx 
As an example consider the convergence of 1 Here 1 — !— 

F 6 J α2 + x2 J α2 + x2 

does not appear to be convergent ; for, apart from the factor | cos x \ which oscillates 
between 0 and 1, the integrand is an infinitesimal of only the first order and the 
integral of such an integrand does not converge ; the original integral is therefore 
apparently not absolutely convergent. However, an integration by parts gives 

/
*zco8xdz xsinx \x rxx2 — a2 

— S TT = - = ~ — I —¿ 7Γ7i C 0 S X^Xι a? + x* α2 + x2ļ J (x2 + α2)2 

xsinx Λ rxx2 — a? _ rxdx 
lim — = 0, I — — cos xdx < ļ —. 

x=∞a2 + x2 J (x2+α2)2 J x2 

Now the integral on the right is seen to be convergent and, in fact, absolutely 
convergent as x becomes infinite. The original integral therefore must approach 
a limit and be conveigβnt aβ x becomes infinite. 
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EXERCISES 
1. Establish the convergence or divergence of these infinite integrals: 

, v r∞ dx . r∞ x2dx , γ r∞ x2dx 

(δ) ƒ xΛ _ 1 ( l — x)Ć-*đx (to have an infinite integral, a must be less than 1), 

(e) Γ \ ¢ * - i ( l - x ) ß - i d x , (f) *° , (,) Γ — ß = , 
J Jo V α x - x 2 Jl x V x 2 - l 

//ix Γ∞ dx r2 xdx r2 xa-ι 

(λ) / f , * < i, *=i, w CJEĘ.ta, k < j . 
^o V ( l - x 2 ) ( l - f c 2 x 2 ) J o \ 1 - 2 

2. Point out the peculiarities which make these integrals infinite integrals, and 
test the integrals for convergence or divergence : 

(a) f1(\og-)ndx, conv. if n> - 1, div. if n≤ - 1 , (ß) f * ^ ^ - c t e , 
Jo \ X/ J o l — x 

7Γ 

( ) f (― logx)nđx, (δ) ƒ 2 logsinxđx, (e) ƒ x log sin xdx, 

U ' J 5 \ x / l + x2 V ' Jo (sinx + cosx)* v ' Jo \ x/ ' 

( t ) — —» ( ) x*đx, (λ) logxtan — dx, 
Jo Vxlog(x + 1) Jo Jo 2 

(µ) ¡ - dx, (v) I e~*¾x, (o) f - , 
l / J o l + J - « v ' J o ( l + x ) 2 

, / , c o s i n 2 ï J . r1ìosxđx , . r∞ -(χ--)2 

(π) ƒ ——<te, (p) ļ * , W e V ' > 
Jo X2 «/ -γ/1 _ z 2 Jθ 
/ » « x “ - 4 o g x , , v r∞ log(l 4- α2x2) , , . /*°° 2 . , Λ , 

< T > £ - T + f - Ŵ ' ( B ) J . l + ŵ » ***' (X) X e - ^ c o s h ^ . 

3 . Point out the similarities and differences of the method of ^-functions and 
of test functions. Compare also with the work of this section the remark that the 
determination of the order of an infinitesimal or infinite is a problem in indeter
minate forms (p. 63). State also whether it is necessary that ƒ(x)/φ (x) or x*/(x) 
should approach a limit, or whether it is sufficient that the quantity remain finite. 
Distinguish "of order higher" (p. 356) from "of higher order" (p. 63) ; see Ex. 8, p. 66. 

4. Discuss the convergence of these integrals and prove the convergence is 
absolute in all cases where possible : 

(*)f*ψclx, (ß)fcosx*dx, ( r ) f ^ ώ , 

Jo x Jo J o \ x 3 
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. . r∞ xs inx _ ... r∞ _ . , . . r∞ cosx , 
Jo x2 + &2 Jo Jo -y/x 

Γ∞ a , . x , ' /4 4 Γ°° Sili COS ŰTX , 
( ).-1 x“-ïe-*co8Pcos(xsin/S)¢fø, (λ) I cfø, 

Jo Jo x 
4(µ) f°°cosx2cos2αx(żx, („) Γ°°sin / – + ¯ ^ W , (o) f °° ? Ĥ ¾ x . 

Jo ' Jo \ 2 2x 2 / ' w Jo x"1 

5. If / ( ) and /2(x) are two limited functions integrable (in the sense of 
§§ 28-30) over the integral a ≤= x ≤ δ, show that their product ƒ (x) = ft(χ)f2(χ) 
is integrable over the interval. Note that in any interval δ¿, the relations  

2 ≤ mt- ≤ - ≤ MuM2i and MuM2i — = MuM2i — + 
Mum2i — 2 = Mu02i + m2iOu hold. Show further that 

¡JiW¿*)** = limg/iŵ)/sŵ)¾ 

or /(x)(2x = lim V / α ( ¾ fXi + 1f2(x)dx 

or f“f(x)đz = f¿Ę¿ / , (x)dx + H m V [/,(&) - / , ( f « _ i ) ] Ç“f¿x)đx. 

6. TΛe Second Theorem of the Mean. Iff(x) and ø(x) are two limited functions 
integrable in the interval a ≤ x ≤ ò, and if ø (x) is positive, nondecreasing, and 
less than JK", then 

Φ (x) ƒ (x) dx = \ ƒ (x) đx, α ≤ £ ≤ b. 

And, more generally, if φ(x) satisfies — α o < A ; ≤ ø ( x ) ≤ - K ' < α o and is either 
nondecreasing or nonincreasing throughout the interval, then 

f *Φ(x) f(x)dx = k fξf(x)dx + f f(x)dx, α ≤ £ ≤ ò. 
Ja Ja Jξ 

In the first case the proof follows from Ex. 5 by noting that the integral of 
φ (x)f(x) may be regarded as the limit of the sum 

*ffi) f V(x)<fc + .[>(&) - </>ŵ-i)] f*f(x)dz + [K-φ(b)] f / (x)đx, 

where the restrictions on φ (x) make the coefficients of the integrals all positive or 
zero, and where the sum may consequently be written as 

Ml>(¾) + 0 ( ¾ ) " ¿ ŵ ) + ' • ' + ¢ ( « - Ø ŵ - i ) + Í - Ŵ ] = ^ 

if µ, be a properly chosen mean value of the integrals which multiply these coeffi-
rb 

cients ; as the integrals are of the form ļ f(x)dx where £ = ¢¾, Xļ, • • •, xn, it follows 
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that µ must be of the same form where a = £ ≤= b. The second form of the theorem 
follows by considering the function ø — or — ø. 

7. If φ(x) is a function varying always in the same sense and approaching a 
finite limit as x becomes infinite, the integral í φ(x)f(x)dx will converge if 

f(x) dx converges. Consider 

ø (x)ƒ (x) đx = ø (x') I ƒ (x) đx + ø (x") ƒ(x) dx. 
X' *J x' J ξ • 

8. If ø(x) is a function varying alwrays in the same sense and approaching 0 as 
a limit when x = oo, and if the integral F(x) of ƒ (x) remains finite when x = GO, 

/
00 

ø (x)f(x) dx is convergent. Consider 

ø(x)ƒ(x) da = ø (x') [F(ξ) - F(x')] + ø(z") [ F ( x “ ) - F(¾]. 
a/ 

This test is very useful in practice ; for many integrals are of the form ƒ ø (x) sin xdx 

where ø (x) constantly decreases or increases toward the limit 0 when x = ; all 
these integrals converge. 

142. The evaluation of infinite integrals. After an infinite integral 
has been proved to converge, the problem of calculating its value still 
remains. No general method is to be had, and for each integral some 
special device has to be discovered which will lead to the desired 
result. This may frequently he accomplished by choosing a function 
F(z) of the complex variable z = x -ļ- iy and integrating the function 
around some closed path in the z-plane. I t is known that if the points 
where F(z) = X(x, y) -ļ- iY(x, y) ceases to have a derivative F'(z), 
that is, where X(x, y) and Y(x, y) cease to have continuous first par
tial derivatives satisfying the relations X'x = Y'y and Xý = —Yx, are cut 
out of the plane, the integral of F(z) around 
any closed path which- does not include any of 
the excised points is zero (§ 124). I t is some
times possible to select such a function F(z) 
and such a path of integration that part of 
the integral of the complex function reduces 
to the given infinite integral while the rest of 

~Λ±iĶ A-hi'B 

I ăz +dx 1 

\dz +idy dz=idy\ 

I ĸ >^ dz=dx 

the integral of the complex function may be computed. Thus there 
arises an equation which determines the value of the infinite integral. 

J t 00 g ĵ ] ļ X 
' dx which is known to converge. Now  

x 
00 S i n X , /» oo gćr _ e - ŵ¢ ∞ eix p e - ix 

I dx = dx = I f dx 
Jo x Jo 2ίx Jo2ίxJo2ίx 

suggests at once that the function eiz/z be examined. This function has a definite 
derivative at every point except z = 0, and the origin is therefore the only point 
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which has to be cut out of the plane. The integral of eiz/z around any path such 
as that marked in the figure * is therefore zero. Then if a is small and A is large, 

J
, ciz /-» A (,ix r ĩì ( — y p — A f,ix —  

— dz = — dx + ļ idt/ + <lr  

z Ja x Jo A -f- Ίy J *c +  

° - ', - . , ~ eίx , r + aeiz 
+ I : — Ŵ + ¡ —dx+ I —dz. 

J — A + J-A x J-a z 

But —dx = —ļ — dx — — I and —dz=¡ —-― dz ; 
J - X J-a X Ja X J-a Z J-a Z 

the first by the ordinary rules of integration and the second by Maclaurin's 
Formula. Hence 

0 = —dz = I h f h four other integrals. 
Jθ Z Ja X J-a Z 

I t will now be shown that by taking the rectangle sufficiently large and the 
semicircle about the origin sufficiently small each of the four integrals may be 
made as small as desired. The method is to replace each integral by a larger one 
which may be evaluated. 

I ΓBeiA-y J ΓB \eiA\e-y CB\  
I idy ≤ ! \i\dy< I —e-vdy< — . 

I Jo A + iy y\ Jo \A + iy\l ' Jo A A 
These changes involve the facts that the integral of the absolute value is as great 
as the absolute value of the integral and that eiΛ - — eiAe~ , ļ eiΛ \ = 1, \A + iy\>A, 
e~y<l. For the relations \eiA\ = 1 and \A + iy\>A, the interpretation of the 
quantities as vectors suffices (§§ 71-74) ; that the integral of the absolute value is 
as great as the absolute value of the integral ÍOIIOΛVS from the same fact for a sum 
(p. 154). The absolute value of a fraction is enlarged if that of its numerator is 
enlarged or that of its denominator diminished. In a similar manner 

i c~A eίχ-ß _ ¦ rA e~B , J> A \ r° e~iA~y . . I  
\ dx\<\ dx = 2 e - B —, I idy\ < —. 

I JA x + iB \ J-A \ J - A + iy \ A 

ƒ + «7j ļ p + a \dz\ Γπ 

-dz\^ \η\ J ! = I \η\dφ, 
, a Z ļ J-a \Z\ Jθ 

X + α dz _ r° reΦ4dφ _ 
-a Z Jπ * 

/» piz /» A Ά\T\ Ύ 7?  
Then 0= ( —dz= ( 2i^÷dx-τrί + Ķ I B | < 2 — + 2e~£— + πe, 

Jθ Z Ja X A B 

where e is the greatest value of 1771 on the semicircle. Now let the rectangle be 
so chosen that A = Be% B ; then ļīt\ < 4 e~ aB + πe. By taking sufficiently large 
e~ 2 B may be made as small as desired ; and by taking the semicircle sufficiently 

* It is also possible to integrate along a semicircle from A to — A, or to come hack 
directly from ÌB to the origin and separate real from imaginary parts. These variations 
in method may be left as exercises. 
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small, € may be made as small as desired. This amounts to saying that, for A suffi
ciently large and for a sufficiently small, R is negligible. In other words-, by taking 
A large enough and a small enough ļ may be made to differ from - by 

Ja X 2 
as little as desired. As the integral from zero to infinity converges and may be 
regarded as the limit of the integral from a to A (is so defined, in fact), the integral 
from zero to infinity must also differ from ļ π by as little as desired. But if two 
constants differ from each other by as little as desired, they must be equal. Hence 

ΓÜΞΞ = Ξ. (6) 
Jo x 2 W 

As a second example consider what may be had by integrating eiz/(z2 + k2) over 
an appropriate path. The denominator will vanish when z = ± ík and there are . 
two points to exclude in the z-plane. Let the integral 
be extended over the closed path as indicated. There is 
no need of integrating back and forth along the double 
line α, because the function takes on the same values 
and the integrals destroy each other. Along the large 
semicircle z = Re*Φ and dz = Rie*Φdφ. Moreover 

( ψ , \ 

X ° e**cřx /»- e¿a¾fø ~R e-iχdχ 
= — I = I by elementary rules. 

• í x 4 f c 2 x2 + fc2 Jo x 4 ¾ 2 

/»° e∞đx rR e∞dx pR e%x + e-iχ ^a cosx , 
Hence I + I — = I —-÷ dx = 2 ƒ — đx, 

J - x2 + fc2 x2 + 2 x2 + 2 Jo x2 + fc2 

e*8 7 ^ Γ Ä cosx , rπ eiRe% Rie*Φdώ r ėzdz and 0 = I dz = 2 | đx + I + 
Jθ Z2 + ¾2 Jθ X2 + 2 Jo ßV**> + 2 Jaa'a Z2 + 2 

^ow I e*-*k'̂  I = I e*-̂ (008 Φ + * em Φ) ι = ι g— Ä ein Φgti? ψ ι = g— Ä BÌ Φ 

Moreover | E2e2<Φ + 2 \ cannot possibly exceed R2 — 2 and can equal it only whei 
φ = ļ ΊΓ. Hence 

r * eiXe**Rίeùt>dφ \ *- Γ* Re~ A βin Φ _ ç \ Rer R βin Φ  
E2ß2¿φ + fc2 ļ = J0

 2 - 2 Φ~ Jo R2-k2 Φ' 

Now by Ex. 28, p . 11, sin ø > 2 0/7r. Hence the integral may be further increased 

2φ 

0 fíV»'Φ + ^ P Jo R2 ~ 2 ~ R2 - A:2 ^ '“ 

Moreover, - £ * - , = f - ^ - * L _ = f (e—+η)-^-, 
Jaa'a Z2 + 2 Jaa'a Z + ík Z — ík Jaa'a \2M J Z — ìk 

where η is uniformly infinitesimal with the radius of the small circle. But 

dz Λ . _ r eizdz 2πe~k , _ 
1 = — 27 , and ļ = \- f, 

Jaa'a Z - ík Jaa'a Z2 + k2 2  

where ļ f | ≤ 2 7re if e is the largest value of | η |. Hence finally 
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x* + k* b^RZ-k*y > 

By taking the small circle small enough and the large circle large enough, the last 
two terms may be made as near zero as desired. Hence 

J,Q0 cos , we¯rk 

dx = π\  
x2 + Ä:2 2k ĸ ' 

J
<* p\Z rlļř p— k 

= — 2 7 is exact 
aa'a Z + Z — 2  

and not merely approximate, and remains exact for any closed curve abouti« =  
which does not include z = — . That it is approximate in the small circle follows 
immediately from the continuity of é*/(z + ) = e~ */2 + η and a direct inte
gration about the circle. 

°° Xa ^~ 
As a third example of the method let ƒ dx be evaluated. This integral 

will converge if 0 < a < 1, because the infinity at the origin is then of order less 
than the first and the integrand is an infinitesi
mal of order higher than the first for large values 
of x. The function za~1/(l + z) becomes infinite 
at z = 0 and z = — 1, and these points must be 
excluded. The path marked in the figure is a 
closed path which does not contain them. Now 
here the integral back and forth along the line 
aA cannot be neglected ; for the function has a 
fractional or irrational power z^~1 in the nu
merator and is therefore not single valued. In 
fact, when z is given, the function za~x is deter
mined as far as its absolute value is concerned, but its angle may take on any 
addition of the form 2 7ΓÄ:(α — 1) with integral. Whatever value of the function 
is assumed at one point of the path, the values at the other points must be such 
as to piece on continuously when the path is followed. Thus the values along the 
line aA outward will differ by 2 -ir (a — 1) from those along Aa inward because 
the turn has been made about the origin and the angle of z has increased by 2 7r. 
The double line be and cò, however, may be disregarded because no turn about the 
origin is made in describing cdc. Hence, remembering that eπi = — 1, 

J
-» ?a-l r γa — \p(a — Y)ή>i nA γ<t — l /*2π Aapaφi 

t dz= f — — đ(re*O= I dr+ I τ-zrMφ 
o l + z J o 1+reΦ* Ja 1 + r Jo 1 + îeΦ* 

J
a γCL— \p2π{a — l ) t /» γa — 1 n v<x — \ 

—— e*™dr + dz + ƒ dz. 
A 1 + 2 Jabba 1 + 2 Jede 1 + 2 

J
f%Aγa — 1 /» α γa — lp2 irai pAγ<t — 1 

dr+ f dr= ( l-e*««*)đr, 
α l + r JA 1 + r 1 + r 

ļ r2ιr jļaøtφi I />2TΓ ļ I 2 7Γ A« 
\\ idφ ≤ e«Φ»đø = - , IΛ l + 4≠* I Λ A-i\ I A-i 

If dz\=\ ¡ idφ ≤ dψ — - , 
Kαδ&αl + 2 I |«/2τrl+αe¢* I «/o 1— a 1 — a 
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f za¯X dz = f z « - i - ^ = - 2 7 Γ ^ - l ) « - ! = - 2 7 'e^«-!)¿ = 2 ŵ " . 
Jede 1 + Z J 1 + 2 

J rAra-l * 2πAa 2 7ΓCÍ* 
dr + 2ττ¿e™¿ + s% |f |<-¡ 7 + ; α l + r -á — 1 1 — α 

If A be taken sufficiently large and a sufficiently small, ξ^ may be made as small 
as desired. Then by the same reasoning as before it follows that 

J
^∞ γCL—\ s*∞γa — 1 

dr + 2 πίeπai, or 0 = — sin πa ¡ —— dr + τr,  
1 + r Jo 1 + r 

J
n QO iγΰt — 1 <jr 

đx = - (8)  
1 + x sin air 

e¯χ2dx. The evalu-
0 

ation may be made by a device which is rarely useful. • Write 

J f*A [ ΓA ΓA ~1 CA ΓA Tž 

e-χ2dx=\ \ erχ2dx\ e-*dy\=\ J ļ ¢-*¯*dxdy .    
\_Jo Jo J I Jo «/o J 

The passage from the product of two integrals to the double integral 
may be made because neither the limits nor the integrands of either 
integral depend on the variable in the other. Now transform to polar 
coordinates and integrate over a quadrant of radius A. 

J r* A /> A r*— r* A -ļ 

ļ e¯χt-»*dxdĩj = 2 í β"**rdrdθ + R =jπ(l — e~A2) + R,  
Jo * Jo Jo 

where R denotes the integral over the area between the quadrant and 
square, an area less than ļ A2 over which e~r2 ≤ e~A*. Then 

R < ļA2e~A2, ļ J j β~χ2^y2dxdy - ļ ' < ļ A2e~Λ\ 
I J o Jo I 

Now A may be taken so large that the double integral differs f r o m ļ π 
by as little as desired, and hence for sufficiently large values of A the 
simple integral will differ from ļ V7Γ by as little as desired. Hence * 

ļ e¯χ2dx= i VTΓ. (9) 
Jo 

* It should he noticed tha t the proof just given does not require the theory of infinite 
double integrals nor of change of variable ; the whole proof consists merely in finding 
a number ļ VTΓ from which the integral may he shown to differ by as little as desired. 
This was also t rue of the proofs in § 142 ; no theory had to be developed and no limiting 
processes were used. In fact the evaluations that have been performed show of them
selves tha t the infinite integrals converge. For when it has been shown tha t an integral 
with a large enough upper limit and a small enough lower limit can be made to differ 
from a certain constant by as little as desired, it has thereby been proved tha t that 
integral from zero to infinity must converge to the value of that constant. 
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When some infinite integrals have been evaluated, others may be 
obtained from them by various operations, such as integration by parts 
and change of variable. I t should, however, be borne in mind that the 
rules for operating with definite integrals were established only for 
finite -integrals and must be reestablished for infinite integrals. From 
the direct application of the definition it follows that the integral of 
a function times a constant is the product of the constant by the 
integral of the function, and that the sum of the integrals of two 
functions taken between the same limits is the integral of the sum 
of the functions. But it cannot be inferred conversely that an integral 
may be resolved into a sum as 

\_f(x) + φ(x)¯\dx = I f(x)dx-\- ļ φ{x)dx 
a t / a U a 

when one of the limits is infinite or one of the functions becomes 
infinite in the interval. For, the fact that the integral on the left 
converges is no guarantee that either integral upon the right will 
converge; all that can be stated is that if one of the integrals on the 
right converges, the other will, and the equation will be true. The 
same remark applies to integration by parts, 

f(x) φ'(x) dx = \f(x) φ (x)¦ - ƒ ƒ ' (x) φ (x) dx. 

If in the process of taking the limit which is required in the defi
nition of infinite integrals, two of the three terms in the equation 
approach limits, the third ivill approach a limit, and the equation will 
be true for the infinite integrals. 

The formula for the change of variable is 
-N / »χ = φ(Γ) S*T 

\ f(x)dx = flφ(t)-]φ\†)dt, 
Jx=φ(t) Jt 

where it is assumed that the derivative φ' (f) is continuous and does 
not vanish in the interval from t to T (although either of these con
ditions may be violated at the extremities of the interval). As these 
two quantities are equal, they will approach equal limits, provided 
they approach limits at all, when the limit 

J
s»b = φ(tχ) s*t  

f(x)dx= f{_φ(t)-\φ\†)dt 
required in the definition of an infinite integral is taken, where one of 
the four limits a, ò, t , t is infinite or one of the integrands becomes 
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infini te a t t h e e x t r e m i t y of t h e in te rva l . The formula for the change 
of variable is therefore applicable to infinite integrals. I t shou ld be 
no t ed t h a t t h e proof appl ies on ly to infini te l imi ts a n d infini te va lues 
of t h e i n t e g r a n d a t t h e ex t r emi t i e s of t h e i n t e rv a l of i n t eg ra t ion ; in 
case t h e i n t e g r a n d becomes inf in i te w i t h i n t h e in t e rva l , t h e change of . 
va r i ab le shou ld be e x a m i n e d in each s u b i n t e r v a l j u s t as t h e ques t ion 
of convergence was examined . 

As an example of the change of variable consider f dx = — and take x — ax'. 

J rx=∞8iτιax' , , r + ∞ sinax' , r~∞ sinα:x' , /»^=»sinα¾' , 
dx = I dx or = ƒ dx —― \ ¢fcc', 

æ = o X' Jx' = O X' Jx' = O X' Jx' = Q X' 

according as a is positive or negative. Hence the results 

J
¾ Q 0 S Ì n t t X , , 7Γ . . ^ Λ , 7Γ . . Λ . . . . 

dx = + - if a > 0 and if a < 0. (10)  
x 2 2 v ' 

Sometimes changes of variable or integrations by parts will lead back to a given 
integral in such a way that its value may be found. For instance take 

7Γ 7Γ 

J (*Έ ® 2 ' T 

log sin xdx = — I log cos ydy = \ log cos ydy, = x. 
0 Jπ Jθ 2 

2 
7Γ 7Γ 

Then 2 1 = 2 (log sin x + log cos x)dx = ( 2 log dx 
Jo Jo 2 

7Γ 

1 P1Γ 7Γ /* ō 7Γ 
= - log sin xdx log 2= I logsinæcřx log 2. 

2 Jo 2 Jo 2 
π 

Hence I = f 2 log sin xdx = log2. (11) 

Here the first change was = \π — x. The new integral and the original one 
were then added together (the variable indicated under the sign of a definite inte
gral is immaterial, p. 26), and the sum led back to the original integral by virtue 
of the substitution = 2 x and the fact that the curve = log sin x is symmetrical 
with respect to x = ļ π. This gave an equation which could be solved for I. 

EXERCISES 
« Z6tz P °° X S in X 7Γ 
1. Integrate — -, as for the case of (7), to show ƒ dx = — e~k. 

z2 + k2 w ' x2 + 2 2 
2. By direct integration show that er («– bi)zdz converges to (α — ) - \ when 

Jo 
a > 0 and the integral is extended along the line y = 0. Thus prove the relations 

e-<∞cosbxdx = a
a
 Ίn> f e~<∞sin bxdx = , a > 0. 

Jo a2 + 62 Jo a2 + b2 

Along what lines issuing from the origin would the given integral converge ? 
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J f* oo χa ~l(ļx (\ ctì 7Γ 
= — • To integrate about z = — 1 use the binomial  

(1 + x)2 sin air 
expansion z«~1 = [– 1 + 1 + z]«~1 = ( - l ) * - i [ l + ( 1 - a) (1 + z) + if(l + «)] , 
77 small. 

4. Integrate e^*2 around a circular sector with vertex at z = 0 and bounded by 
the real axis and a line inclined to it at an angle of \ π. Hence show 

-eìni f ° ° ( cosy 2 - i sin r2)dr= f™e-*?dx = —,  
2 

J cosa¾c = sinaŴe = - \ —. 
0 , 2 Y2 

5. Integrate e -*2 around a rectangle ¾/ = , = B, x = ± A, and show 

X OO . 00 

e~^co82axdx = ļ V7re-"2, ƒ e~ ** s i n 2 αx¢fø = 0 . 
6. Integrate za-1e~z

ì 0 < α, along a sector of angle q <ļπ to show 

secαç ƒ xa r-1e-æ c o β îcos(xsing')dx 
Jo 

J/too /100 

— β— coβ « sin ( sin. Q') cříc = ļ xa-1e~xdx. 
0 Jo 

7. Establish the following results by the proper change of variable : 

t / » * c o s α r æ _ ~ Λ .„. /~∞æ“-! (ž íe 7 r / 3 " - 1
 n . 

v 'Jo x2 + fc2 2k V / Λ ']8 + x s i n α 7 Γ ' 

(7) f∞e-a2^dx = — Vτr, (δ) f*e~«*—=dx = \ - , 
ĸ n Jo 2 α ' w Vx ™ 

- __*L 
(e) Γ V - W c o B t a ŵ = ^ ^ - \ α > 0, ( 0 Γ 1 ** = V í , 

Jo 2 « •*> V - l o g ¾ 

. / * * c o s x , / • » s i n » , /7Γ /Λ. /»4ogx<fø π . ft 
(v) ƒ ——đx= (¾ = Λ ø 5 = - - l o g 2 . 

J° Vx Jo Vx * 2 «^ V l - x 2 2 

8. By integration by parts or other devices show the following : 

Γπ i - j l o ι Λ / . °° S i n 2 X , 7Γ 
(α) xlogsmxđx = - - 7 r 2 l o g 2 , (ø) ƒ — — đx = - , 

Jo 2 Jo xJ 2 
, /•* s inxcosαx _ π .„ „ 7Γ . . „ Λ . . . , „ 
(7) Æc = - i f - l < α < l , o r - i f a = ± 1, or 0 if α > 1, 

Jo 2 4 

(δ) f~x*eΓ**đx = —, (e) f∞χ4e-«Wdx = ?—ļ, 
V ; Jo 4 α8 V ' Jo 8 α 6 

.̂ -,v « .j. „ v Γ00 , -, , , Γπ xsinxđx 7Γ2 

( f ) Γ ( α + l) = α Γ ( α ) i f Γ ( α ) = ƒ x—ie-«đ¾, ( i f ) / — É - = ¯Γ» 
Jo Jo 1 + cos2x 4 

J 00 ļ \ ¢fø 
log ( x + - ) = 7Γ log 2, by virtue of x = tan y. 

0 \ x/1 + x2 
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f(x) —, where a > 0, converges. Then if p > 0 , ¢ > 0, 
a X 

/-/(í»)-/(gχ)d¡B = 1;mrr-/(^)-/(¢χ)dļļ= rmd rm^i 
J θ X a = O\_Ja X J pa £ Jqa £ J 

Show Γ-fW-n<P» & = l i m Γ - / ( æ ) đx = ƒ ? . 
Jo X α = O «/j»α X p 

v Γ00 sinpx — sinqx ^∞e-Pχ— e-gχ q Hence (a) ļ — —dx = O, (ß) U đx = l o g - , 
Jo x Jo x p 

1 
/ . l χ p - l _ χ Q - 1 g /»oc COSX — COS OX _ . 

(7) I : đx = log-^, (δ) \ đx = logα. 
Jo logx p Jo x 

10. If f{x) and ƒ '( ) are continuous, show by integration by parts that 

lim ƒ ƒ (x) sin kxdx = 0. Hence prove lim / (x) đx = - / ( O ) . 
fc=αo «/α k = ∞ Jθ X 2 

Γ w /»« . sinfcx /»«sinfcx_ , raf(x)—f(0) . . , 1 
Write I / (x) đ x = / ( O ) ļ đx + ļ — ^ — -̂ —' sin fcxđx. 

L Jo x Jo x x J 
Apply Ex. 6, p. 359, to prove these formulas under general hypotheses. 

J
r* b sin lex 

f(x) cfø = O i f ò > α > O . Hence note that 
.. . - a X 

lim lim I f(x) dx ≠ lim lim f(x) dx, unless ƒ(0) = 0. 
ļc = ∞ a = 0 Ja X α = O k = ∞ Ja X 

144. Functions defined by infinite integrals. If the integrand of an 
integral contains a parameter (§ 118), the integral defines a function of 
the parameter for every value of the parameter for which it converges. 
The continuity and the differentiability and integrability of the func
tion have to be treated. Consider first the case of an infinite limit 

f(x, a)dx = \ f(x, a) dx -f R (x, a), R = ļ f(x, a) dx. 
%J a %J x 

If this integral is to converge for a given value a = a , it is necessary that 
the remainder R (x, aQ) can be made as small as desired by taking x large 
enough, and shall remain so for all larger values of x. In like manner if 
the integrand becomes infinite for the value x = b, the condition that 

J
r*b r*x />5 

f(x, a)dx = J f(x, a)dx -f R (x, a), R — í f(x, ά)dx 
a *J a KJ x 

converge is that R (x, aQ) can be made as small as desired by taking x 
near enough to h, and shall remain so for nearer values. 

Now for different values of a, the least values of x which will make 
\R(x,<x)\ = e, when is assigned, will probably differ. The infinite inte
grals are said to converge uniformly for a range of values of a such as 
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f*0 = cc½=al when it is possible to take x so large (or x so near b) that 
IR (x, a) ļ < e holds (and continues to hold for all larger values, or values 
nearer b) simultaneously for all values of a in the range a0 ≤ a ≤ a. 
The most useful test for uniform convergence is contained in the 
theorem : If a positive function φ (x) can be found such that 

/

oc 

φ(x)dx converges and φ(x)=½f(x, a) 

for all large values ofx and for all values of a in the interval aQ½≡a½à av 

the integral of f(x, a) to infinity converges uniformly (and absolutely) 
for the range of values in a. The proof is contained in the relation 

I /»¾ ļ / » x 

ļ f(x, a) dx ≤ I φ (x) dx < e, 
ļ Ü X I %J X 

which holds for all values of a in the range. There is clearly a similar 
theorem for the case of an infinite integrand. See also Ex. 18 below. 

Fundamental theorems are : * Over any interval aQ ≤= a ≤= a where 
an infinite integral converges uniformly the integral defines a con
tinuous function of a. This function may be integrated over any finite 
interval where the convergence is uniform by integrating with respect 
to a under the sign of integration with respect to x. The function may 
be differentiated at any point at of the interval.α0 ^ a ^ aχ by differ
entiating with respect to a under the sign of integration with respect 
to x provided the integral obtained by this differentiation converges 
uniformly for values of a in the neighborhood of at. Proofs of these 
theorems are given immediately below. † 

To prove that the function is continuous if the convergence is uniform let 
p∞ nX 

ψ(a)= ƒ f(x, a)dx = j f(x, a)dx + R(x, a), a0 ≤ a ^ av 

φ(a + α) = f*f(x, a + Aa)dx + R(x, a+ Aa), 
Ja 

\Aψ\½\ [f(x, a + Aa) -f(x, a)]dx\+ \R(x,a + Aa) \ + \R(x, a)\. 
* It is of course assumed that ƒ (x, a) is continuous in (x, a) for all values of x and a 

under consideration, and in the theorem on differentiation it is further assumed that 
f'a (x, a) is continuous. 

† It should be noticed, however, that although the conditions which have been . 
imposed are sufficient to establish the theorems, they are not necessary ; that is, it may 
happen that the function will be continuous and that its derivative and integral may be 
obtained by operating under the sign although the convergence is not uniform. In this 
case a special investigation wrould have to be undertaken ; and if no process for justifying 
the continuity, integration, or differentiation could be devised, it might be necessary in 
the case of an integral occurring in some application to assume that the formal work led 
to the right result if the result looked reasonable from the point of view -of the problem 
under discussion, — the chance of getting an erroneous result would be tolerably small. 
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Now let x be taken so large that | ß | < e for all ďs and for all larger v-alues of x 
— the condition of uniformity. Then the finite integral (§ 118) 

J
f*x I px 

f(x, a)dx is continuous in a and hence ƒ [/( , a + α) — f(x, a)]dx 
a \ Ja 

can be made less than e by taking Aa small enough. Hence ļ ^ ļ < 3 c ; that is, by 
taking Aa small enough the quantity | Aψ \ may be made less than any assigned 
number 3e. The continuity is therefore proved. 

To prove the integrability under the sign a like use is made of the condition of 
uniformity and of the earlier proof for a finite integral (§ 120). 

f“*ψ(a)da = Ç"X Γ 7 ( z , a)dxda + f“*Rdx = f* f"1 f(x, a) dadx + £ 
«/α0 Ja0 Ja JaQ Ja JaQ 

Now let x become infinite. The quantity Ç can approach no other limit than 0 ; 
for by taking x large enough R < e and | f | < e ( — a0) independently of a. Hence 
as x becomes infinite, the integral converges to the constant expression on the 
left and 

ƒ ψ(a)da= \ ļ f(x, a) dadx. 
Ja0 Ja Ja0 

Moreover if the integration be to a variable limit for a, then 

Ψ(a)= f“φ(a)da = f∞ Ç“f(x, a)dadx= f∞F(x, a)dx. 
J'ΛQ Ja Ja0 Ja 

ļ /» °o ļ ļ •» cc I I /» a /»oo >% ļ 
Also l F(x, a)dx\ = \ ļ ļ f (æ, a)dadx\=\ ļ ļ f(x,a)dxda\<e(a—a¿). 

\Jx \ \Jχ Ja0 ļ I Ja0 Jx I 

Hence it appears that the remainder for the new integral is less than e (aλ — a0) 
for all values of a ; the convergence is therefore uniform and a second integration 
may be performed if desired. Thus if an infinite integral converges uniformly, it may 
be integrated as many times as desired under the sign. I t should be noticed that the 
proof fails to cover the case of integration to an infinite upper limit for a. 

For the case of differentiation it is necessary to show that 

J
00 / 1 0 0 

f'a(x, a¿)dx = Φ'(aç). Consider ƒ f'a(x, a)dx = ω(a). 
a Ja 

As the infinite integral is assumed to converge uniformly by the statement of the 
theorem, it is possible to integrate with respect to a under the sign. Then 

J r* a /%<x> 

ω(a)da= I ļ f' (x, a) dadx = \ [f(x, a) —f(x, aΛ] dx = φ(a)— φ (at), 
a¿ Ja Ja¿ Ja 

The integral on the left may be differentiated with respect to a, and hence 
Φ(a) must be differentiable. The differentiation gives ω(a) = φ'(a) and hence 
ω(aç) = φ'(a¿). The theorem is therefore proved. This theorem and the two 
above could be proved in analogous ways in the case of an infinite integral due 
to the fact that the integrand f(x, a) became infinite at the ends of (or within) 
the interval of integration with respect to x ; the proofs need not be given here. 

145 . T h e m e t h o d of i n t e g r a t i n g or d i f fe ren t ia t ing u n d e r t h e s ign of 

i n t eg ra t i on m a y be app l i ed to eva lua te infini te in tegra l s w h e n t h e condi

t ions of u n i f o r m i t y a re p r o p e r l y satisfied, in prec ise ly t h e same m a n n e r as 

t h e m e t h o d was p rev ious ly app l i ed t o t h e case of finite in tegra l s w h e r e 
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the question of the uniformity of convergence did not arise (§§ 119-120). 
The examples given below will serve to illustrate how the method works 
and in particular to show how readily the test for uniformity may be 
applied in some cases. Some of the examples are purposely chosen iden
tical with some which have previously been treated by other methods. 

Consider first an integral which may be found by direct integration, namely, 

J
/»00 ÇJĻ ΛQO ļ 

' e~<∞cosbxdx = Compare ƒ e~<∞āx = -- 
a2 + b2   

The integrand e _ a x is a positive quantity greater than or equal to e-<∞cosbx 
for all values of b. Hence, by the general test, the first integral regarded as a 
function of b converges uniformly [îor all values of ř>, defines a continuous func
tion, and may be integrated between any limits, say from 0 to b. Then 

ƒ e-aχ c o s bxdxdb = ƒ I erax cos bxdbdx 
Jo Jo Jo Jo 

r∞ sinòx _ rb adb , b 
= ļ e~™ dx-\ r = t a n - 1 - . 

Jo x Jo a2 -\- b2 a 
τ A x . r

∞ Γb sin &x ,_ _ r∞ 1 — cosbx _ 
In t eg ra t e again. ļ e~<∞ dbdx = ļ e~ux dx 

. Jo Jo x Jo x2 

= ò t a n - i - - - l o g ( α 2 + b2). 
a 2 5 V ' 

/» °° 1 — cos bx _ _ °° 1 — cos bx , 
Compare ƒ e~ax dx and \ dx. 

Jo x2 Jo x2 

Now as the second integral has a positive integrand which is never less than the inte
grand of the first for any positive value of α, the first integral converges uniformly 
for all positive values of a including 0, is a continuous function of α, and the value 
of the integral for a = 0 may be found by setting a equal to 0 in the integrand. Then 

p l - c o s 6 x i m Γ 6 _ α ļ = π ; 
x2 a = ol a 2 * v x • J ' ' 2 

The change of the variable to x/ = ļ x and an integration by parts give respectively 

J^ * s i n ‰ , ΊΓ ... r∞smbx. π π _ Λ , . 
dx = — \b\, I dx=+- or , as b>O or δ<O. 

o x 2 2¦ “ Jo x 2 2 ' 

This last result might be obtained formally by taking the limit 

r∞ s inòx^ r∞ sinbx _ A J ' π 
lim I e-«^ dx = đx = t a n ~ ! - = ±— 
a=θJθ X Jθ X 0 2 

after the first integration ; but such a process would be unjustifiable without first 
showing that the integral was a continuous function of a for small positive values of a 
and for 0. In this case ļ x ~1 e - <∞ sin bx \ ≤ | x ~1 sin x ļ, but as the integral of ļ x~1 sin bx \ 
does not converge, the test for uniformity fails to apply. Hence the limit would not 
be justified without special investigation. Here the limit does give the right result, 
but a simple case where the integral of the limit is not the limit of the integral is 

.. r∞ sinbx - ,. , 7Γ\ 7Γ r∞,. sinbx . r∞ 0 J Λ 
h m dx = l im ( ± — ļ = ± - ≠ ƒ h m dx ¡ -dx = O. 
b oJo x Ď = O \ 2 / 2 Jo b=o x Jo x 
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As a second example consider the evaluation of e \ 'or/ dx. Differentiate. 
Jo 

¢'(α) = A Γ%-C- Î ) '« te = 2 Γe-(“-î)Ίx-^Y-dx 
da Jo Jo \ x/ x 

To justify the differentiation this last integral must be shown to converge uni
formly. In the first place note that the integrand does not become infinite at the 
origin, although one of its factors does. Hence the integral is infinite only by vir
tue of its infinite limit. Suppose a ≤= 0 ; then for large values of x 

e × *) (1 -\≤e2ae-χ2 and f e~χ2dx converges (§ 143). 

Hence the convergence is uniform when a ≡= 0, and the differentiation is justified. 
But, by the change of variable x' = — a/x, when a > 0, 

r-e-(-S)"^= re-(-S+-)V= rv(«¯‰. 
Jo x2 Jo Jo 

Hence the derivative above found is zero ; φ' (a) = 0 and 

φ(a) = f e V χ) dx = const. = f e~χ2dx = ļ /7r; 
Jo Jo 

for the integral converges uniformly when a ≥ 0 and its constant value,may be 
obtained by setting a = 0. As the convergence is uniform for any range of values 
of α, the function is everywhere continuous and equal to ļ Λ/¡Γ. 

e~ a2χ2 cos bxdx. Now 
0 

— = ∞— xe- a2χ2 sin bxdx = e~ a2χ2 sin bx ^e~ a2χ2 cos bxdx. 
db Jo 2α 2 L Jo 2 a2 Jo 

The second step is obtained by integration by parts. The previous differentiation 
is justified by the fact that the integral of xe~ a2χ2, which is greater than the inte
grand of the derived integral, converges. The differential equation may be solved. 

*± = -±-φ, φ=Ce~Ķ ¢ ( O ) = Γ V * ώ = ^ . 
cio 2 a2 Jo 2 a 

2 - __*L 
Hence φ(b) = φ(O)e 4«2=: e~a2χ2 cos bxdx = 

Jo 2 a 
In determining the constant C, the function φ(b) is assumed continuous, as the 
integral for φ (b) obviously converges uniformly for all values of 6. 

146. T h e ques t ion of t h e in t eg ra t ion u n d e r t h e s ign is n a t u r a l l y 
connec ted w i t h t h e ques t ion of infinite double in tegra l s . T h e double 

in t eg ra l ļ f(xy y) dA over an a rea A is said to be an infinite in tegra l 

if t h a t a rea e x t e n d s out indef ini te ly in a n y d i rec t ion or if t h e funct ion 
ƒ (x, y) becomes infinite a t a n y po in t of t h e area . T h e defini t ion of 
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convergence is analogous to that given before in the case of infinite 
simple integrals. If the area A is infinite, it is replaced by a finite 
area A' which is allowed to expand so as to cover more and more of 
the area A. If the function ƒ (,*:, y) becomes infinite at a point or along 
a line in the area A, the area A is replaced by an area A ' from which the 
singularities of f(x, y) are excluded, and again the area A ' is allowed to 
expand and approach coincidence with A. If then the double integral 
extended over A' approaches a definite limit which is independent of 
how A ' approaches A, the double integral is said to converge. As 

fĵf(x, y) ūxdy =ĵĵ ļ J g ļ ) ļ f(φ, ψ) đuđv, 

where x = φ(u, v), y = ψ(t(, v), is the rule for the change of variable 
and is applicable to A', it is clear that if either side of the equality 
approaches a limit which is independent of how A1 approaches A, the 
other side must approach the same limit. 

The theory of infinite double integrals presents numerous difficulties, 
the solution of which is beyond the scope of this work. I t will be suffi
cient to point out in a simple case the questions that arise, and th'en 
state without proof a theorem which covers the cases which arise in 
practice. Suppose the region of integration is a complete quadrant so 
that the limits for x and y are 0 and oc. The first question is, If the 
double integral converges, may it be evaluated by successive integra
tion as 

ƒ» / » 0 0 /"»CO y-»OO / » 0 0 

f(x, y)dA = ļ J f(x, y)dydx = \ f(x, y)dxdy? 
<Jx=O *Jy = O *Jy = O *Jx = O 

And conversely, if one of the iterated integrals converges so that it may 
be evaluated, does the other one, and does the double integral, converge 
to the same value ? A part of this question also arises in the case of a 
function defined by an infinite integral. For let 

f(x,y)dy and φ(x)dx= I J f(x, y)dydx, 
„ =0 %Jx = O *Jx=QtJy=O 

it being assumed that φ (x) converges except possibly for certain values 
of x, and that the integral of φ (x) from 0 to GO converges. The question 
arises, May the integral of φ(x) be evaluated by integration under the 
sign ? The proofs given in § 144 for uniformly convergent integrals inte
grated over a finite region do not apply to this case of an infinite inte
gral. In any particular given integral special methods may possibly be 
devised to justify for that case the desired transformations. But most 
cases are covered by a theorem due to de la Vallée-Poussin : If the 
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function f(x, y) does not change sign and is continuous except over a, finite 
number of lines parallel to the axes of x and y, then the three integrals 

f(x,y)dA, ļ ļ f(x,y)dydx, ļ ļ f(x,y)dxdy, (12) 
i / a ;=O ¾/y = O t / ÿ = O t / x = O 

cannot lead to different determinate results ; that is, if any two of them 

lead to definite results, those results are equal* T h e chief u se of t h e 

t h e o r e m is t o e s t ab l i sh t h e equa l i t y of t h e t w o i t e r a t ed in teg ra l s w h e n 

each is k n o w n to c o n v e r g e ; t h e app l i ca t ion r equ i r e s no t e s t for uni 

fo rmi ty a n d is v e r y s imple . 

As an example of the use of the theorem consider the evaluation of 

e-χ2dx = ļ ae~a2χ2dx.  
Jo 

Multiply b y e - « 2 and integrate from 0 to oo with respect to a. 

le-<* = f™ae-«*¢+**)dx, I f∞e-«2da = I2 = f∞ ae-«^+*?)dxda. 
Jo Jo Jo Jo 

Now the integrand of the iterated integral is positive and the integral, being equal 
to «I2, has a definite value. If the order of integrations is changed, the integral 

I ae-«*¢+ *)dadx= ¡ = - t a n - 1 » = -
1 + x2 2 2 4 

is seen also to lead to a definite value. Hence the values I2 and \τr are equal. 

EXERCISES 
1. Note that the two integrands are continuous functions of (x, a) in the whole 

region O ≤ α < o o , O ≤ x < α o and that for each value of a the integrals converge. 
Establish the forms given to the remainders and from them show that it is not pos
sible to take x so large that for all values of a the relation \R(x, a) \ < e is satisfied, 
but may be satisfied for all α's such that 0 < a0 = a. Hence infer that the conver
gence is nonuniform about a = 0, but uniform elsewhere. Note that the functions 
defined are not continuous at a = 0, but are continuous for all other values. 

( ) ae~axdx, R(x,a)=f ae~axdx = e~ax— 1, 

∞ sin ax , „ . . r∞ siτiax „ r ∞ sin x , 
(ß) \ đx, R (x, a) = \ dx = I dx. 

Jo x Jx x Jax x 
2. Repeat in detail the proofs relative to continuity, integration, and differ

entiation in case the integral is infinite owing to an infinite integrand at x = b. 

* The theorem may be generalized by allowing f(x, y) to be discontinuous over a 
finite number of curves each of which is cut in only a finite limited number of points 
by lines parallel to the axis. Moreover, the function may clearly be allowed to change 
sign to a certain extent, as in the case where ƒ > 0 when x > α, and ƒ < 0 when 0 < x < a, 
etc., where the integral over the whole region may be resolved into the sum of a finite 
number of integrals. Finally, if the integrals are absolutely convergent and the integrals 
of I f(x, y)\ lead to definite results, so will the integrals oîf(x, y). 
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3 . Show that differentiation under the sign is allowable in the following cases, 
and hence derive the results that are given : 

2 \ a Jo 2 2“α» + i 

J^ ^ 1 /* x 1 • 2 • • •  

xe~aχ2dx-—, a > 0, χ2«+ι e-ar'dx — --- • -',  
2ď Jo 2<r' i+1 

, /* °° đx π 1 , Λ /» ∞ đx - 1 - 3 • • • (2 n — 1) 
Jo x2 + k 2 Vŵ «^ (x2 + k)n+1 2 2“n!A^ + è 

J
r» 1 ļ /» 1 77¾ T 

xndx — , n > — 1, xw(— logx)™đx = — — ,  
n + 1 v L ' (n + l ) m + 1 

Jr»x - - 1 -„- ~ x - 1 l o g X 7Γ2C0Sćr7Γ 
dx = i 0 < α < 1, — (ic =  

1,+ æ sin 7 Jo 1 + x cos2 —1 

4. Establish the right to integrate and hence evaluate these : 

J
t Qo oc g— ax ß— bx Jj 

e~axdx, 0 < añ = a, \ dx = log - , ò, α ≥ αn,  
Jo a: α 

J-» 1 ƒ» 1 ¿ço ¿ç& Ct -f- 1 
xadx, — 1 < α0 < α, j dx = log , &, α ≥ α0,  

Jo log o + l 
r ∞ r ∞ e- <∞ — er _ 1. b2 + m2 

(7) I e - α x cos mxdx, 0 < arn ≤ α, I cos mxđx = - log , y n Jo ° ' Jo x 2 α 2 + m 2 

J¾ 00 00 g— g— & h a 
e-<∞sinmx¢žx, 0 < α 0 ≤ ċ ř , | sinmxđx = tan~1 tan~1 —, 

0 Jo x m m 

r∞ VTΓ r∞ -– - – / -
(e) e~a2χ2dx = , 0 < a0 ≤ α, e *2 — e *2¢‰ = (þ — a) Vπ. 

Jo 2 α Jo 

5. Evaluate : (a) f∞e~ «χS^J^ dx = cot~i £ , 
Jo x a 

J
¾ °° 1 — cos ax , . /– -z . v /• °° « sin 2 αx , 

e~* dx = log V1 + a2, (7) ƒ e~χ2 dx, 
o x Jo x 

/•x Γ " ~(*“ + T L V π 0 _ Λ / 4 />∞log(l + α¾2)^, 
(δ) I e V x*/dx = e~2«, α ≡= 0, (e) | v đx. 
V ; Jo 2 ' - ' w Jo 1 + ò2x2 

°° 1 /w 
6. If 0 < a < ò, obtain from ƒ e~rχ2dx = --%/— and justify the relations : 

Jo 2 \ r 

J *̂ ̂  sin 7* 2 / * ^ / * 0 0 2 / * 0 0 / * ^ 

1 —— đr = — - ƒ ļ er rχ2$m rdxdr = — - ƒ 1 e~rx sin rđrcřx 
α -\/y -V/TJ- Ja J 0 -y/jj. Jθ Ja 

2 . / • ∞ e - « ^ x ¾ . , r∞e-bχãx2dx 
= — - I sin α ļ sin δ I 

VTΓ L Jo 1 + x4 Jo 1 + 4 

Γ∞e-ax*fa r*e-bx*dx¯] 
+ cos α ļ cos 0 I , 

Jo 1 + x4 l + x 4 J 
Cr sinr , /τr 2 Γ . /•« e-™?x*âx Γ∞ e-™*dx¯\ 
I —— đ r = ^ / s inr f H c o s r / • 

Jo Vř ^ 2 VTΓL JO 1+æ 4 l + x 4 J 
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~. -, , rrcosr , / - 2 r* e~rχ2x2dx . /•* e-rχ2dx~ 
Similarly, I —— đr = \ cos r sinr • 

Jo V r ^ 2 ^ L Jo 1 + x4 Jo l + x 4 J 

J'00 s inr _ r∞ cosr _ & /•* . 7Γ „ , r∞ ir „ , 1 
dr = \ c ž r=Λ - ' I sm —r¾řr= | cos - r 2 αr = - .  

Vr̂  J ° Vr̂  \ 2 Jo 2 Jo 2 2 

7. Given that = 2 a:e-«*d + ̂ )đα, show that 
1 + x2 Jo 

Jr»∞ 1 + cosmx _ 7r ... . . /»» cosmx , 7r 
—L dæ = - ( l + β-»») and ƒ - đx = -e-™, m > 0.  

1 + x2 2 V ' Jo 1 + x2 2 

J
/¾ oj g ļ ļ ļ ¿yχ 

— g" dx, by integration by parts and also by substi-
x 1 -{- X 

tuting x' for αx, in such a form that the uniform convergence for a such that 
0 < α0 ≤ a is shown. Hence from Ex. 7 prove 

X ∞xsinαx 7 r _ _._ A. A.  
đx = — e_đr, α > 0 (by differentiation). 

Show that this integral does not satisfy the test for uniformity given in the text ; 
also that for a = 0 the convergence is not uniform and that the integral is also 
discontinuous. 

9. I f / ( x , α:, ß) is continuous in (x, a, ß) for 0 ≤ x < oo and for all points (α, ß) 

of a region in the αß-plane, and if the integral φ(a, ß) = í / ( x , or, ß)dx con-
«/o 

verges uniformly for said values of (a, ß), show that φ (α, ß) is continuous in (or, 0). 
Show further that if f'a (x, α, /3) and f$ (x, α, /8) are continuous and their integrals 

converge uniformly for said values of (α, /3), then 

ƒ ƒ«{‰ a, ß)dx = φ'a, ƒ fß(x, α, ß)dx = <þ'ß, 

and ø¿, øρ are continuous in (or, j8). The proof in the text holds almost verbatim. 
10. If / (x , 7) = / (x , a + ίß) is a function of x and the complex variable 

7 = a 4- /3 which is continuous in (x, α, /3), that is, in (x, 7) over a region of the 
7-plane, etc., as in Ex. 9, and if fý(x, 7) satisfies the same conditions, show that 

J r%∞ 
ƒ(x, 7) dx defines an analytic function of 7 in said region. 

0 

J
r»QO 

er y*?dx, 7 = a + /3, a ≥ α0 > 0, defines an analytic func-
0 

tion of 7 over the whole 7-plane to the right of the vertical a = a0. Hence infer 

Φ(y) = Γer**dx = \ J - = \ Λ / — £ — > α ^ «0 > 0. t/o 2 \ 7 2 \ + )3 

. Γ∞ 2 „ , 1 7r α + Vď 2 + /32 

Prove ļ er «∞2 cos /3x2đx = - \ ÷-ï- , 
Jo M 2 \ ) 2 α:2 + /32 

Jo p 2 > 2 α:2 + /32 
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J
ΛQO ļ 
' - e~aχ2x cos ßx2dx of Ex. 11 by parts with xcosßx2dx = du 
X X „ ∞ 

to show that the convergence is uniform at a — 0. Hence find I cosßx2dx. 
Jo 

/» + cc nλ-∞ & /»+Q0 
13. From ƒ cosx¾x = ļ cos (x + a)2dx = * — = \ sin(x + a)2dx, with . 

J -co «/ — αc \ *2 J — ao 

cos x2 sin 2 αrxđx — ƒ sin x2 sin 2 αxdx = 0 due to the fact that 
- oo *J — oo 

sin x is an odd function, establish the relations 

J cosx2cos2axdx = cos( α 2 ) , sinx2 cos2αrxđx = sin ( α 2 ) .  
2 \ 4 Jo 2 \ 4 

00 CC 

14. Calculate: (α) J e~ «2χ* cosh òxđx, (ß) ļ xe~<∞ cos δxđx, 

∞ /x2 cc2\ r °° /x2 α2 \ 
and (together) <γ) ļ cos ( – ± _ ) «te, (5) J o sin (– ± _ ) <fc. 

15. In continuation of Exs. 10-11, p. 368, prove at least formally the relations: 

ι,m Γ 7 ( x ) ! ¾ x = ĩ/(o), umi r / ( z ) ËΞto ŵ = / ( 0 ) t 
k=∞ J —a X Δ k=∞TΓJ- X 

J
n /» a p a nk /» α Sin JcX 
' ¡ f(x) cos kxdxdk = ļ / ļ x ) cos kxdkdx = ƒ (x) đx, 
0 J-a J-a Jθ J-a X 

- I f f(x) cos kxdxdk = \im- f f(x) dx=f(O), 
π Jo J-a k=∞π J-a x 

- f∞ f∞ f (x) cos kxdxdk = f (0), - f∞ f∞ f(x)cosk(x- t)dxdk =f(t). 
7Γ Jo t/_oo 7Γ Jθ J-∞ 

The last form is known as Fourier's Integral ; it represents a function f(t) as a ' 
double infinite integral containing a parameter. Wherever possible, justify the 
steps after placing sufficient restrictions on ƒ (x). 

J
f*<x> J /»oo g— ax ß— bx ^ļļ 

e~ χv dy = - prove ƒ dx = log - • Prove also  
x Jo x. a 

J-» CO 

Jo 
π 

— 2 r 2 n + 2 î »- 2 e- r 2 đr 2 Γ^s in 2 »- 1 øcos 2 m - 1 øđø . 
Jo Jo 

17. Treat the integrals (12) by polar coordinates and show that 
π 

f f(x, y)dA= 2 ƒ (r cos ø, r sin ø) rdrdφ 

will converge if | ƒ | < r~ 2 - * as r becomes infinite. If f(x, y) becomes infinite at the 
origin, but | / | < r ~ 2 + *, the integral converges as r approaches zero. Generalize 
these results to triple integrals and polar coordinates in space ; the only difference 
is that 2 becomes 3. 

18. As in Exs. 1, 8,12, uniformity of convergence may often be tested directly, 
without the test of page 369 ; treat the integrand x-*e-<∞sin bx of page 371, where 
that test failed. 


