
CHAPTER IX 

ADDITIONAL TYPES OF ORDINARY EQUATIONS 

100. Equations of the first order and higher degree. The degree of 
a differential equation is defined as the degree of the derivative of 
highest order which enters in the equation. In the case of the equation 
Ψ(ÍT, y, y')=O of the first order, the degree will be the degree of the 
equation in y\ From the idea of the lineal element (§ 85) it appears 
that if the degree of Ψ in y is there will be n lineal elements through 
each point (x, y). Hence it is seen that there are n curves, which are 
compounded of these elements, passing through each point. I t may be 
pointed out that equations such as y' = ccVĪ -+- y2, which are apparently 
of the first degree in y\ are really of higher degree if the multiple value 
of the functions, such as V 1 + ?/2, which enter in the equation, is taken 
into consideration ; the equation above is replaceable by y'2 = x2 -f x2y2, 
which is of the second degree and without any multiple valued function.* 

First suppose that the differential equation 

Ψ (x, y, y') = [>' - ψ¿x, y)] × [y' - ψ¿x, y)ļļ-.. = 0 (1) 

may be solved for y'. I t then becomes equivalent to the set 

' - *,(*, ) = 0, ý - ψ2(x, y) = 0, •. . (V) 

of equations each of the first order, and each of these may be treated 
by the methods of Chap. VI I I . Thus a set of integrals † 

> > C) = °> F*(x> V> c) = °> * ' * ( 2 ) 
may be obtained, and the product of these separate integrals 

F(x, y, C) = i¾æ, , C) - F x, y, C) •. • = 0 (2') 

is the complete solution of the original equation. Geometrically speak
ing, each integral F¿x, y, C) = 0 represents a family of curves and the 
product represents all the families simultaneously. 

* It is therefore apparent that the idea of degree as applied in practice is somewhat 
indefinite. 

† The same constant or any desired function of may be used in the different 
solutions because is an arbitrary constant and no specialization is introduced by its 
repeated use in this way. 
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As an example consider y'2 + 2 y'y cot = y2. Solve. 

y'2 -f 2 y'y cot x + y2 cot2 x = ?/2(l + cot2 x) = y2 esc2 a*, 
and (?/' 4- cot x — esc x) (?/' + ¾/ cot x + esc x) = 0. 

These equations both come under the type of variables separable. Integrate. 

dy 1 —cosx, đcosx ... . _ 
— = dx = , (1 + cos x) = C, . 
y sinx 1 + cosx 

, dy 1 + cosx j đcosx IΛ „ 
and — = dx = , (1 — cosx) = C. 

sin x 1 — cos x 
Hence [y (1 + cos x) + C] [y (1 — cos x)+ C] = O 
is the solution. It may be put in a different form by multiplying out. Then 

y2sin2x + 2 Cy + C2 = 0. 
If the equation cannot be solved for y' or if the equations resulting 

from the solution cannot be integrated, this first method fails. In that 
case it may be possible to solve for or for x and treat the equation by 
differentiation. L e t i / ' = ^ - Then if 

, - ŵ A Ž-ι.-1+|Ž- m 
The equation thus found by differentiation is a differential equation of 
the first order in dp/dx and it may be solved by the methods of Chap. 
λ7III to find F(p, x, C) T= 0. The two equations 

= ƒ ( , P) and F(p, x,C) = O (3') 
may be regarded as defining x and parametrically in terms of p, or p 
may be eliminated between them to determine the solution in the form 
Ω (x, y, C) = O if this is more convenient. If the given differential equa
tion had been solved for x, then 

n , x Ά dx 1 f t f dp ... 
x f(»,p) and - = - = J-+ . (4) 

The resulting equation on the right is an equation of the first order in 
dp/dy and may be treated in the same way. 

As an example take xp2 — 2 yp + ax = 0 and solve for y. Then 
, ax _ dy . , dp ax dp a 2y = xp+—, 2-f = 2p=p + x-f ; ; r + -» p dx dx p2 dx p 

or —\P I + ( PI = 0, o r "~Pά% = 0-
PL P dx \p I 

The solution of this equation is x = Cp. The solution of the given equation is 
. a X r>i 

2 = xp -\ , x= Cp 
P 

when expressed parametrically in terms of p. If p be eliminated, then 
x2 

2 = —H aC parabolas.  
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As another example take p2y + 2px = y and solve for x. Then 

/1 \ đx 2 1 1 \ đ p 
2¾ = y ( - - i > ) , 2 — = - = - - p + W : , - ! ) ; Γ ' 

\p dy p p \ p1 J dy 
or -+2> + žM-¿ + l ) - ^ = 0, or ydp+pdy = O. 

p \p2 J dy 

The solution' of this is py = and the solution of the given equation is 

2x = y( p\, py = C, or y2 = 2Cx+ C2. 

Two special types of equation may be mentioned in addition, although 
their method of solution is a mere corollary of the methods already 
given in general. They are the equation homogeneous in (x, y) and 
Clairaut's equation. The general form of the homogeneous equation is 
Ψ (ρ, y/x) = 0. This equation may be solved as 

P = ψ(^j • or as l f(p), y = *f(p); (5) 
and in the first case is treated by the methods of Chap. VI I I , and in 
the second by the methods of this article. Which method is chosen 
rests with the solver. The Clairaut type of equation is 

y=px+f(p) . (6) 

and comes directly under the methods of this article. I t is especially 
noteworthy, however, that on differentiating with respect to x the result
ing equation is , , 

Þ + Λ * ) ] ¿ = o or ¿ α (6') 
Hence the solution for p is p = C, and thus = Cx -f- f{C) is the solu
tion for the Clairaut equation and represents a family of straight lines. 
The rule is merely to substitute in place of p. This type occurs very 
frequently in geometric applications either directly or in a disguised 
form requiring a preliminary change of variable. 

101. To this point the only solution of the differential equation 
( , , p)=O which has been considered is the general solution 

F(x, y, C) = 0 containing an arbitrary constant. If a special value, 
say 2, is given to C, the solution F(x, y, 2)= 0 is called a particular 
solution. I t may happen that the arbitrary constant enters into the 
expression F(x, y, C) = 0 in such a way that when becomes positively 
infinite (or negatively infinite) the curve F(x, y, C) = 0 approaches a 
definite limiting position which is a solution of the differential equation ; 
such solutions are called infinite solutions. I n addition to these types 
of solution which naturally group themselves in connection with the 
general solution, there is often a solution of a different kind which is 
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known as the singular solution. There are several different definitions 
for the singular solution. That which will be adopted here is : singu
lar solution is the envelope of the family of curves defined by the 
general solution. 

The consideration of the lineal elements (§ 85) will show how it is 
that the envelope (§ 65) of the family of particular solutions which 
constitute the general solution is itself a solution of the equation. For 
consider the figure, which represents the particular solutions broken up 
into their lineal elements. Note that the envelope is made up of those 

envelope 

' /familyK 

lineal elements, one taken from each particular so
lution, which are at the points of contact of the 
envelope with the curves of the family. I t is seen 
that the envelope is a curve all of whose lineal 
elements satisfy the equation ŵ (x, y,p) = 0 for the 

• reason that they lie upon solutions of the equation. Now any curve 
whose lineal elements satisfy the equation is by definition a solution 
of the equation; and so the envelope must be a solution. I t might 
conceivably happen that the family F(x, y, C)= 0 was so constituted 
as to envelope one of its own curves. In that case that curve would 
be both a particular and a singular solution. 

If the general solution F(x, y, C) = 0 of a given differential equation 
is known, the singular solution may be found according to the rule for 
finding envelopes (§ 65) by eliminating from 

F(x, , C)= 0 and ^F(x,y,C) = O. (7) 

I t should be borne in mind that in the éliminant of these two equations 
there may occur some factors which do not represent envelopes and 
which must be discarded from the singular solution. If only the singu
lar solution is desired and the general solution is not known, this 
method is inconvenient. In the case of Clairaut's equation, however, 
where the solution is known, it gives the result immediately as that 
obtained by eliminating from the two equations 

y=Cx+f(C) and O = x+f'(C). (8) 

I t may be noted that as p = C, the second of the equations is merely 
the factor x +f'(ρ) = 0 discarded from (6'). The singular solution may 
therefore be found by eliminating p between the given Clairaut equa
tion and the discarded factor x -\- f '(p) = 0. 

A reexamination of the figure will suggest a means of finding the 
singular solution without integrating the given equation. For it is seen 
that when two neighboring curves of the family intersect in a point P 
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near the envelope, then through this point there are two lineal elements 
which satisfy the differential equation. These two lineal elements have 
nearly the same direction, and indeed the nearer the two neighboring 
curves are to each other the nearer will their intersection lie to the 
envelope and the nearer will the two lineal elements approach coinci
dence with each other and with the element upon the envelope at the 
point of contact. Hence for all points (x, y) on the envelope the equa
tion Ψ (x, yj χï) = 0 of the lineal elements must have double roots for p. 
Now if an equation has double roots, the derivative of the equation 
must have a root. Hence the requirement that the two equations 

Ψ (x> y> Ï>) = ° a n d Ψ (χ> y> p) = ° (9) 
have a common solution for p will insure that the first has a double 
root for p ; and the points (x, y) which satisfy these equations simul
taneously must surely include all the points of the envelope. The rule 
for finding the singular solution is therefore : Eliminate p from the' 
given differential equation and its derivative with respect to p>, that is, 
from (9). The result should be tested. 

If the equation xp2 — 2 yp + ax = 0 treated above be tried for a singular solution, 
the elimination of p is required between the two equations 

xp2 — 2 yp + ax = 0 and xp — = 0. 
The result is y2 = ax2, which gives a pair of lines through the origin. The substi
tution of = ± wax and p = ± Vα in the given equation shows at once that 
y2 = aχ2 satisfies the equation. Thus y2 = ax2 is a singular solution. The same 
result is found by finding the envelope of the general solution given above. It is 
clear that in this case the singular solution is not a particular solution, as the par
ticular solutions are parabolas. 

If the elimination had been carried on by Sylvester's method, then 
10 x — y\ 
\x — 2 a = — x (y2 — ax2) = 0 ; 
\x — 0| 

and the éliminant is the product of two factors x = 0 and y2 — ax2 = 0, of which 
the second is that just found and the first is the ?/-axis. As the slope of the ?/-axis 
is infinite, the substitution in the equation is hardly legitimate, and the equation 
can hardly be said to be satisfied. The occurrence of these extraneous factors in 
the éliminant is the real reason for the necessity of testing the result to see if it 
actually represents a singular solution. These extraneous factors may represent 
a great variety of conditions. Thus in the case of the equation p2 + 2 yp cot x — y2 

previously treated, the elimination gives y2 esc2 x — 0, and as esc x cannot vanish, 
the result reduces to y2 = 0, or the x-axis. As the slope along the æ-axis is 0 and y 
is 0, the equation is clearly satisfied. Yet the line y = 0 is not the envelope of the 
general solution ; for the curves of the family touch the line only at the points nπ. 
It is a particular solution and corresponds to = 0. There is no singular solution. 
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Many authors use a great deal of time and space discussing just what may and 
what may not occur among the extraneous loci and how many times it may occur. 
The result is a considerable number of statements which in their details are either 
grossly incomplete or glaringly false or both (cf. §§ 65-67). The rules here given 
for finding singular solutions should not be regarded in any other light than as 
leading to some expressions which are to be examined, the best way one can, to 
find out whether or not they are singular solutions. One curve which may appear in 
the elimination of p and which deserves a note is the tac-locus or locus of points of 
tangency of the particular solutions with each other. Thus in the system of circles 
(x — C)2 +y2 = r2 there may be found two which are tangent to each other at any 
assigned point of the x-axis. This tangency represents two coincident lineal 
elements and hence may be expected to occur in the elimination of p between the 
differential equation of the family and its derivative with respect to p ; but not in 
the éliminant from (7). 

EXERCISES 

1. Integrate the following equations by solving for p = y'\ 

(a) p2 - 6p + 5 = 0, (ß) p*-(2x + y2)p2 + (x2 - y2 + 2xy2)p- (x2-y2)y2 = 0, 
(y) xp2 -2yp-x = O, (δ) ps(x + 2y) + Sp2(x + y) + p(y + 2x) = 0, 
(c) y2 + p2 = 1, (f) p2 - αx3 = 0, (η) p = (a-x) V l + i > 2 . 

2. Integrate the following equations by solving for y or x : 
(a) áxp2 + 2xp - y = 0, (ß) y = - xp + x V , (7) P + 2xy - x2 - y2 = 0, 
(δ) 2px — y+ \ogp = 0, (e) x — yp = ap2, (f) y = x + a tan-!ĵ>, 
(η) x = y + a\ogp, (θ) x+py(2p2 + S) = 0, (1) a2yp2 - 2xp + y = 0, 
l¡c) __ ±xyp + 8 y2•_ 0, (λ) x = p + \ogp, (µ) p2(x2 + 2ax) = a2. 

3. Integrate these equations [substitutions suggested in (t) and ( )] : 
(a) x≠ (p2 + 2) =2py* + x3, (ß) (nx + pyf = (1 + P2) (y2 + nx2), 
(7) 2 + - X2P2 = 0, (δ) y = yp2 + 2px, 
(β) =px + sin-ip, (f) =p(x - ) + α/p, 
(η) y=px + p(l- p2), (θ) y2 - 2pxy -l=p2(\ -χ2), 
(1) 2 2 + 2xp-1 = 0, z = 2 , ( ) = 2px + y2ps, y2 = z, 
(λ) 4e2ž/ĵ)2 + 2e2xp — ex = 0, (µ) x2 ( / — ) = yp2. 

4 . Treat these equations by the p method (9) to find the singular solutions. 
Also solve and treat by the method (7). Sketch the family of solutions and 
examine the significance of the extraneous factors as well as that of the factor 
which gives the singular solution : 

(a) p2y + p (x — y) — x = 0, (ß) p2y2 cos2 a — 2pxy sin2 a + y2 — x2 sin2 a = 0, 
(7) áxp2 = ( 3 x ~ α)2, (δ) yp2x(x-a)(x-b) = [3x2-2x(a+ ) + ab]2, 
(β) p2 + xp-y = 0, (f) 8 α ( l + p ) 3 = 27(x + 2 / ) ( l - p ) 3 , 
(97) x¾?2 + x¾p + α3 = 0, (θ) y(S -áy)2p2 = 4(1 - y). 

5. Examine sundry of the equations of Exs. 1, 2, 3, for singular solutions. 

6. Show that the solution of = xφ(p) +f(p) is given parametrically by the 
given equation and the solution of the linear equation : 

^ + x φ'№ = SM . Solve ( ) = mxp + n ( l + P3)K 
dp Φ(p)-P P-Φ(P) 

(ß) = x (p + a V l + P'2), (7) « = VP + ap2, (5) - (1 + P) + P2-



234 DIFFERENTIAL EQUATIONS 

7. As any straight line is y = mx + &, any family of lines may be represented as 
y — mx + f(m) or by the Clairaut equation y = j)X + f(p)- Show that the orthog
onal trajectories of any family of lines leads to an equation of the type of Ex. 6. 
The same is true of the trajectories at any constant angle. Express the equations 
of the following systems of lines in the Clairaut form, write the equations of the 
orthogonal trajectories, and integrate : 

(a) tangents to x2 + y2 = 1, (ß) tangents to y2 = 2 αx, 
(7) tangents to y2 = x3, (δ) normals to y2 = 2 αx, 
(e) normals to y2 = 3, (ξ) normals to b2x2 -f a2y2 = cfflß. 

8. The evolute of a given curve is the locus of the center of curvature of the 
curve, or, what amounts to the same thing, it is the envelope of the normals of the 
given curve. If the Clairaut equation of the normals is known, the evolute may be 
obtained as its singular solution. Thus find the evolutes of 

(a) y2 = 4 αx, (ß) 2xy = α2, (7) x^ + yĩ = , 

w £ + £=1. < ^ = ¿ b - ω » = ««• + •-•)• 
9. The involutes of a given curve are the curves which cut the tangents of the 

given curve orthogonally, or, what amounts to the same thing, they are the curves 
which have the given curve as the locus of their centers of curvature. Find the 
involutes of 

(a) x2 + y2 = a2, (ß) y2 = 2 ?? , (7) = a cosh (x/a). 

10. As any curve is the envelope of its tangents, it follows that when the curve 
is described by a property of its tangents the curve may be regarded as the singu
lar solution of the Clairaut equation of its tangent lines. Determine thus what 
curves have these properties : 

(a) length of the tangent intercepted between the axes is Z, 
(ß) sum of the intercepts of the tangent on the axes is c, 
(7) area between the tangent and axes is the constant λ:2, 
( δ ) product of perpendiculars from two fixed points to tangent is k2, 
( e ) product of ordinates from two points of x-axis to tangent is k2. 

dF 
11 . From the relation — = µ / 2 -f N2 of Proposition 3, p. 212, show that as 

dn 
the curve F = is moving tangentially to itself along its envelope, the singular 
solution of Mdx + Ndy = 0 may be expected to be found in the equation 1/µ = 0 ; 
also the infinite solutions. Discuss the equation 1/µ = 0 in the following cases : 

(a) V l — y2 dx = V l — x2 dy, (ß) xdx + ydy = Vx2 + y2 — a2 dy. 

102. Equations of higher order. In the treatment of special prob
lems (§ 82) it was seen that the substitutions 

dy #y dp æy dp 
dx P> dx' dx dx' Pdy ^ U ; 

rendered the differential equations integrable by reducing them to in-
tegrable equations of the first order. These substitutions or others like 
them are useful in treating certain cases of the differential equation 
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'^(æ) *> y“> “ '•> yin)) = 0 of the nth order, namely, when one of the 
variables and perhaps some of the derivatives of lowest order do not 
occur in the equation. 

Incase *ķ,¿, -I,..., JT) = 0, (11) 

and the first — 1 derivatives being absent, substitute 

S-. »« .(*„*....,£¾)-α m 
The original equation is therefore replaced by one of lower order. If 
the integral of this be F(x, q) = 0, which will of course contain n — i 
arbitrary constants, the solution for q gives 

q = f(x) and y=ĵ" •ƒƒ(*) (dx)\ (12) 

The solution has therefore been accomplished. If it were more con
venient to solve F(x, q) = 0 for x = φ(q), the integration would be 

= ƒ • • • ƒ 4 (àxf = ƒ • -jq l>'(ÿ) đqj ; (12') 

and this equation with x = φ (q) would give a parametric expression 
for the integral of the differential equation. 

τ dt/ ďy dny\ . 
I n c a s e * ( y , ¿ , -¿, • • , ¿ j = 0, (13) 

x being absent, substitute p and regard p as a function of y. Then 

dy _ tlHj _ dp dsy _ d dp\ 

dx~Pì Ίh?¯¯v¯ďy' lx~z~pTuy
ì'ďy)ì'" 

T I dP dn~λP\ Λ
 ( } 

In this way the order of the equation is lowered by unity. If this equa
tion can be integrated as F(y, ji) = 0, the last step in the solution may 
be obtained either directly or parametrically as 

I t is no particular simplification in this case to have some of the lower 
derivatives of absent from Ψ = 0, because in general the lower deriva
tives of p will none the less be introduced by the substitution that 
is made. 
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1 -A I d*y d2y\2 ídSy\2 , 1 
As an example consider ( x —÷- ļ = ( —- ) + 1, 

\ dx3 dx2/ \đxò/ 

(*S-«H!)*+1 “ - Ŝ -
Then q = x½ļ± Λ Í ( ^ ) 2 + 1 and q = C&±VŪ[+ī; 
for tì e equation is a Clairaut type. Hence, finally, 

=ff[cτχ ± V(¾4i](đx)2 = ļ cxx* ± \x2 VōfTi + c\x + σ8. 
As another example consider y" — y^ = y2 logy. This becomes 

p‡.-p2 = y*logy or !*Ü?¾_2ι>2 = 2yalogy. 

The equation is linear in p2 and has the integrating factor e~2lJ. 

-p2e-2y=ĵyïe-2y\ogydy, -― ņ = \e2v Çy2e~2y\ogydy\ , 

and * j = V2 x. 

I U2 y fy2e~"2ylogyđy 

The integration is therefore reduced to quadratures and becomes a problem in 
ordinary integration. 

If an equation is homogeneous with respect to and its derivatives, 
that is, if the equation is multiplied by a power of when is replaced 
by ky, the order of the equation may be lowered by the substitution  

= ez and by taking z as the new variable. If the equation is homo
geneous with respect to x and dx, that is, if the equation is multiplied 
by a power of when x is replaced by kx, the order of the equation 
may be reduced by the substitution x = el. The work may be simplified 
(Ex. 9, p. 152) by the use of 

Ð¦y = β — A ( A - 1) • • • ( A - n + 1) y. (15) 
If the equation is homogeneous with respect to x and and the dif

ferentials dx, dy, d?y, • ••, the order may be lowered by the substitution 
x = e\ = e% where it may be recalled that 

D¦y = e- ntDt(Dt - 1) • - - (2¾ - n + 1)  

= -<-1)'( + 1) ...( - + 2)«. ^ ; 

Finally, if the equation is homogeneous with respect to x considered of 
dimensions 1, and considered of dimensions m, that is, if the equation 
is multiplied by a power of when kx replaces x and kmy replaces y, 
the substitution x = el, = emtz will lower the degree of the equation. 
I t may be recalled that 

D¦y = e<m-n>'(Z¾ + m) (Dt + m - 1) • • • (Dt + m - n + l)z. (15") 
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Consider xyy" — xy'2 = yy' + bxy/2/Va2 — x2. If in this equation y be replaced 
by ky so that y' and y" are also replaced by ky' and ky", it appears that the 
equation is merely multiplied by k2 and is therefore homogeneous of the first 
sort mentioned. Substitute 

y = ez, y' — ezz', y" = ez(z" + ź2). 

Then e2z will cancel from the whole equation, leaving merely 
, ,n . r~*> χđz' 1 , bxdx 

xz' = z + bxz2/-Va2 — x1 or — dx — •— - • 
z/2 z' V α 2 - x -

The equation in the first form is Bernoulli ; in the second form, exact. Then 

— — b Va2 — x'2 4- and dz = = 
«' b-Va2-x2+C 

The variables are separated for the last integration which will determine z = log  
as a function of x. 

d2y dì/ 
Again consider x4 —- = ( 3 + 2xy) áy2. If x be replaced by kx and by 

dx2 dx 
k2y so that y' is replaced by ky' and y" remains unchanged, the equation is multi
plied by ké and hence comes under the fourth type mentioned above. Substitute 

x = e«, = e2 tz, Dxy = e«(A + 2)z, D2y = (A + 2) (Dt + 1) . 
Then e4í will cancel and leave z" + 2 (1 — z)z' = 0, if accents denote differentiation 
with respect to t. This equation lacks the independent variable t and is reduced 
by the substitution z" — z'dz'/dz. Then 

<K+2(l-z) = O, zr = = (\-¿)* + C, t ^ = <*t. 
đz đ¿ (1 — z2) + 6 

There remains only to perform the quadrature and replace z and t by x and ?/. 

103. I f t h e equa t ion m a y be ob ta ined b y different iat ion, as 
chi dny\ dΩ Ω , Ω , t Ω , × „ n × 

\ ' *7' dx ' dxnļ dx ćx yJ ìfn-vJ ' v ; 

i t is cal led a n exact equation, a n d Ω(x, y, y', - -, ?/(n_1)) = is an in te 
gra l of Ψ = 0. T h u s in case t h e equa t ion is exact , t h e order m a y be 
lowered b y un i ty . I t m a y be no ted t h a t unless t h e degree of t h e nth. 
der iva t ive is 1 t h e equa t ion canno t be exact . Cons ider 

*(χ,y,y',''-,y(n)) = Φ1ï/
(n)+Φ*, 

w h e r e t h e coefficient of y°° is collected in to φ r N o w in t eg ra t e φ1 ? par
t i a l ly r e g a r d i n g only y/<M_1) as var iab le so t h a t 

/

d Ω Ω 

φŵ<-> = <ļ, - Ot = ^ + ... + ^ y » + ». 
dΩΛ [dn-kì/¯ m 

T h e n ψ - — J = φ l - j \ + φ α . 
dx **\_<lx»-*\ Y 4 

T h a t is, t h e express ion Φ — Ω/ does no t con ta in ?/(,i) a n d m a y conta in 
no der iva t ive of order h ighe r t h a n n — k, a n d m a y be collected as 
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indicated. Now if Ψ was an exact derivative, so must Ψ — Ω{ be. Hence 
if m φ 1, the conclusion is that Ψ was not exact. If m = 1, the process 
of integration may be continued to obtain Ω2 by integrating partially 
with respect to y(»-*-1). And so on until it is shown that Ψ is not exact 
or until Φ is seen to be the derivative of an expression íìχ -f Ω2 -\ ==C. 

As an example consider Ψ = x2y"' + 1" + (2 xy — 1) y' + y2 = 0. Then 

Ωj = Ĵx4ÿ' = x2y", Ψ - í½' = - xý' + (2xy- 1) y' + y% 

Ω2 = ƒ _ x<fy' = - xy', Ψ - Ω ; - ¾' = 2 a¾rø' + ž/2 = (xy2)'. 

As the expression of the first order is an exact derivative, the result is 

Ý - ΩÍ - Ω2' - (xy2Y = 0 ; and Ψx = x Y ' - xý + xy2 - G\ = 0 

is the new equation. The method may be tried again. 

Ωļ = ƒ x2dý = V , * - Ωí = - 3 xý + ž/2 - CΊ • 

This is not an exact derivative and the equation Ψτ = 0 is not exact. Moreover 
the equation Ψτ = 0 contains both x and and is not homogeneous of any type 
except when Gλ = 0. I t therefore appears as though the further integration of the 
equation Ψ = 0 were impossible. 

The method is applied with especial ease to the case of 

¾ g + ¾^¾ + - + ¾ - , | + ¾ - - , (i7) 
where the coefficients are functions of x alone. This is known as the 
linear equation, the integration of which has been treated only when 
the order is 1 or when the coefficients are constants. The application 
of successive integration by parts gives 

and after n such integrations there is left merely 

(Xn - X'n_x + . • • + (– l)»-'JC, + (– l )"Λ-0)y-R, 
which is a derivative only when it is a function of x. Hence 

Xn - K-i + • • • + ( - 1 ) - 1 - ^ + (– iyx0 ≡ 0 . (18) m 

is the condition that the linear equation shall be exact, and 

X ^ - D + (Xχ - X¿)y<-*> + (X2 - X[ + Xo“)yO-«> + ... = ÍRdx (19) 

is the first solution in case it is exact. 

As an example take y"' + y" cos x — 2 y' sin x — cos x = sin 2 x. The test 

Xs — X + X\ — X¡¦' = — cos x + 2 cos x — cos x = 0 
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is satisfied. The integral is therefore y" + y7cosx — ysinx =— ļ cos 2 x -f Cv 

This equation still satisfies the test for exactness. Hence it may be integrated 
again with the result y' + y cos x = — \ sin 2 x + Gxx + C2. This belongs to the 
linear type. The final result is therefore 

— e-βinx Çe*™x(Cxx + C2)đx + C8e-8inæ + } (1 — sinx). 

EXERCISES 

1. Integrate these equations or at least reduce them to quadratures : 

(a) 2 xy'“y" = y"* - α2, (ß) (1 + x2) y" + 1 + y'2 = 0, 
(7) Viv + a?y" = 0, (δ) yv — m 2 / ' 7 = e<∞, (e) x2yiv + α y 7 = 0, 

« ¥ Y = x, a¾T + yl≡ 0, (θ) y'“y" = 4, 
(i) ( 1 - 2) y77 - xy7 = 2, ( /c) y* = Vy777, (λ) y77 = ƒ (y), 
(µ) 2 (2 α - y) y77 = 1 + y'2, (p) yy" - y/2 - ž/V = 0, 
(o) yy" + y72 + 1 = 0, (TΓ) 2y77 = e*, (p) hΓ = «• 

2. Carry the integration as far as possible in these cases: 
(a) x2y" = (mx2y'2 + Ž/2)2, (ß) mxzy" — (y — xy')2, 
(y) x y = (y - xy7)3, ( ) x*ý' - - xψ2 + 4y2 = o, 
(e) x - V 7 + x-4y = ļy7 2 , (C) αyy/r + òy72 = y^(c2 + x 2 ) ^ i 

3 . Carry the integration as far as possible in these cases : 

(a) (y2 + x) y"' + 6 yÿy" + y" + 2 y/2 = 0, (ß) y'y" - V = xy2, 
(7) χ3yy-' + 3x3y7y77 + 9x2¾/y77 + 9 2 + 18 xyy7 + 3y2 = 0, 
(δ) + 3xy7 + 2yy73 + (x2 + 2 y y ) 77 = 0, 
( e ) (2 x y + z¾/) y77 + 4 x y 2 + 2 xyy7 = 0. 

4 . Treat these linear equations: 

(a) xy" + 2y = 2x, (ß) (x2 - l)y77 + 4xy7 + 2y = 2x, 
(Ύ) " — 2/' cot x + esc2x = cos“x, (δ) (x2 — x) y" + (3x — 2)y7 + = 0, 
(β) (x - x3)y777 + (1 - 5x2)y77 - 2xy7 + 2y = 6x, 
(f) (x3 + x 2 - 3x + l)y"7 + (9x2 + 6 x - 0)y" + ( l8x + 6)y7 +ßy = x3, 
(97) (x + 2)2y777 + ( + 2) " + ' = 1, ((9) 7 + 3xy7 + = x, 
( t ) (x3 - x)y777 + (8x2 - 3)y" + 14xy7 + 4y = 0. 

5. Note that Ex. 4 (#) comes under the third homogeneous type, and that Ex. 4 
(η) may be brought under that type by multiplying by (x + 2). Test sundry of Exs. 
1, 2, 3 for exactness. Show that any linear equation in which the coefficients are 
polynomials of degree less than the order of the derivatives of which they are the 
coefficients, is surely exact. 

6. Sometimes, when the condition that an equation be exact is not satisfied, it 
is possible to find an integrating factor for the equation so that after multiplication 
by the factor the equation becomes exact. For linear equations try xm. Integrate 

(a) xby" + (2x4 - x)y7 - (2x3 - l ) y = 0, (ß) (x2 - x4)y77 - x3y7 - 2y = 0. 

7. Show that the equation y77 + Py' + Qy72 = 0 may be reduced to quadratures 
1° when P and Q are both functions of y, or 2° when both are functions of x, or 3° 
when P is a function of x and Q is a function of y (integrating factor 1/y7). In 
each case find the general expression for y in terms of quadratures. Integrate 
y77 + 2 y7 cot x + 2 y72 tan y = 0. 
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8. Find and discuss the curves for which the radius of curvature is proportional 
to the radius r of the curve. 

9. If the radius of curvature R is expressed as a function R = R(ś) of the arc s 
measured from some point, the equation R = R (s) or s = s (R) is called the intrinsic 
equation of the curve. To find the relation between x and y the second equation 
may be differentiated as ds = s'(R) dR, and this equation of the third order may be 
solved. Show that if the origin be taken on the curve at the point s = 0 and if the  
-axis be tangent to the curve, the equations 

8 Γ*ds^ , rs . Γsds¯\ , 
x = cos I — as, = ļ sin — ids 

express the curve parametrically. Find the curves whose intrinsic equations are 
(a) R = a, (ß) aR = s2 + α2, (7) R2 + s2 = 16 α2. 

10. Given F = yin) + XlV(n-i) + X2y(r,-2) + . . . + χn_lV' + χn ž / = 0. Show 

that if µ, a function of x alone, is an integrating factor of the equation, then 

Φ = µOr) _ ( J » < » - l > + (X2µ)<»-2> + (– ψ~4Xn-iµ)' + (– l ) “ ¾ - 0 

is the equation satisfied by µ. Collect the coefficient of µ to show that the condition 
that the given equation be exact is the condition that this coefficient vanish. The 
equation Φ = 0 is called the adjoint of the given equation F = 0. Any integral µ 
of the adjoint equation is an integrating factor of the original equation. Moreover 
note that 

ÇµFdx = µžΛ»-l ) + (µXχ — µ') y (*~ 2 > + • • • + (― l ) n fy<*>dx,  

d[µF- (– l)nyΦ] =d[µy<»-V + (µXχ _ µ')y(n-2) + . . .] = đΩ. 
Hence if µF is an exact differential, so is yΦ. In other words, any solution y of the 
original equation is an integrating factor for the adjoint equation. 

104. Linear differential equations. The equations 
X0D^ + XχD* -hj + • • • + Xn -,D¡j + Xny = R (.*), 

x<P*y + \Dn ¯V + • • • + χn -χDy + Xn¡f = 0 ^ > 
are linear differential equations of the τιth order ; the first is called the 
complete equation and the second the reduced equation, lî y , ¡/ , y , • • • 

are any solutions of the reduced equation, and C1? C2, C8, • • • are any 

constants, then y = Cxyx -f C\2y2 + C3?/3 H is also a solution of the 

reduced equation. This follows at once from the linearity of the reduced 

equation and is proved by direct substitution. Furthermore if I is any 

solution of the complete equation, then y + 1 is also a solution of the 

complete equation (cf. § 96). 

As the equations (20) are of the ntì\ order, they will determine y(n) 

and, by differentiation, all higher derivatives in terms of the values of 
xι 2Λ ìl\ • • • ? ?/" ~υ- Hence if the values of the n quantities ?/0, ?/¿, • • •, y^ ~l) 

which correspond to the value x = xQ be given, all the higher derivatives 

are determined (§§ 87-88). Hence there are n and no more than n arbi

trary conditions that may be imposed as initial conditions. A solution 



ADDITIONAL ORDINARY TYPES 241 

of the equations (20) which contains n distinct arbitrary constants is 
called the general solution. By distinct is meant that the constants , 
can actually be determined to suit the n initial conditions. 

Ή Vv ‰ ' “ ι a r e n solutions of the reduced equation, and 

' = Ciî/Ί + C<ČÁ H \¯ , (21) 

then is a solution and y\ • • •, ?/<"-1) are its first n — 1 derivatives. If 
x0 be substituted on the right and the assumed corresponding initial 
values y0, y'0, • • •, y^ _ 1 ) be substituted on the left, the above n equations 
become linear equations in the n unknowns Cv C2, • • •, Cn ; and if they 
are to be soluble for the C% the condition 

\Vi y2 "– I 

W(Hvyv->yn) ψ'1 . '\ . \" / ≠ O (22) 
Ļ(n-l) ř - l ) . . . 0.-1, 
I I 

must hold for every value of x = x0. Conversely if the condition does 
hold, the equations will be soluble for the C“s. 

The determinant W(yλ, y2, - • •, yn) is called the Wronskian of the n 
functions yv y2, •••, yn. The result may be stated as : If n functions 
Vv ‰ “ '> » which ¾re solutions of the reduced equation, and of which 
the Wronskian does not vanish, can be found, the general solution of the 
reduced equation can be written down. In general no solution of the 
equation can be found, whether by a definite process or by inspection ; 
but in the rare instances in which the n solutions can be seen by inspec
tion the problem of the solution of the reduced equation is completed. 
Frequently one solution may be found by inspection, and it is therefore 
important to see how much this contributes toward effecting the solution. 

If yχ is a solution of the reduced equation, make the substitution  
= z. The derivatives of may be obtained by Leibniz's Theorem 

(§8) . As the formula is linear in the derivatives of z, it follows that 
the result of the substitution will leave the equation linear in the new 
variable z. Moreover, to collect the coefficient of z itself, it is necessary 
to take only the first term y{^z in the expansions for the derivative y{k\ 
H e n c e (‰ńn) + Λ\yf-» + • • • + -V,,_Ŵ + Λ-„?Λ) z =  
is the coefficient of z and vanishes by the assumption that y is a solu
tion of the reduced equation. Then the equation for z is 

P/»> + p¿* -1) + • • • 4- Pn_ 2s" + Pn -Ć = 0 ; (23) 
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and if z' he taken as the variable, the equation is of the order n — 1. 
I t therefore appears that the knowledge of a solution yλ reduces the order 
of the equation by one. 

Now if y2, y3, • • •, yp were other solutions, the derived ratios 

Hâ' <-φ •••• >-=©' ™ 
would be solutions of the equation in z' ; for by substitution, 

= = » y = yi*2 = y*> -•> Ž/ = ¾ - I = ½ 
are all solutions of the equation in y. Moreover, if there were a linear 
relation Cλz\ -\- C2z -f- • • • + Cp_Ύzp_x = 0 connecting the solutions z'iy 

an integration would give a linear relation 

¾ / 2 + 2 + * * * + CP -1 + C01 = 0 
connecting the p solutions y{. Hence if there is no linear relation (of 
which the coefficients are not all zero) connecting the p solutions y{ of 
the original equation, there can be none connecting the p — 1 solutions 
z[ of the transformed equation. Hence a knowledge of p solutions of 
the original reduced equation gives a new reduced equation of which 
p — 1 solutions are knoivn. And the process of substitution may be 
continued to reduce the order further until the order n — p is reached. 

As an example consider the equation of the third order 

(1 - x) ÿ" + (x2 - 1) y" - x*y + xy = 0. 

Here a simple trial shows that x and ex are two solutions. Substitute 

= e*z, y' = ex(z + z% y" = ex(2 z' + z"), y"ř = e*(3 z" + z"'). 
Then (1 - x)z"' + (x2 - 3x + 2)z" + (x2 - 3x + l)z' = 0 
is of the second order in z¦. A known solution is the derived ratio (x/e*)'. 

z' — (xe-*γ — e~*(l — x). Let z' — e~*{\ — x)w. 
From this, z" and z"' may be found and the equation takes the form 

(1 — x) w" + (1 + x) (x — 2) w' = 0 or — - = xdx dx • 
w' x — 1 

This is a linear equation of the first order and may be solved. 
log w' = \ x2 — 2 log (x — 1) + or w' = C^ì*\x — 1)- 2. 

Hence lø = C, Çei^{x - l)~*dx + C2, 

z'=(ä - = °> ® ' ƒ β*"(x -1)_ +4ï) '• 
2=C1 ƒ ©'ƒei *2(æ -1)_ 2(đx)2 + c* ĩ + ü ° ' 
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The value for y is thus obtained in terms of quadratures. It may be shown that in 
case the equation is of the nth degree with p known solutions, the final result will 
call for p(n — p) quadratures. 

105. If the general solution y = Cχyλ + C2y2 h Cnyn of the reduced 
equation has been found (called the complementary function for the 
complete equation), the general solution of the complete equation may 
always be obtained in terms of quadratures by the important and far-
reaching method of the variation of constants due to Lagrange. The 
question is : Cannot functions of x be found so that the expression 

y = C¿x) yλ + C x) y2 + . . . + Cn(x) yn (24) 

shall be the solution of the complete equation ? As there are n of these 
functions to be determined, it should be possible to impose n — 1 condi
tions upon them and still find the functions. 

Differentiate y on the supposition that the C“s are variable. 

ý = t\y\ + c2ιj + • • • + cnyn + y,c + y,c:¿ + . . - + ync;, 
As one of the conditions on the C s suppose that 

y i ¾ + y*c; + -;- + ynC; = (). 

Differentiate again and impose the new condition 

yΊc[ + y c + --- + ¡/:,c:,=o, 
so that y" = C-¡y'( + C¿/ļ H h Cny,¡. 

The differentiation may be continued to the (»ι — l ) s t condition 

y?-*>C\ + y -*C + ••• + y ï -*>C. = 0, 

and Í/(" - “ = Ctfi" -v + <¾4" ̄ » -{ h C\ĵ/ļ" -« . 

Then y « = C*j?/Í»> + C¿y¥> +•• + Cny¦f 
+ yř¯“C[ + y£-»C + •••+ yl“-»CĻ 

Now if the expressions thus found for y, y', y", •••, y(n~1}, y(n) be 
substituted in the complete equation, and it be remembered that yχ, 
!/-2> 4 •4 ) Vn a r e solutions of the reduced equation and hence give 0 when 
substituted in the left-hand side of the equation, the result is 

yř- 1 ) CÍ + yí ,-1>C ï + . . . + y í - 1 ' C . = ií. 

Hence, in all, there are n linear equations 

yxC\ + 2 +...+ ' = 0, 

y\C\ + y C +--- + y',fi'n = 0 , 

(26) 

yí«-»d + y *c + ••• + ÿř-*>r; = o, 
yí“-“cí + yf~»c + ••• + yt~'×“n = R. 
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connecting the derivatives of the C“s ; and these may actually he solved 
for those derivatives which will then be expressed in terms of x. The 
(7's may then be found by quadrature. 

As an exalnple consider the equation with constant coefficients 

(Iß + D)y = sec x with y = C\ + C2 cos x + C3 sin x 

as the solution of the reduced equation. Here the solutions yx, y2, ?/3 may be taken 
as 1, cosx, sin x respectively. The conditions on the derivatives of the C's become 
by direct substitution in (25) 

C{ 4- cos xC + sinxC3 = 0, — 8mxC + cosx(7¡ļ = 0, — cosxC — sinxC = secx. 
Hence C{ = sec x, (¾ = — 1, Cļ = — tan x 
and (7 = log tan (ļ x + \ π) + c t, C2 = — x + c2, (78 = log cos x + c3. 
Hence ?/ • = + log tan (ļ x + J π) + (c2 — x) cos x + (c3 + log cos x) sin x 
is the general solution of the complete equation. This result could not be obtained 
by any of the real short methods of §§ 96-97. It could be obtained by the general 
method of § 95, but with little if any advantage over the method of variation of 
constants here given. The present method is equally available for equations with 
variable coefficients. 

106. Linear equations of the second order are especially frequent in 
practical problems. In a number of cases the solution may be found. 
Thus 1° when the coefficients are constant or may be made constant by 
a change of variable as in Ex. 7, p. 222, the general solution of the 
reduced equation may be written down at once. The solution of the 
complete equation may then be found by obtaining a particular integral 
I by the methods of § § 95-97 or by the application of the method of 
variation of constants. And 2° when the equation is exact, the solution 
may be had by integrating the linear equation (19) of § 103 of the first 
order by the ordinary methods. And 3° when one solution of the re
duced equation is known (§ 104), the reduced equation may be com
pletely solved and the complete equation may then be solved by the 
method of variation of constants, or the complete equation may be 
solved directly by Ex. 6 below. 

Otherwise, write the differential equation in the form 

Ŝ+'g + «-̂ - w 
The substitution = nz gives the new equation 

i+ ( != + ')s+;c-+« + * ) - - f <w 
If be determined so that the coefficient of z' vanishes, then 

u = .- "* a„d % + ( \%-\ή* = K^*. (27) 
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Now 4° if Q — ļ P' — ļ P2 is constant, the new reduced equation in 
(27) may be integrated ; and 5° if it is /,'/.r'2, the equation may also be 
integrated by the method of Ex. 7, p. 222. The integral of the com
plete equation may then be found. (In other cases this method may 
be useful in that the equation is reduced to a simpler form where solu
tions of the reduced equation are more evident.) 

Again, suppose that the independent variable is changed to z. Then 

d*y z“ + Pz'dy Q R 
ā? + -^S—5ï + ^ y = ï5- (28> 

Now 6° if z'2 = ± Q will make z" + Pz' = kz'% so that the coefficient 
of dy/dz becomes a constant k, the equation is integrable. (Trying if 
z'2 = ± Qz2 will make z" -+- Pz' = kz,2/z is needless because nothing in 
addition to 6° is thereby obtained. I t may happen that if z be deter
mined so as to make z" -\- Pz' = 0, the equation will be so far simpli
fied that a solution of the reduced equation becomes evident.) 

d2v 2 dv a2 

Consider the example | 1 y = 0. Here no solution is apparent. 
dx2 xdx x* 

Hence compute Q — \ P' — \ P2. This is a2/x* and is neither constant nor propor
tional to ì/x2. Hence the methods 4° and 5° will not work. From ź2 — Q = a2/x* 
or z' — a/x2, it appears that z" + Pz' = 0, and 6° works ; the new equation is 

ţĶ + V = O with * = _ ? . 
dz2 x 

The solution is therefore seen immediately to be 
y = Cļ cos z — C2 sin z or y = Gx cos (a/x) + G2 sin (a/x). 

If there had been a right-hand member in the original equation, the solution could 
have been found by the method of variation of constants, or by some of the short 
methods for finding a particular solution if R had been of the proper form. 

EXERCISES 
1. If a relation CΛyλ + C2y2 + • • • + Cnyn = 0, with constant coefficients not all 0, 

exists between n functions yλ, y2, • • •, yn of x for all values of æ, the functions are 
by definition said to be linearly dependent; if no such relation exists, they are said 
to be linearly independent. Show that the nonvanishing of the Wronskian is a 
criterion for linear independence. 

2. If the general solution y = Cλyλ + C2y2 + • • • + Cnyn is the same for 
X0y(n) + χιy(n-i)+... + χny = o and P0?/(n>+P ļ?/»-i) + . . . + Pnž/ = 0, 

two linear equations of the nth order, show that satisfies the equation 
(XxPo- X<Λ)Ž/<»-!> + • • • + ( ¾ P 0 - xoP«)y =  

of the (n — l)st order ; and hence infer, from the fact that contains n arbitrary 
constants corresponding to n arbitrary initial conditions, the important theorem : 
If two linear equations of the nth order have the same general solution, the corre
sponding coefficients are proportional. 
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3 . If yx, i/2, • • •, y are n independent solutions of an equation of the nth order, 
show that the equation may be taken in the form W{yx, y2, • • • ., yn, y) = 0. 

4. Show that if, in any reduced equation, Xn-ι + %X = 0 identically, then x 
is a solution. Find the condition that xm be a solution ; also that e“∞ be a solution. 

5. Find by inspection one or more independent solutions and integrate : 
(a) (l + x2)y"-2xy'+2y = 0, (ß) xy“ + (\-x)y'-y = o, 
(y) (ax-bx2)y" - ay' + 2by = 0, (δ) \y" + *rf ~ (x + 2)y = 0, 

(f) yiy — xy'"+xy'—y = 0, (η) (áx2 — x + l)y'"+Sx2y"—4xý—Sy = 0. 

6. If i/ļ is a known solution of the equation y" + P¾/' + Qy = of the second 
order, show that the general solution may be written as 

= ClVl + C#x je~S™*% + yj\e-¡>““fy¿™R(dx)*. 
\ \ 

7. Integrate: 

(a) xy“-(2x+l)y'+(x + l)y = x*-x-1, 
(ß) y" — xly' + xy = x, (y) xy" + (1 — x) y' — - ex, 
( δ ) y" — xy' + (x — 1) = ñ , ( e ) y" sin2 x + y' sin x cos x — ¾/ = x — sin x. 

8. After writing down the integral of the reduced equation by inspection, apply 
the method of the variation of constants to these equations : 

(a) (D2 + 1) = tan x, {ß) (D2 + l)y = sec2x, (7) (D - l )¾ = e*(l - x)~2, 
(δ) ( l _ x ) 2 , “ + xž , '_? / = ( l _ x ) 2 , (e) ( I _ 2 X + X 2 ) ( Ž / ' “ - I ) - X V ' + 2XŽ/ ' - -? / = I . 

9. Integrate the following equations of the second order: 

(a) 4 x V + 4 x V + (x2 + l)2¾/ = 0, (0) y" — 2 y' tan x - (α2 + 1) = 0, 
(7) xy" + 2y'— xy = 2ex, (δ) y"s inx + 2 ?/' cosx + 3 sinx = e×, 
(e) ?/" + ¾/' t anx + ?/ cos2x = 0, (f) (1 — x2) y" — /' -f 4?/ = 0, 
(η) y" + ( 2 β * - l)y7 + e2a¾/ = e4*, (0) afy" + 3x¾ ' + 2/ = X"2. 

10. Show that if X0y" + - ^ + -3Γ2̂
 = ^ be written in factors as 

(X0B* + XXD + X2) 2/ = ( P l D + gx) (P2i> + q2) = R, 
where the factors are not commutative inasmuch as the differentiation in one 
factor is applied to the variable coefficients of the succeeding factor as well as 
to .D, then the solution is obtainable in terms of quadratures. Show that 

QlP2 + P1P2 + P l ¾ = X l a n d ¾ ¾ + P1Q2 =X2-

In this manner integrate the following equations, choosing pχ and p2 as factors of 
X0 and determining qλ and q2 by inspection or by assuming them in some form and 
applying the method of undetermined coefficients : 
(a) xy" + (1 - x)ÿ - = e* (ß) Sx2ÿ' + (2 - 2)?/' - 4 = 0, 
(7) 3 x V 4 ( 2 + 6 x - 6 x ^ ^ - 4 ¾ / = O, (δ) (x*-l)ÿ'-(Sx'+l)ÿ-x(x-l)y = O, 
(β) axý' + (3α + bx)ÿ + S by = 0, (f) xy" - 2 x ( l + x)y' + 2(1 + x)y = x8. 

11 . Integrate these equations in any manner : 
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(7) y" + y' tan x + y cos2 x = 0, (δ) y“—2Ín — )y'+(n2—2 — )?/ = e»*, 

(e) ( l - æ 2 ) y " - a ¾ f ' - c ¾ = 0, (tt («2 - 2) Ž/" - 8 x?/ '- 12 y = 0, 

<“> ^¿¡ b * = Φ 4 ' - w ' ^ - T Ξ T * + Ì Í E T * = 0' 
( t ) y" + 2 x ~ V — n2y = 0, ( ) " — 4x2/' + (4x2 — S)y = e*2, 
(λ) y" + 2 ny' cot nx + (m2- n2) Ž/ = 0, (µ) y" + 2 (x~1 + Bx~2) y' + ^ix~4ž/ = 0. 

12. If /ļ and y2 are solutions of y" + řty' + ß = 0, show by eliminating Q and 
integrating that Γ 

Vιýí-Vύfι=Ce-JI'Λt. 
What if = 0 ? If (7 ≠ 0, note that yx and /ļ cannot vanish together ; and if 
yx{a) = yx(b) = 0, use the relation (V2^í)α : (y2Vι)b = k>0 to show that as y'la and 
ylb have opposite signs, y2a and Ž/2¾ have opposite signs and hence y2(ξ) = 0 where 
a<ξ<b. Hence the theorem : Between any two roots of a solution of an equation 
of the second order there is one root of every solution independent of the given 
solution. What conditions of continuity for and y' are tacitly assumed here ? 

107. The cylinder functions. Suppose that Cn(x) is a function of x 
which is different for different values of n and which satisfies the two 
equations 

f,_,(*)-C.^(*)=2¿ċ7,(*), C.-i(*)+íW*) = ¾4(aO. (29) 

Such a function is called a cylinder function and the index n is called 
the order of the function and may have any real value. The two equa
tions are supposed to hold for all values of n and for all values of x. 
They do not completely determine the functions but from them follow 
the chief rules of operation with the functions. For instance, by addi
tion and subtraction, 

CJx) = C,_¿x) - I C.(x) = ¦ C.(x) - Cn +1(x). (30) 

Other relations which are easily deduced are 

¾ [ > * < ? » ( ^ ) J = ccxnCn_1(ax)y Dx[χ-*CΛ(ax)^] = — ~ +1( ) , (31) 

Dx[x2Cn{Æ)] = J V ^ C ^ ( Æ ) , (32) 

C¦(x) = - ¾ ¾ ) , C_ñ(x) = ( – l)*C¿x), n integral, (33) 

Cn(x)K(x) - C'¿x)K¿x) = Cn+1(x)Kn(x) - Cn(x)Kn+1(x) = ½, (34) 

where and denote any two cylinder functions. 

The proof of these relations is simple, but will be given to show the use of (29). 
In the first case differentiate directly and substitute from (29). 

n i 
Dx[x»Cn(ax)]=x»\ aDaxCn(ax) + - Cn(ax) 

= xn\ aCn-ļ(ax) — a— Cn(ax) + - Cn(ax) . 
ļ_ ocx % J 
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The second of (31) is proved similarly. For (32), differentiate. 

¾[x*¾(v¾] = lnχā~1σn(v¾+ J? ĩ ^ D Λ / - / Λ ( V ^ Ī ) 

= - Vāx 2 —^= C„(Vα:x) + Cn_ι(Vαrx) ^ Cn(Vāx) \. 
% LVαx Vax J 

Next (33) is obtained 1° by substituting 0 for n in both equations (29). 
<7_i(x) - Cx(x) = 2 Co (x), C_i(x) + Ct(x) = 0, hence C¿ (x) = - Cx(x) ; 

and 2° by substituting successive values for n in the second of (29) written in the 
form xCn-\ + %Cn+ι = 2?iGV Then 

xC_! + xCx = 0, xC_2 + xC0 = - 2 C_i, *xC0 + x<¾ = 2 6\, 
xC_3 + x<7_i = — 4 C_2, xCļ + xC3 = 4 C2, 
x<7_4 + xC_2= - 6 C 8 , xC2 + xC4 = 6C3, 

and so on. The first gives C_i = — C r Subtract the next two and use C_i + Ct = 0. 
Then C'_2 — C2 = 0 orC_2 = ( - l ) 2 ^ - Add the next two and use the relations 
already found. Then C_3 + C3 = 0 or C_3 = (― 1)3C3. Subtract the next two, 
and so on. For the last of the relations, a very important one, note first that the 
two expressions become equivalent by virtue of (29) ; for 

Ύì Ύ) 

cHĸ' - tfuĸu = - cnĸn - cnĸn +1 - - cnĸn + cn +1irn. 
x x 

Now í [x(Cn+1Kn - C¿Kn+1)] = Cn+1Kn - CnKn+1 + xKn(cn - '^– Cn+1) dx \ x I 

+ xCn + ι ļ - Kn — KH +ι J — xKH + ι ļ - Cn — C„ +ι J 

Hence x(Cn+\Kn — CnKn+ι) = const. = A, and the relation is proved. 

The cylinder functions of a given order n satisfy a linear differential 
equation of the second order. This may be obtained by differentiating 
the first of (29) and combining with (30). 

2 C = C»»-i — Cn+1 = - Cn_ļ — 2 Cn H - +1 

Henee ŝ+ïi+(1"^"0' = - (35) 

This equation is known as BesseVs equation; the functions Cn(x), which 
have been called cylinder functions, are often called BesseVs functions. 
From the equation it follows that any three functions of the same order 
n are connected by a linear relation and there are only two independent 
functions of any given order. 
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By a change of the independent variable, the Bessel equation may 
take on several other forms. The easiest way to find them is to operate 
directly with the relations (31), (32). Thus 

¾ Þ “ “ ^ W ] = — x~n(Jn+ι = - x-x¯*¯*Vn+i, 
~ ( )] = - x'n-xCn+1 + x • x-n~lCn + 2 

= _ χ-n~1Cn+1 + 2(n + 1)x~n-1Cn+1 - x~nCn. 

H e n C e Ŝ + ^ ~ ^ Ž ^ = 0 ' V = *-'C¿*). (36) 

Again g + ŭ ^ g + y = O , y = ,-C.(x). (37) 

Also xy" + (1 + n) y' -J- = , = "*<7,(2 Vĩ) . (38) 
And xy" + (1 - W) ƒ + = 0, 7/ = ? (2 Víē). (39) 
In all these differential equations it is well to restrict x to positive values 

n n 

inasmuch as, if n is not specialized, the powers of Xļ as xn x x , x , are 
not always real. 

108. The fact that n occurs only squared in (35) shows that both 
Cn(x) and C_n(x) are solutions, so that if these functions are inde
pendent, the complete solution is = aCn -ļ- _ . In like manner the 
equations (36), (37) form a pair which differ only in the sign of n. 
Hence if Hn and H_n denote particular integrals of the first and second 
respectively, the complete integrals are respectively 

= aHn + bH_nx~2n and = aH_n + bHnx2n ; 
and similarly the respective integrals of (38), (39) are 

y = aln + bl_ nx' n and = al_ n + , 
where ĪH and I_n denote particular integrals of these two equations. It 
should be noted that these forms are the complete solutions only when 
the two integrals are independent. Note that 

ļ(x) = aΓ*X(2 V£), Cn(x) = ( i x)*I¿ļ x*). (40) 
As it has been seen that Cn = (― l)nC_n when n is integral, it follows 
that in this case the above forms do not give the complete solution. 

A particular solution of (38) may readily be obtained in series by the 
method of undetermined coefficients (§ 88). It is 

/„(*) = ţ «M = í!(w + 1)(¦¾...(n + i) ' (
41) 

as is derived below. It should be noted that I_n formed by changing 
the'sign of n is meaningless when n is an integer, for the reason that 
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from a certain point on, the coefficients a{ have zeros in the denominator. 
The determination of a series for the second independent solution when 
n is integral will be omitted. The solutions of (35), (36) corresponding 
to In(x) are, by (40) and (41), 

Jn(x) = &X 22iί ! (n + ί) ! = 2^ΓĪ / n (έ X*)' ( 4 2 ) 

* - ¾ * ) = ¿ / *2), (42') 
w h e r e t h e factor n ! has been in t roduced in t h e denomina to r mere ly to 

conform to usage. * T h e chief cy l inder funct ion Cu(x) is Jn(x) a n d it 

a lways carr ies t h e n a m e of Bessel . 

To derive the series for I {x) write 

1 IIn - % + <VC + α2x2 + • • • + α*_ix*-1 + • • •, 
(1 + n) \lt¡ = aλ + 2α2x + 3α3x2 + . . . + (¾ - l )α*_ix*- 2 + • • •, 

x \Γ¿= 2α2 + 3-2α3x + ••• + (k-l)(k-2)ak-ιχk-*+ • -, 
0 = [α0 + α > + 1)] + x + α22 (n + 2)] + x2 [α2 + <½3 (n + 3)] 

+ . . . + a*-i[<¾_i + α¾¾(n + fc)] + . - . . 

Hence α0 -f ö4(n + 1) = 0, αx + α22(n + 2) = 0, • • •, α*_i -f akk(n + k) = 0, 

α0 — a, a0 
1 n + l ' 2 2(n + 2) 2!(n + l ) (n + 2 ) ' ' 

¾ = b i )4 
fc ! (n + 1). •. (n + fc) 

If now the choice α0 = 1 is made, the series for I»(x) is as given in (41). 
The famous differential equation of the first order 

xy' — ay -[-by2 = cxn, (43) 

known as RiccaWs equation, may be integrated in terms of cylinder functions. 
Note that if n = 0 or = 0, the variables are separable ; and if b = 0, the equation 
is linear. As these cases are immediately integrable, assume ben ≠O. By a suitable 
change of variable, the equation takes the form 

»d2η /Λ a\dη ‰ . 1 ndηξ iΛnt× 

dξ2 \ n/ dξ n2 bdξ η 

A comparison of this with (39) shows that the solution is 
a 

η = Al_a(- bcξ) + Bla(- fctf) • ( – bcξf , 
n n 

which in terms of Bessel functions J becomes, by (40), 
a 

η = ξ*¿ \_AJa(2 V- bcξ) + BJ_a(2 V - ÒC¢)]. 
n n 

* If n is not integral, both n ! and (n + i) ! must be replaced (§ 147) by (n + 1) and 
( + + 1). 
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The value of y may be found by substitution and use of (29). 
n n 

y= Λ / _ ^ x ž » L i , /44\ 
\ b - -

Jα(2x2 V - bc/n) + AJ_a(2x2\^-bc/n) 
n n 

where A denotes the one arbitrary constant of integration. 
I t is noteworthy that the cylinder functions are sometimes expressible, in terms 

of trigonometric functions. For when n = \ the equation (35) has the integrals 

= A sin + Bcosx and = XΈ[ACI(X) + BC_ i(x)¯]. 

Hence it is permissible to write the relations 

χzCΊ(x) = sinx, xzC_i(x) = cosx, (45) 
where is a suitably chosen cylinder function of order ^. From these equations 
by application of (29) the cylinder functions of order p + ļ , where p is any integer, 
may be found. 

Now if Riccati's equation is such that b and have opposite signs and a/n is 
of the form p + ļ , the integral (44) can be expressed in terms of trigonometric 
functions by using the values of the functions + ι just found in place of the e/'s. 
Moreover if b and have the same sign, the trigonometric solution will still hold 
formally and may be converted into exponential or hyperbolic form. Thus Riccati's 
equation is integrabļe in terms of the elementary functions when a/n = p + ļ no 
matter what the sign of be is. 

EXERCISES 
1. Prove the following relations : 

( ) 4 ; / = „ _ 2 - 2 + + 2, (ß) xCn = 2(n+l)Cn+ι-zCn + 2, 
(y) 2*C'¿' = C n - 8 - 3C»_i + 3C„+ι - Cn + S, generalize, 
(δ) xCn = 2(n + 1) Cn+ι - 2(n + 3) Cn + 3 + 2(n + 5) C„ + 6 - xCn + Q. 

2. Study the functions defined by the pair of relations 

Fn_! (x) + Fn + 1 (x) = 2 A 2¾x), F n _! (x) - F„ +ι (x) = - Fn(x) 
ax x 

especially to find results analogous to (3O)-(35). 

3 . Use Ex. 12, p. 247, to obtain (34) and the corresponding relation in Ex. 2. 

4 . Show that the solution of (38) is = AIn í \- BIn. 
J xn+lIj¦ 

5. Write out five terms in the expansions of J0, I1 I_ i , J0, Jx. 

\¯2 1 
6. Show from the expansion (42) that ļ - \ -Ji(x) = - sin x. 

7. From (45), (29) obtain the following : 
ι _, , . sin l • / 3 \ . 3 
^ (x) = cos x, x 2 C_5_(x) = ţ 1 ļ sin x cos x, 

^ X 2 \X X 
l _ . . . cos x i ^ , 4 3 . / 3  x^(7 3 ( x ) = — sin — , X2“C 5(x) = - s i n x + ( l ) cosx , 

~ 2 W X - 2 W x \X2 J 
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8. Prove by integration by parts : f ^ d z = ½ + 6 ½ + 6 . 8 f ½ ^ . 
J X3 X3 X* J X5 

9. Suppose Cn(x) and-Ifn(x) so chosen that A = 1 in (34). Show that 

y = ΛCn(x) + BKn(x) + L¦ĸn(x) ƒ <½Mdx - Cn(x) ƒ ^ ^ d x 

is the integral of the differential equation V + %y' + ( 2 — n2)y = Lx~2. 

10. N#te that the solution of Riccati's equation has the form 

_ f(x) + Ag(x) a n d dy Q(x)2/2 = B(x) 

will be the form of the equation which has such an expression for its integral. 

11. Integrate these equations in terms of cylinder functions and reduce the 
results whenever possible vby means of Ex. 7 : 

(a) xy' - by + y2 + x2 = 0, (/3) xÿ - Sy + y2 = x2, 
(7) 2/" + ye2χ = 0, (δ) x2y" + ?/7 + (b + 2 ) ž/ = 0. 

12. Identify the functions of Ex. 2 with the cylinder functions of ix. 

13. Let (x2 - 1) p ; = (n + 1) ( + ι - xP„), í ζ + 1 = x P ; + (n + 1) P„ (46) 

be taken as defining the Legendre functions Pn(x) of order n. Prove 

(α) (x2 - l ) P ; = n(xP n - P n _ ι ) , (ß) (2n + l ) x P n = (n + l )P»+i + P n _ ι , 
( 7 ) (2n + l ) P . = P ; + ! - P ; _ ! , (δ) ( l - s * ) P ? - 2 æ P ; + n(n + l )P , . = O. 

14. Show that PnQ¦n-KQn = -^-z and pnQn+1-pn+1Qn =-^—, 
x2 — 1 n + 1 

where P and Q are any two Legendre functions. Express the general solution of 
the differential equation of Ex. 13 (δ) analogously to Ex. 4. 

15. Let = x2 — 1 and let D denote differentiation by x. Show 

jyn+ιun+ι — jy +i(uun) = uDn+1un + 2(n + \)xl>un + n{n + l ) I> - !u" , 
Dn +ιun +1 = D Dun +1 - 2 (n + 1) D“(xu") = 2 (n + 1) xl>un + 2 π (n + 1) -D* ~ 1 ^ . 

Hence show that the derivative of the second equation and the éliminant oîΊ>~^u11 

between the two equations give two equations which reduce to (46) if 

T, . 1 dn . 0 .. When n is integral these are 
2n • n ! đxn ' iLegendrďs polynomials. 

16. Determine the solutions of Ex. 13 (δ) in series for the initial conditions 

{a) Pn(O) = 1, P » = 0, (ß) Pn(0) = 0, P (O) = 1. 

17. Take P 0 = 1 and = x. Show that these are solutions of (46) and compute 
P2, P3, P 4 from Ex. 13 (ß). If x = cosθ, show 
P 2 = f c o s 2 0 + J, P 3 = ļ c o s 3 0 + fcosØ, P 4 = § ļ c o s 4 0 + ļ j c o s 2 0 + «&• 

18. Write Ex. 13 (δ) as — [(1 - x 2 ) ¾ + n(n + 1) P n = 0 and show 

[ w t(W + i)-n(n+ i) ]r+4pm< f a=r+ 1 |p/ ( 172 ) p ;-pπ
d ( 1-;2 ) p ; 'µ. 

» / - 1 « / - 1 |_ <&c dx J 
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Integrate by parts, assume the functions and their derivatives are finite, and show 
/»+1 
ƒ PnPmdx = 0, if n≠m. 

19. By successive integration by parts and by reduction formulas show 

Γ+1τ>2j 1 /•+1 đ»(x2 - 1)» đ * ( x 2 - l ) * <-l)n r+ι 
ļ P dx = — ƒ —^ 1 L dx = Ì '– ƒ (χ2 _ i)nfa 

J-i 22«(n!)2J_ι dxn dxn 2n • n ! J - i 
and ƒ Pídx = , n integral. 

J_ i n 2n + 1 

/» +1 /• +1 dn(x2 — l)n 

20. Show I xmPndx = ƒ x"1 — - = 0, iîm<n. 
J-i J-i dxn 

Determine the value of the integral when m = n. Cannot the results of Exs. 18, 19 
for m and n integral be obtained simply from these results ? 

X2 X3 X^ 
2 1 . Consider (38) and its solution Jn = 1 — x -ļ when 

2 !2 3 !2 4 !2 

n = 0. Assume a solution of the form y = I0υ + w so that 
d2w , dw t „ dl0dυ d2v ' đυ Λ 

1 h w + 2 x —± — = 0, if x —- H = 0, 
dx2 cřx dx dx dx2 dx 

is the equation for w if v satisfies the equation xxf' + υ' = 0. Show 
, T,I ,/ „ , 2 2 2 2 3 

υ = A + . log x, xto + w + io = 2 i* 1 !-••• . 
6 2 ! 2 ! 3 ! 3 ! 4 ! 

By assuming w = aλx + α2x2 + • • •, determine the α's and hence obtain 

•-»[-Ř('ΦŴK*ΐ)-áK+ίΦ-]' 
and (A 4- log x) J0 + is then the complete solution containing two constants. 
As AI0 is one solution, 2?logx- 70 + w is another. From this second solution for ' 
n = 0, the second solution for any integral value of n may be obtained by differ
entiation ; the work, however, is long and the result is somewhat complicated. 


