
CHAPTER II

Preliminaries

This chapter recalls some fundamental facts for the study of complex analytic
and algebraic varieties. Some of them are well-known and we include no proofs.
Some new notions and terminologies are introduced for the clarification of argu-
ments in the subsequent chapters. We review some basic properties of complex
analytic varieties in §1. The notion of divisor and some variants are explained
in §2. The theory of linear systems is fundamental in the subject of algebraic
geometry. Iitaka’s theory of D-dimension has its base on the study of linear sys-
tems. We generalize the theories to those applicable to R-divisors in §3, by using
a result in Chapter III. Information most essential to a variety, such as Kodaira
dimension, is usually derived from the information on the canonical divisor. The
singularities appearing in the minimal model program for the birational classifica-
tion of algebraic varieties are all related to some properties of the canonical divisor.
They are the subjects of study in §4. Numerical properties of ample, nef, big, and
pseudo-effective for R-divisors are discussed in §5. Vanishing theorems related to
the Kodaira vanishing are also mentioned. In §6, we recall such basics as Chern
classes and semi-stability, indispensable for the study of vector bundles.

§1. Complex analytic varieties

§1.a. General theory. A complex analytic space X is a locally ringed space
(X,OX) that is locally isomorphic to the closed subspace of an open subset U of
some complex affine space CN defined as X = SuppOU/I ⊂ U and OX = OU/I|X
for a coherent OU -ideal sheaf I. Here OU is the sheaf of germs of holomorphic
functions on U and a sheaf F of OX -modules is called coherent if it satisfies the
following conditions:

(1) It is finitely generated locally on X: For any point of X, there exist an

open neighborhood U and a surjective homomorphism O⊕k
X |U → F|U for

some k ∈ N;
(2) For any homomorphism O⊕l

X |U → F|U over an open subset U ⊂ X, its
kernel is finitely generated locally on U .

For a fixed complex analytic space X, a sheaf of OX -modules is called an OX -
module, and a coherent OX -module is called simply a coherent sheaf. In this article,
we always assume that complex analytic spaces are all Hausdorff and paracompact.
We drop the words ‘complex’ and ‘analytic’ sometimes.
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14 II. PRELIMINARIES

An analytic subspace Z of X is defined by a coherent OX -ideal sheaf J as
Z = SuppOX/J and OZ := OX/J |Z . An analytic subset is the support of an
analytic subspace. It is also called a Zariski-closed subset. A Zariski-open subset
is the complement of an analytic subset. Note that even if V is a Zariski-open
subset of U and U is a Zariski-open subset of X, the subset V is not necessarily
Zariski-open in X.

Notation Let X be a complex analytic space. The assertion that a property
P holds for a general point x ∈ X means that P holds for any point x contained
in a Zariski-open dense subset of X. The assertion that P holds for a ‘general’
point means that P holds for any point x contained in a countable intersection of
Zariski-open dense subsets.

If X is a union of two mutually distinct proper analytic subsets, then X is
called reducible. If X is not reducible, it is called irreducible. If every local ring
OX,x is reduced, then X is called reduced . An irreducible and reduced complex
analytic space is called a complex analytic variety .

An locally free sheaf E of rank r on a complex analytic space X is a coherent
OX -module such that E ' O⊕r

X locally on X. The number r is called the rank of
E and denoted by rank E . An invertible sheaf is a locally free sheaf of rank one. If
L is an invertible sheaf, then L⊗OX

L∨ ' OX for the dual L∨ = HomOX
(L,OX).

We define L⊗(−m) for m ∈ N by (L∨)⊗m. The set of invertible sheaves on X forms
an abelian group whose product is given by the tensor-product. The group is called
the Picard group and denoted by Pic(X). This is isomorphic to H1(X,O?

X) for the
sheaf O?

X of germs of invertible (or unit) holomorphic functions on X. A locally
free sheaf is called also a vector bundle, since it corresponds to a geometric vector
bundle V(E) (cf. §1.b). A subsheaf G ⊂ E is called a subbundle if G and E/G are
both vector bundles.

A coherent sheaf F on a complex analytic variety X is called torsion-free if
there is no non-zero coherent subsheaf G ⊂ F with SuppG 6= X. This is the case
where the local cohomology sheafH0

Z(F) = 0 for any proper analytic subset Z ⊂ X.
If F is an arbitrary coherent sheaf, then there is the maximum coherent subsheaf
G ⊂ F with SuppG 6= X, which is called the torsion part of F and is denoted by
Ftor. The quotient F/Ftor is torsion-free, which is denoted by F/(tor) for short.

A morphism f : X → Y of complex analytic spaces is a morphism as locally
ringed spaces. It is called proper if f−1K is compact for any compact subsetK of Y .
The Grauert direct image theorem (cf. [28], [63], [14]) states that the higher direct
image sheaves Ri f∗F for a coherent sheaf F are coherent for a proper morphism
f . If f is proper and f−1(y) is a finite set for all y ∈ Y , then f is called a finite

morphism. For any proper morphism f : X → Y , the direct image sheaf f∗OX

is a coherent OY -module. It defines a finite morphism τ : V → Y satisfying the
following conditions:

(1) there is a proper surjective morphism g : X → V with f = τ ◦ g;
(2) OV ' g∗OX .
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Here V is realized as SpecanY f∗OX (cf. §1.b). By the formal function theorem,
any fiber of g is connected. The factorization f = τ ◦ g satisfying the conditions
above is unique up to isomorphisms and is called the Stein factorization of f .

The local ring OX,x at a point x of a complex analytic space X is Noetherian
and is a finite extension of the ring C{z1, z2, . . . , zN} of convergent power series for
some N . If OX,x is a normal ring (an integrally closed domain), then X is called
normal at x. The set Xnor of points x ∈ X with OX,x being normal is a Zariski-
open subset. If X = Xnor, then X is called normal. A normal complex analytic
space is a disjoint union of countably many normal varieties. Suppose that X is
reduced. Then Xnor is dense and there is the normalization ν : X̃ → X satisfying
the following properties:

(1) X̃ is normal;
(2) ν is finite and surjective;

(3) ν−1Xnor is a dense Zariski-open subset of X̃;
(4) ν−1Xnor → Xnor is an isomorphism.

Let X be a complex analytic variety and let f : Y → X be a finite surjective mor-
phism from a normal variety Y . Zariski’s Main Theorem states that if f−1(x)
consists of one point for a general point x ∈ X, then f is isomorphic to the nor-
malization of X. We can show the following property by applying Zariski’s Main
Theorem to the Stein factorization: Let f : Y → X be a proper surjective morphism

of normal varieties. If a general fiber of f is connected, then OX ' f∗OY . A
proper surjective morphism f : Y → X is called a fiber space or a fibration if X and
Y are normal and f has only connected fibers.

§1.b. Spec and Proj. Let A be a finitely generated C-algebra and let C[x]→
A be a surjective C-algebra homomorphism from the polynomial ring C[x] =
C[x1, x2, . . . , xd] of d-variables. Then the associated analytic space SpecanA to
SpecA is realized as a closed analytic subspace of Cd = Specan C[x] ' (Spec C[x])an.
There is also a canonical morphism SpecanA → SpecA as locally ringed spaces.
By the canonical homomorphism A → H0(SpecanA,O), we have the following
universal property: let Y be a complex analytic space. Then giving a morphism
Y → SpecanA is equivalent to giving a C-algebra homomorphism A→ H0(Y,OY ).

Example Let V be an n-dimensional C-vector space and let A be the sym-
metric algebra

SymV = Sym• V =
⊕∞

d=0
Symd V.

Then A is isomorphic to the polynomial ring of n-variables and SpecanA is isomor-
phic to the dual vector space V ∨ = Hom(V,C) as a complex analytic space. Note
that SymV ↪→ H0(SpecanA,O) = H0(V ∨,OV ∨) is not surjective.

Let X be a separated scheme locally of finite type over Spec C. Then X is covered
by open affine schemes SpecAi in which Ai are finitely generated over C. We can
define naturally the associated analytic space X = Xan by gluing SpecanAi. There
is a canonical morphism ε : X → X as locally ringed spaces. For an OX-module F of
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the scheme X, we can associate an OX -module by Fan := ε−1F⊗OX . The following
properties are known as GAGA [128]:

(1) X is proper over Spec C if and only if X = Xan is compact;
(2) If X = Xan is compact and if F is a coherent OX -module, then F = Fan

for a coherent OX-module F and the natural homomorphism

Hi(X,F) −→ Hi(X,F)

is isomorphic for any i.

Let A =
⊕∞

d=0Ad be a graded C-algebra. For k > 0, we define A(k) to be the
subalgebra

A(k) =
⊕∞

d=0
Akd ⊂ A

and define its grading by A
(k)
d = Akd. For a homogeneous non-zero element a ∈ Ad,

let Aa = A[a−1] be the localization of A by the multiplicatively closed subset
{ak | k ≥ 0} and define

A(a) :=

{
b

al

∣∣ b ∈ Ald, l ∈ N

}
⊂ Aa = A[a−1].

Then the homogeneous spectrum X = ProjA is the union of open affine subschemes
SpecA(a). Note that (A(k))(ak) = A(a) and (A(k))(b) = A(b) for k ∈ N and for any

homogeneous non-zero element b ∈ A(k). Thus we have an isomorphism ProjA
'−→

ProjA(k) which is the gluing of SpecA(b) → SpecA
(k)
(b) for k | deg b. Let M =⊕

d∈Z Md be a graded A-module. The twist M(l) by an integer l ∈ Z is defined
to be the module M(l) =

⊕
d∈Z M(l)d with M(l)d = Ml+d. This is also a graded

A-module. For a non-zero element a ∈ Ad, we set

M(a) :=
{m
al

∣∣ m ∈Mld, l ∈ N
}
⊂Ma = M ⊗Aa.

Then we can associate naturally an OX-module M∼ such that

H0(SpecA(a),M
∼) 'M(a).

The functor M 7→M∼ is exact. Note that if we set M (k) :=
⊕

d∈Z Mkd, then M∼

on ProjA is isomorphic to (M (k))∼ on ProjA(k). The sheaf A(l)∼ is denoted by
OA(l). In particular, OA(k)(l) is isomorphic to OA(kl). If A is specified, then OA(l)
is denoted by OX(l). There is a natural graded A-linear homomorphism

α : M =
⊕

l∈Z
Ml → Γ∗(M) :=

⊕
l∈Z

H0(X,M(l)∼).

The graded algebra A is called 1-generated (over A0) if the multiplication mapping

A⊗d
1 → Ad is surjective for any d > 0.

1.1. Lemma (cf. [127], [33, §2], [34, §2]) Suppose that A is finitely generated as

an A0-algebra and that M is finitely generated as an A-module. Then the following

properties hold :
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(1) There exist a positive integer d and an integer k such that Ad⊗Ml →Md+l

is surjective for any l ≥ k;
(2) There is a positive integer d such that A(d) is 1-generated and A is a

finitely generated A(d)-module;
(3) M∼ = 0 if and only if there is a positive number k such that Mkl = 0 for

lÀ 0;
(4) The natural homomorphism Ml ⊗OX →M(l)∼ is surjective for lÀ 0;
(5) If A(d) is 1-generated, then OA(d) is invertible and M∼ ⊗OX

OA(d) '
M(d)∼;

(6) There exists an isomorphism β : Γ∗(M)∼
'−→ M∼ such that β ◦ α∼ = id

for α∼ : M∼ → Γ∗(M)∼;
(7) If A0 is Noetherian, then αl : Ml → H0(X,M(l)∼) is isomorphic for lÀ 0.

Proof. (1) Let a1, a2, . . . , an be homogeneous elements of A generating A
as an A0-algebra and let m1, m2, . . . , mN be homogeneous elements of M gener-
ating M as an A-module. We set di := deg ai > 0, µj := degmj , d := lcm{di}.
Furthermore, we define

F := {(r1, r2, . . . , rn) | 0 ≤ ri < d/di, ri ∈ Z}, and

c := max
{
µj +

∑n

i=1
ridi

∣∣∣ (r1, r2, . . . , rn) ∈ F, 1 ≤ j ≤ N
}
.

Note that deg a
d/di

i = d. If µj +
∑
pidi ≥ c for some pi ∈ Z≥0, then

(p1 − q1(d/d1), p2 − q2(d/d2), . . . , pn − qn(d/dn)) ∈ F
for some qi ∈ Z≥0. Therefore, if l ≥ c− d, then Md+l = AdMl.

(2) is derived from (1).
(3) Let {ai} be the homogeneous generator of A in the proof of (1) and set

d = lcm{deg ai}. Then M∼ = 0 if and only if M(ai) = 0 for any i. Suppose that
there is a positive integer k such that Mkl = 0 for l À 0. Then M(ai) = 0, since
we may assume d|k. Conversely, suppose that M∼ = 0. If m is a homogeneous
element of M (d), then there is a positive integer k such that ak

im = 0 for any i.
Thus Mdl = 0 for lÀ 0 by (1).

(4) For l ∈ N, let C =
⊕
Cn be the cokernel of the natural homomorphism

Ml ⊗A0
A → M(l) of graded A-modules. Then C is finitely generated. By (1),

there exist positive numbers d and k such that if l ≥ k, then Cdn = 0 for any n > 0.
Hence C∼ = 0 by (3) and we have the expected surjection.

(5) X = ProjA is covered by SpecA(a) for a ∈ Ad. We have an isomorphism

A(a) 3
b

aj
7−→ a · b

aj
=

b

aj−1
∈ A(d)(a)

for b ∈ Adj . Hence OX(d) is invertible. The tensor product M⊗AA(j) has a natural
structure of graded A-modules and is isomorphic to M(j) for any j ∈ Z. We want
to show the natural homomorphism

M∼ ⊗OX
A(d)∼ → (M ⊗A A(d))∼ 'M(d)∼



18 II. PRELIMINARIES

is isomorphic. The homomorphism on the open subset SpecA(a) is derived from
the isomorphism

M(a) ⊗A(a)
A(d)(a) 3

m

aj
⊗ a 7−→ m

aj−1
∈M(d)(a),

where m ∈Mdj . Hence, M∼ ⊗OX(d) 'M(d)∼.
(6) For a ∈ Ad, let Ua be the affine open subset SpecA(a). If x ∈ Γ∗(M)(a),

then x = m/ai for some m ∈ H0(X,M(di)∼). The restriction m|Ua
is regarded as an

element of M(di)(a). We can define βa : Γ∗(M)(a) →M(a) by x 7→ m|Ua
/ai. If a′ ∈

Ad′ , then βa and βaa′ commute with the restriction maps Γ∗(M)(a) → Γ∗(M)(aa′)

and M(a) → M(aa′). Hence the homomorphism β : Γ∗(M)∼ → M∼ is defined. By
construction, β ◦ α∼ = id.

Suppose that A(d) is 1-generated. In order to show β is isomorphic, it is enough
to show that βa is injective for any a ∈ Ad. Note that α(a) is a global section of the
invertible sheaf OA(d) and Ua is the locus of points where α(a) is invertible. If the
restriction m|Ua

is zero for m ∈ H0(X,M∼), then akm = 0 in H0(X,M∼⊗OA(kd))
for some k > 0, since X is quasi-compact. This property implies that βa is injective.

(7) We shall prove by applying Serre’s vanishing theorem (cf. [127]) for ample
line bundles, whose analytic analogue is explained in §1.c below.

Step 1. Suppose that A(d) is 1-generated for some d > 1 and the assertion
holds for finitely generated graded A(d)-modules M (d,i) for 0 ≤ i < d defined by

M
(d,i)
m = Mdm+i for m ∈ Z. Then α : Mdl+i → H0(X,M(dl+ i)∼) is isomorphic for

lÀ 0. Therefore, by replacing A with A(d), we may assume that A is 1-generated.
Step 2. A reduction to the case M = A. We have an exact sequence

⊕
A(qi)→

⊕
A(pj)→M → 0

of finitely generated graded A-modules for some finitely many integers pj , qi, since
A is Noetherian. By Serre’s vanishing, this induces another exact sequence

⊕
H0(X,OA(qi + l))→

⊕
H0(X,OA(pj + l))→ H0(X,M(l)∼)→ 0

for lÀ 0. Hence, we can reduce to the case M = A.
Step 3. The case: A is a polynomial ring over A0. Let C[x] = C[x0, x1, . . . , xn]

be the polynomial ring of (n+1)-variables over C. Suppose that A is isomorphic to
A0[x] = A0⊗C C[x] as a graded A0-algebra. Then X is an n-dimensional projective
space over SpecA0 and α for M = A is isomorphic. This is shown by a direct
calculation of H0(X,OX(l)).

Step 4. General case. There is a surjective homomorphism A0[x]→ A of graded
A0-algebras for some x = (x0, . . . , xn). Thus A is regarded as a finitely generated
graded A0[x]-module. Here, H0(X,OA(l)) ' H0(ProjA0[x], A(l)∼) for l ∈ Z. Thus
by Step 2 and Step 3, we infer that αl is isomorphic for lÀ 0. ¤

Let A be a graded C-algebra generated by homogeneous elements ai in which
A(ai) is finitely generated as C-algebra. Then X = ProjA is locally of finite type
over Spec C and we can define X = ProjanA as (ProjA)an. A graded A-module
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M defines an OX-module M∼ and an OX -module (M∼)an. We denote the sheaf
(OX(l))an on X by OX(l).

Example For the symmetric algebra SymV =
⊕∞

d=0 Symd V of a finite-
dimensional C-vector space V , we write P(V ) = Proj SymV and P(V ) = P(V )an.
These are called the projective spaces associated with V in Grothendieck’s sense.
There is an isomorphism

P(V ) ' V ∨ r {0}/C?

of complex analytic spaces for the dual V ∨ = HomC(V,C). The sheaf OP(V )(1) =

OSym V (1) is invertible and OP(V )(l) ' OP(V )(1)
⊗l for l ∈ Z. The sheaf OP(V )(1) is

called the tautological invertible sheaf or the tautological line bundle. There is an
isomorphism

SymV '
⊕

l∈Z
H0(P(V ),OP(V )(l)).

If n + 1 = dimV , then P(V ) is n-dimensional and is called the n-dimensional
complex projective space. It is also denoted by Pn. A complex analytic space Y
is called a projective analytic space if there is a closed immersion Y ↪→ Pn for
some n. We must be careful for the use of the word ‘projective’ when we discuss
about a projective analytic space that is not a projective space Pn. An analytic
space is called projective if it is a projective analytic space. The name ‘projective
space’ is used only for Pn. If A is a finitely generated graded C-algebra, then
ProjanA is compact, since it is a closed analytic subset of the projective space
P(Ad) = Projan SymAd for some d.

1.2. Lemma Let A =
⊕∞

d=0Ad be a graded C-algebra and let Y be a complex

analytic space. Suppose that there exist

• a set {ai}i∈I of non-zero homogeneous elements of A with A(ai) being

finitely generated as C-algebra,

• a graded OY -algebra R =
⊕∞

d=0Rd,

• a graded C-algebra homomorphism

A =
⊕∞

d=0
Ad →

⊕∞

d=0
H0(Y,Rd),

• an open covering Y =
⋃

i∈I Yi

satisfying the following conditions: let di = deg ai.

(1) the homomorphism OY → Rdi
induced by ai is isomorphic over Yi;

(2) Rl ⊗Rdi
→ Rl+di

is isomorphic over Yi for any l ∈ Z.

Then there exist a morphism f : Y → X = ProjanA and natural homomorphisms

f∗OX(k) → Rk such that the composite Ak ⊗ OY → f∗OX(k) → Rk is the given

homomorphism.

Proof. Let us consider the homomorphism

A(k)(ai) → H0(Yi,Rk)
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for k ≥ 0 that sends b/al
i with b ∈ Ak+ldi

to the image of b under

Ak+ldi
→ H0(Yi,Rk+ldi

)
'←− H0(Yi,Rk).

Since R0 ' OY , we have a ring homomorphism A(ai) → H0(Yi,OY ) and thus a
morphism fi : Yi → SpecanA(ai). Here the homomorphism f∗

i OX(k) → Rk|Yi
is

derived for k ≥ 0. This is isomorphic if di|k. By patching fi, we have f : Y → X =
ProjanA and f∗OX(k)→ Rk. ¤

1.3. Corollary Let A =
⊕∞

d=0Ad be a 1-generated graded C-algebra and let Y
be a complex analytic space over SpecanA0. Then giving a morphism Y → ProjanA
over SpecanA0 is equivalent to giving a surjective homomorphism A1⊗OY → L into

an invertible sheaf L such that Symk A1 ⊗OY → L⊗k factors through Ak ⊗OY →
L⊗k.

Proof. The tautological line bundle OX(1) on ProjanA is invertible, OX(l) '
OX(1)⊗l for l ∈ Z, and A1 ⊗ OX → OX(1) is surjective by 1.1. For a morphism
f : Y → ProjanA, the pullback of A1 ⊗OX → OX(1) satisfies the required condi-
tion. Conversely, let A1 ⊗ OY → L be the surjection satisfying the condition. It
induces a surjective homomorphism

ψ :
(⊕∞

d=0
Ad

)
⊗OY → SymL

of graded OY -algebras. By 1.2, we have a morphism f : Y → ProjanA where
A1 ⊗OY → L is induced from A1 ⊗OX → OX(1). ¤

Let X be a complex analytic space and let C[x] = C[x1, x2, . . . , xl] be the
polynomial ring of l-variables x = (x1, x2, . . . , xl). An OX -algebra A is called of

finite presentation if there is a surjective OX -algebra homomorphism

OX [x] = OX [x1, x2, . . . , xl] = OX ⊗C C[x]³ A
for some l whose kernel is generated by a finite number of polynomials belonging
to H0(X,OX)[x]. If A|Xλ

is of finite presentation for an open covering X =
⋃
Xλ,

then A is called locally of finite presentation.

1.4. Lemma Suppose that A is locally of finite presentation. Then there exist

an analytic space f : Y = SpecanX A → X over X and an OX-algebra homomor-

phism φ : A → f∗OY satisfying the following universal property : If g : Z → X is

an analytic space over X and if ϕ : A → g∗OZ is an OX-algebra homomorphism,

then there is a unique morphism h : Z → Y such that ϕ = h∗ ◦ φ.
Proof. By the universal property, we may assume that A is of finite presen-

tation. Then there is an exact sequence

OX [x]⊕N → OX [x]→ A→ 0

as OX [x]-modules, where the left homomorphism is given by N polynomials con-
tained in H0(X,OX)[x]. Let B ⊂ H0(X,OX) be the subalgebra generated by the
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coefficients of the polynomials. This is finitely generated over C and there is a mor-
phism X → SpecanB. We can define an algebra A by the similar exact sequence

B[x]⊕N → B[x]→ A→ 0

of B[x]-modules. Then X ×Specan B SpecanA→ X satisfies the universal property
for SpecanX A. ¤

Next, we consider a graded OX -algebra A =
⊕∞

n=0An. For d ∈ N, let A(d)

denote the graded algebra
⊕

n≥0And. If A⊗n
1 → An is surjective for any n, then A

is called 1-generated. If A is of finite presentation, then we have an exact sequence

OX [x]N → OX [x]→ A→ 0

for x = (x1, x2, . . . , xl), in which xi is mapped to a homogeneous element of
H0(X,A) and the left homomorphism is given by N -weighted homogeneous poly-
nomials with respect to xi. Let B ⊂ H0(X,OX) be the subalgebra generated by
all the coefficients of the polynomials. Then we have a graded algebra A as the
cokernel of the homomorphism B[x]N → B[x] defined by the polynomials in which
A⊗B OX ' A as OX -algebras. Here, ProjA is a scheme over SpecB and we have
a morphism X → SpecanB.

If A ' A′⊗B′OX for a finitely generated C-algebra B′ contained in H0(X,OX)
and a finitely generated B′-graded algebra A′, then we can show ProjanA×Specan B

X ' ProjanA′ ×Specan B′ X as follows: We can find an open covering X =
⋃
Xλ

and finitely generated C-subalgebras Bλ ⊂ H0(Xλ,OX) such that the images of
B and B′ in H0(Xλ,OX) are contained in Bλ and that there is an isomorphism
A⊗B Bλ ' A′ ⊗B′ Bλ inducing the isomorphism A⊗B OX ' A′ ⊗B′ OX over Xλ.
Let Y be the fiber product ProjanA ×Specan B X and let a′i ∈ A′ be homogeneous
elements generating A′ over B′. Under the isomorphism A′⊗B′OX ' A⊗BOX , a′i
defines a homogeneous element ai ∈ H0(Y, p∗1OA(di)), where di = deg a′i. Let Yi ⊂
Y be the maximum open subset where ai : OY → p∗1OA(di) is isomorphic. Then
Y =

⋃
Yi and p∗1OA(l)⊗p∗1OA(di)→ p∗1OA(l+di) is isomorphic for any l ≥ 0, since

Y and ProjanA′ ×Specan B′ X are isomorphic over Xλ. Thus we have a morphism
Y → ProjanA′ by 1.2, which induces the isomorphism Y ' ProjanA′×Specan B′X.

We define ProjanX A to be the fiber product ProjanA ×Specan B X. We have

ProjanX A(d) ' ProjanX A as ProjA(d) ' ProjA for d ∈ N.
If A is locally of finite presentation, then the local ProjanX A above can be

patched and hence we can define an analytic space ProjanX A proper over X. For
a morphism f : Y → X from an analytic space, we have an isomorphism

ProjanY f
∗A ' ProjanX A×X Y

by the argument above. LetM =
⊕

d∈ZMd be a graded A-module which is locally
of finite presentation, i.e., locally on X, there is an exact sequence

⊕p

i=1
A(mi)→

⊕q

j=1
A(lj)→M→ 0
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of graded A-modules for some mi, lj ∈ Z, where A(l) stands for the twist of A
by l. Then we can attach a coherent sheaf M∼ on ProjanX A as before. We also
define OA(l) as A(l)∼. If A is 1-generated, then OA(1) is invertible and is called
the tautological invertible sheaf (line bundle) associated with A. If A is specified,
OA(l) is also denoted by OP (l) for P = ProjanX A.

1.5. Lemma Let F be an OX [x] = OX [x1, x2, . . . , xl]-module and let

φ : OX [x]⊕r → F
be a surjective homomorphism of OX [x]-modules. Suppose either

(1) F is a coherent OX-module, or

(2) OX [x] is a graded OX-algebra for some weight of xi, φ is regarded as a

homomorphism
⊕
OX [x](pj)→ F =

⊕
m∈Z
Fm

of graded OX [x]-modules for some pj ∈ Z, and Fm are all coherent OX-

modules.

Then the kernel Kerφ is locally finitely generated as an OX [x]-module.

Proof. We consider over open neighborhoods of a fixed point P ∈ X. First,
we treat the case: F is coherent. Then there exist finitely many polynomials
Φi(x) ∈ H0(U,OU )[x] over an open neighborhood U such that Φi · F|U = 0 and the
OU -algebra A = OU [x]/I for the ideal I of OU [x] generated by Φi is a coherent
OU -module. Thus φ descends to φA : A⊕r → F|U . Since KerφA is locally finitely
generated as an OU -module, Kerφ|U is also locally finitely generated.

Next, we treat the homogeneous case. Let U0 be a relatively compact Stein
open neighborhood of P . Then there exists a Stein compact subset K ⊃ U0 such
that OX(K) = H0(K,OX) = lim−→U⊃K

H0(U,OX) is Noetherian, by [16], [129].

Thus we have a Stein open subset U ⊃ K and a homomorphism

ψ :
⊕
OU [x](qi)→

⊕
OU [x](pj)

of graded OU [x]-modules such that the image of ψ(K) is just (Kerφ)(K). Let
(Cokerψ)m be the part of degree m of the graded module Cokerψ. Then we
have the surjection (Cokerψ)m ³ Fm|U of coherent OU -modules which induces
an isomorphism between the sections over K. In particular, (Cokerψ)m → Fm is
isomorphic over U0. Therefore, the image of ψ coincides with Kerφ over U0. ¤

1.6. Corollary Let A =
⊕∞

d=0Ad be a locally finitely generated graded OX-

algebra such that Ad are all coherent OX-modules. Then A is locally of finite

presentation. If M =
⊕

d∈ZMd is a locally finitely generated graded A-module

for a graded OX-algebra A locally of finite presentation and if Md are all coherent

OX-modules, then M is an A-module locally of finite presentation.

1.7. Example
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(1) Let A be an OX -algebra that is a coherent OX -module. Then A is locally
of finite presentation by 1.5 and f : Y = SpecanX A → X is a finite
morphism with an isomorphism A ' f∗OY . Conversely, if f : Y → X is a
finite morphism, then Y is isomorphic to SpecanX f∗OY .

(2) Let F be a coherent OX -module. The symmetric algebra

SymF =
⊕

m≥0
Symm F

is an OX -algebra locally of finite presentation by 1.5. The associated
SpecanX is denoted by L(F). The morphism f : Y = L(F)→ X is locally
Stein and there is a natural homomorphism SymF → f∗OY , which is not
isomorphic if F 6= 0.

(3) Let E be a vector bundle. Then V(E) := L(E∨) for E∨ = HomOX
(E ,OX)

is the corresponding geometric vector bundle. The sheaf of germs of sec-
tions of the vector bundle is isomorphic to E .

(4) Let F be a coherent sheaf on X. The ProjanX SymF is denoted by
P(F) = PX(F) and its tautological line bundle by OF (1). We consider
P0 = PX(OX ⊕ F) and the closed embedding P1 = PX(F) ⊂ P0 corre-
sponding to OX ⊕ F → F . Then L(F) is isomorphic to the complement
P0 r P1.

Remark For a vector bundle E on X, p : P(E) → X is a Pr−1-bundle for
r = rank E . This is geometrically constructed as follows: let V(E∨) → X be the
vector bundle associated with E∨ defined as before and let Z ⊂ V(E∨) be the
zero section. Then P(E) is isomorphic to the quotient space of V(E∨) r Z by the
scalar action of C? on fibers. For the tautological line bundle OE(1), we have

p∗OE(l) ' Syml E for l ≥ 0.

The following lemma is similar to 1.3:

1.8. Lemma Suppose that A is a 1-generated OX-graded algebra locally of

finite presentation. Let f : Y → X be a morphism from an analytic space Y . Then

giving a morphism Y → ProjanX A over X is equivalent to giving a surjective

homomorphism f∗A1 → L into an invertible sheaf L on Y that induces f ∗Ad →
L⊗d for d > 0.

Proof. The homomorphism to L is obtained as the pullback of p∗A1 → OA(1)
by f , where p : ProjanX A → X is the structure morphism. From a homomorphism
to L, we have a surjective homomorphism f ∗A → SymL of graded OY -algebras.
Thus we have a closed immersion

Y ' PY (L) = ProjanY SymL ↪→ ProjanY (f∗A) ' ProjanX A×X Y

and the morphism Y → ProjanX A over X. ¤

§1.c. Ample line bundles. Let X be a compact complex analytic space. An
invertible sheaf L ofX is called very ample if there is a closed immersion i : X ↪→ PN

into an N -dimensional complex projective space such that i∗OPN (1) ' L. An ample
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invertible sheaf is an invertible sheaf whose multiple by some positive integer is very
ample. In particular, if X admits an ample invertible sheaf, then X is projective.

Remark (cf. [68]) Suppose that an invertible sheaf of a compact complex
manifold X admits a positive Hermitian metric. Then X is a projective variety
and the invertible sheaf is ample. The Kodaira vanishing theorem [67] is used for
the proof.

1.9. Definition

(1) Let F be a coherent sheaf on a compact complex analytic variety X. It
is called generated by global sections if the natural homomorphism

H0(X,F)⊗OX → F
is surjective.

(2) Let L be an invertible sheaf on a compact complex analytic variety X. It
is called free if it is generated by global sections. It is called semi-ample

if L⊗m is free for some m ∈ N.
(3) Let f : Y → X be a proper surjective morphism of complex analytic

spaces. A coherent sheaf F of Y is called f -generated or relatively (glob-
ally) generated over X if the homomorphism

f∗f∗(F)→ F
is surjective.

(4) Let f : Y → X be a proper surjective morphism of complex analytic
spaces. An invertible sheaf L of Y is called f -free if it is f -generated.
If there exist an open covering X =

⋃
Uλ and positive integers mλ such

that L⊗mλ |f−1Uλ
is relatively generated over Uλ, then L is called f -semi-

ample or relatively semi-ample over X.

Remark (1) Let f : Y → X be a proper morphism and let L be an f -
generated line bundle of Y . Then there is a natural morphism h : Y →
PX(f∗L) over X such that h∗Of∗L(1) ' L.

(2) Let X be a compact complex analytic variety and let L be an invertible
sheaf. If there exist a morphism g : X → P into a projective analytic
space P , an ample invertible sheaf H of P , and an integer m ∈ N with
L⊗m ' g∗H, then L is semi-ample.

1.10. Definition Let f : Y → X be a proper morphism between complex
analytic spaces. A line bundle L of Y is called f -very ample or relatively very

ample over X if L is f -free and the morphism Y → PX(f∗L) is a closed immersion.
A line bundle L is called f -ample or relatively ample over X if, for any point x ∈ X,
there exist an open neighborhood U and an integer n ∈ N such that L⊗n|f−1U is
relatively very ample over U . If there is an f -ample line bundle, then f is called
projective.

Remark Let A be a graded OX -algebra locally of finite presentation such that
OA(l) is invertible for some l > 0. Then OA(l) is relatively ample over X.
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Let f : Y → X be a proper morphism of complex analytic spaces and let L be
a line bundle of Y . The following conditions are known to be equivalent to each
other:

(1) L is f -ample;
(2) There exist an open covering X =

⋃
Xλ and closed immersions

ϕλ : f−1Xλ ↪→ Pnλ ×Xλ

over Xλ for some nλ ∈ N such that

L⊗mλ ' ϕ∗
λp

∗
1OPnλ (1)

for some mλ ∈ N, where p1 is the projection to Pnλ ;
(3) (Theorem A [29], [4, Chapter IV]) For a compact subset K ⊂ X and for a

coherent sheaf F defined on a neighborhood of f−1K, there is an integer
d ∈ N such that

f∗f∗(F ⊗ L⊗m)→ F ⊗L⊗m

is surjective for m ≥ d along f−1K;
(4) (Theorem B [29], [4, Chapter IV]) For a compact subset K ⊂ X and for a

coherent sheaf F defined on a neighborhood of f−1K, there is an integer
d ∈ N such that

Ri f∗(F ⊗ L⊗m) = 0

for m ≥ d over K;
(5) ([98, 1.4]) Any fiber of f is a projective analytic space and the restriction

of L to any fiber is ample.

Theorem B above is called also the Serre vanishing theorem in the algebraic case.

1.11. Lemma Let f : Y → X be a projective morphism. Then Y ' ProjanX A
for a graded OX-algebra A locally of finite presentation. If F is a coherent sheaf

on Y , then it is isomorphic to M∼ for a graded A-module M locally of finite

presentation.

Proof. Let L be an f -ample invertible sheaf on Y . We shall show

• the graded OX -algebra

A :=
⊕

m≥0
Am :=

⊕
m≥0

f∗L⊗m

is locally of finite presentation,
• Y ' ProjanX A over X,
• the graded A-module

M :=
⊕

m∈Z
Mm :=

⊕
m∈Z

f∗(F ⊗ L⊗m)

is locally of finite presentation, and
• F 'M∼.
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We begin with the proof in the case Y ' P(V )×X for a finite-dimensional C-vector
space V and L = p∗1OV (1) for the projection p1 : Y → P(V ). ThenA ' SymV ⊗OX

and Y ' ProjanX A. Let U ⊂ X be a relatively compact Stein open subset. Then
Mm|U = 0 for m¿ 0 and f∗Mm → F ⊗L⊗m is surjective on f−1U for mÀ 0 by
Theorem A. We may assume that there is an exact sequence

O⊕s
f−1U ⊗ L⊗(−b) → O⊕r

f−1U ⊗ L⊗(−a) → F|f−1U → 0

for some positive integers r, s, 0 < a < b. Then, for mÀ 0, the sequence

Symm−b V ⊗O⊕s
U → Symm−a V ⊗O⊕r

U →Mm → 0

is exact by Theorem B. The left homomorphism of the exact sequence is derived
from

O⊕s
U → O⊕r

U ⊗ Sym(b−a) V.

Hence, for the cokernel M′ of

A(−b)⊕s|U → A(−a)⊕r|U ,
we have Mm|U ' M′

m for m À 0. Therefore, M|U is of finite presentation and
M∼ 'M′∼ ' F .

Next, we consider the general case. Let U be the same as above. There exist
a positive integer m, a finite-dimensional vector space V , and a closed immersion
i : f−1U ↪→ Z = P(V )× U such that L⊗k|f−1U ' OZ(1)|f−1U , where OZ(1) is the
pullback of OV (1) by the first projection. Then, for 0 ≤ j ≤ k − 1 and for the
second projection p2 : Z → U ,

A(k,j) =
⊕

m∈Z
f∗L⊗(mk+j)|U '

⊕
m∈Z

p2∗(i∗L⊗j ⊗OZ(m))

is a graded SymV ⊗ OU -module of finite presentation by the previous argument,
if we replace U with a relatively compact open subset. Hence A is locally of finite
presentation,

ProjanU A|U ' ProjanU A(k)|U ' f−1U ⊂ Z,
and A(1)∼ ' L. For F , we also have an exact sequence

O⊕s
f−1U ⊗ L⊗(−b) → O⊕r

f−1U ⊗ L⊗(−a) → F|f−1U → 0

some positive integers r, s, 0 < a < b. Thus by the same argument as before,M is
locally of finite presentation and F 'M∼. ¤

Example Let I be a coherent OX -ideal sheaf of X and let A =
⊕∞

d=0 Id

be the graded OX -algebra naturally defined by the powers Id ⊂ OX . We set
V (I) = SuppOX/I. If V (I) = X, then Id = 0 for d À 0 locally on X. Thus
ProjanX A = ∅ in this case. Suppose that V (I) is nowhere-dense in X. Then
f : Y = ProjanX A → X is called the blowing-up (or the blowup) of X along the
ideal I or along V (I). It is an isomorphism over XrV (I). The locus V (I) is called
the center of the blowing-up. The image L of f ∗I → f∗OX = OY is invertible. In
fact, A(1) → A given by Id+1 ⊂ Id is injective and A(1)∼ ' L. If X is a variety,
then so is Y and f : Y → X is a bimeromorphic morphism (cf. §1.d). Conversely,
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let g : Z → X be a morphism such that the image of g∗I → g∗OX = OY is an
invertible sheaf L′. Then there is a morphism h : Z → Y overX such that L′ ' h∗L.
Let E ⊂ Y be the analytic subspace defined by 0 → L → OY → OE → 0. Then
E is an effective Cartier divisor of Y . This is isomorphic to ProjanV B, where
V = SpecanX OX/I and B is the graded OV -algebra

⊕
d≥0 Id/Id+1.

Remark If X is reduced and J is a torsion free sheaf of rank one of X,
then we can define the power Jm as the quotient J ⊗m/(tor) of J ⊗m by the tor-
sion part (J ⊗m)tor for m ∈ N, and J 0 as OX . Then the blowing-up g : V (J ) =
ProjanX

⊕∞
d=0 J d → X along J is defined, where g∗J /(tor) is a g-ample invert-

ible sheaf. Locally on X, the blowing-up g is considered as a usual blowing-up
along some ideal. In fact, we have an injection i : J ↪→ OX locally on X, where
i(J )m ' Jm for any m ≥ 0 and V (J ) ' V (i(J )).

§1.d. Bimeromorphic geometry. A meromorphic mapping f : Y ···→ X of
complex analytic varieties is defined by the graph Γf ⊂ Y ×X such that

(1) Γf is a subvariety of Y ×X,
(2) the first projection Γf → Y is proper and is an isomorphism over a Zariski-

open dense subset of Y .

The image f(Y ) is defined as the image of the graph Γf under the second projection
Y × X → X. If f(Y ) is dense in X, then we say that f is dominant or that Y
dominates X. If the second projection Γf → X is proper, then f is called proper .

If f is proper, X and Y are normal, and if a general fiber of the morphism Γ̃f → X

induced from the normalization Γ̃f of Γf is connected, then f is called a meromor-

phic fiber space. The composite of two meromorphic mappings f : Y ···→ X and
g : X ···→ Z is well-defined when the first projection Γg → X is an isomorphism
over some points of f(Y ). A meromorphic mapping f : Y ···→ X is called bimero-

morphic if the inverse f−1 : X ···→ Y exists as a meromorphic mapping. This is the
case the second projection Γf → X is proper and is an isomorphism over a Zariski-
open dense subset of X. In particular, a bimeromorphic mapping is proper. A
bimeromorphic morphism is a morphism that is a bimeromorphic mapping. Hence
the first projection Γf → Y of the meromorphic mapping f is a bimeromorphic
morphism. Thus a meromorphic mapping Y ···→ X is the composite of a morphism
Z → X and the inverse of a bimeromorphic morphism Z → Y . If Z ′ → X and
Z ′ → Y are another morphism and another bimeromorphic morphism, respectively,
and if the images of induced morphisms Z → Y ×X and Z ′ → Y ×X are the same,
then we consider Z and Z ′ define the same meromorphic mapping Y ···→ X. By
using h : Z → X and µ : Z → Y above, we can define the fiber f−1(x) for x ∈ X by
f−1(x) := µ(h−1(x)). Suppose that there are morphisms Y → S and X → S into
another complex analytic space S. If there is a bimeromorphic mapping Y ···→ X
over S, then Y is said to be bimeromorphically equivalent or bimeromorphic to X
over S.

1.12. Lemma (1) Let f : Y ···→ X be a meromorphic fiber space such

that dimY = dimX. Then f is bimeromorphic.
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(2) Let f : Y ···→ X be a meromorphic fiber space and let h : Y ···→ Z be a

meromorphic map such that h(f−1(x)) is a point for general x ∈ X. Then

there exist a meromorphic map g : X ···→ Z such that h = g ◦ f .
Proof. (1) We may assume that f is holomorphic. Since the function x 7→

dim f−1(x) is upper semi-continuous, there is a normal dense Zariski-open subset
U ⊂ X such that f−1U → U is a homeomorphism. Thus f−1U ' U by Zariski’s
Main Theorem and hence f is bimeromorphic.

(2) Let φ = (f, h) : Y ···→ X × Z be the induced meromorphic map and let Y ′

be the normalization of the image φ(Y ). Then Y ′ → X is proper and its general
fiber consists of one point. Hence Y ′ → X is a bimeromorphic morphism. ¤

Let f : Y → X be a bimeromorphic morphism between normal varieties and
let U ⊂ X be the maximum open subset over which f is an isomorphism. Then
Y r f−1U is called the exceptional locus for f .

If OX,x is not a regular local ring, then x ∈ X is called a singular point. The
set SingX of singular points is called the singular locus and is a proper closed
analytic subset if X is reduced. If SingX = ∅, then X is called non-singular .
A non-singular complex analytic variety is called a complex analytic manifold . A
non-singular complex analytic space is a disjoint union of countably many complex
analytic manifolds. Hironaka’s desingularization theorem [40] states that for a
complex analytic variety X, there is a bimeromorphic morphism µ : Y → X from
a non-singular variety such that, over a relatively compact open subset of X, µ is
the succession of blowups along non-singular centers contained in the singular loci.

Let f : X → Y be a morphism of complex analytic spaces and let F be a
coherent sheaf of X. For a point x ∈ X, the sheaf F is called f -flat at x or flat

over Y at x if Fx is a flat OY,f(x)-module. If OX is flat over Y , then f is called a
flat morphism. A flat morphism is an open mapping and the dimensions of fibers
are locally constant. The set of points x ∈ X at which F is f -flat is Zariski-open
by [16]. Suppose that f is proper and Y is a variety. Then, for a coherent sheaf
F , there is a dense Zariski-open subset U ⊂ Y such that F|f−1U is flat over U .
Moreover, Hironaka’s flattening theorem [41] says that there is a proper morphism
ν : Y ′ → Y satisfying the following conditions:

(1) Over a relatively compact open subset of Y , ν is a succession of blowups
along centers away from U ;

(2) Let µ : X ′ = X ×Y Y ′ → X be the induced morphism and let F ′ be the
quotient sheaf of µ∗F by the maximum coherent subsheaf G such that
SuppG does not dominate Y ′. Then F ′ is flat over Y ′.

We say that the morphism ν flattens F or that ν is a flattening of F . Combining
with resolution of singularities, we may assume that Y ′ above is non-singular. A
flattening of f means a flattening of OX .

Suppose that ν is a flattening of f or F = OX . Then F ′ above is the structure
sheaf OV of a closed subspace V of X ×Y Y ′, where V → Y ′ is flat. We call V

the main component of X ×Y Y ′. If X̃ → V is a bimeromorphic morphism from a
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variety, then the induced morphism X̃ → Y ′ is called a bimeromorphic transform

of f by ν.
Suppose that f : X → Y is a bimeromorphic morphism and let ν : Y ′ → Y

be a flattening of f . Then Y ′ → Y is a projective bimeromorphic morphism over
a relatively compact open subset of X. This corresponds to a relative version of
Chow’s lemma: for a complete algebraic variety X, there exists a bimeromorphic
morphism X ′ → X from a non-singular projective variety.

Let f : X → Y be a surjective morphism from a non-singular space. Then the
fiber f−1(y) is also non-singular for a general point y ∈ Y . This is a theorem of
Sard. Similarly, for a surjective morphism f : X → Y from a normal space, the
general fiber f−1(y) is also normal.

§2. Divisors

§2.a. Weil and Cartier divisors. Let X be an n-dimensional normal com-
plex analytic variety. A prime divisor is an irreducible and reduced subvariety of
codimension one. Let Div′(X) be the free abelian group generated by prime divisors
of X. By attaching an open subset U ⊂ X the group Div′(U), we have a presheaf
of abelian groups on X. Note that the restriction Γ|U might be reducible for a
prime divisor Γ of X. Let DivX be the sheafification. The divisor group Div(X) is
defined to be H0(X,DivX) and an element of Div(X) is called a divisor or a Weil

divisor . A divisor D of X is written as a formal sum

(II-1) D =
∑

aΓ Γ,

where Γ is a prime divisor of X, aΓ ∈ Z, and the support

SuppD :=
⋃

aΓ 6=0
Γ

is an analytic subset of X. In other words, the sum
∑
aΓΓ is locally finite. The

coefficient aΓ is denoted by multΓD and is called the multiplicity along Γ. A
prime divisor contained in the support of D is called a prime component or an
irreducible component. The presentation (II-1) is called the prime decomposition

or the irreducible decomposition of D. We set

D+ :=
∑

aΓ>0
aΓ Γ, and D− :=

∑
aΓ<0

(−aΓ) Γ.

Then D = D+ − D−. The divisors D+ and D− are called the positive and the
negative parts of the prime decomposition of D, respectively. A divisor D is called
an effective divisor if D− = 0. For two divisors D1, D2, if D1−D2 is effective, then
we write D1 ≥ D2 or D2 ≤ D1.

A holomorphic function f on X is called a unit function if 1/f is also holomor-
phic. This is also called a nowhere-vanishing function or an invertible holomorphic
function. A meromorphic function f is called an invertible meromorphic function
if 1/f is also meromorphic. Since X is a variety, a meromorphic f is invertible
unless f is identically zero. The sheaf of germs of invertible holomorphic functions
is denoted by O?

X . The sheaf of germs of meromorphic functions (resp. invertible
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meromorphic functions) is denoted by MX (resp. M?
X). For a meromorphic func-

tion ϕ 6= 0 and a prime divisor Γ of X, the order ordΓ(ϕ) of ϕ along Γ is defined to
be the order of zeros or the minus of the order of poles of ϕ along Γ. The divisor

div(ϕ) :=
∑

ordΓ(ϕ)Γ

is called a principal divisor . The div gives rise to a homomorphism M?
X → DivX

of sheaves. The image CDivX is called the sheaf of germs of Cartier divisors. The
Cartier divisor group CDiv(X) is defined to be H0(X, CDivX). An element of
CDiv(X) is called a Cartier divisor . The condition div(ϕ) = 0 implies that ϕ is a
holomorphic unit function. Thus there is an exact sequence:

(II-2) 0 = {1} → O?
X →M?

X → CDivX → 0.

The principal divisor group Princ(X) is defined to be the image of div : H0(X,M?
X)

→ CDiv(X). For a point x ∈ X, DivX,x = CDivX,x if and only if OX,x is UFD.
If OX,x is UFD for any x ∈ X, then X is called locally factorial. If Div(X) =
CDiv(X), then X is called (globally) factorial .

Let j : Xreg = X r SingX ↪→ X be the open immersion from the non-singular
part. Then the injection CDivX ↪→ DivX is an isomorphism over Xreg. This
induces an isomorphism j∗CDivXreg

' DivX by the following:

2.1. Lemma Let Z ⊂ X be a Zariski-closed subset with codimZ ≥ 2. Then

any prime divisor of X r Z extends to a prime divisor of X.

Proof. The extension property is local on X. Thus, we may assume that
there is a finite surjective morphism p : X → U into an open subset of Cn. Then,
for a prime divisor Γ ⊂ X r Z, p(Γ) r p(Z) is a prime divisor of U r p(Z). Then
p(Γ) r p(Z) = Γ′ r p(Z) for a prime divisor Γ′ of U by a theorem of Thullen [136]
(cf. [118]). Therefore, p−1Γ′ r Z contains Γ as a prime component, and a prime
component of p−1Γ′ is the extension of Γ. ¤

Therefore, we have a long exact sequence:

(II-3) 0→ O?
X →M?

X → DivX → R1 j∗O?
Xreg
→ R1 j∗M

?
Xreg
→ · · · .

§2.b. Reflexive sheaves of rank one. We define a subsheaf OX(D) ⊂MX

for a divisor D as follows: For an open subset U ,

H0(U,OX(D)) = {ϕ ∈ H0(U,M?
X) | div(ϕ) +D|U ≥ 0} ∪ {0}.

If Γ is a prime divisor, then OX(−Γ) is considered as the defining ideal sheaf of
Γ. The sheaf OX(D) is an invertible sheaf (locally free OX -module of rank one) if
and only if D is a Cartier divisor. If D,D1, D2 are Cartier divisors, then OX(D1 +
D2) ' OX(D1) ⊗ OX(D2) and OX(−D) ' OX(D)∨ = HomOX

(OX(D),OX).
Hence, the homomorphism D 7→ OX(D) essentially coincides with the connecting
homomorphism

CDiv(X) = H0(X, CDivX)→ H1(X,O?
X) = Pic(X)
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of the exact sequence (II-2). The natural isomorphism OX(D) ' j∗OXreg
(D|Xreg

)
exists by definition.

A reflexive sheaf is a coherent reflexive OX -module; a coherent sheaf F is
reflexive if and only if its double-dual F∧ := (F∨)∨ is canonically isomorphic to F .
In particular, a reflexive sheaf is a torsion-free OX -module (a torsion-free sheaf).

2.2. Lemma Let F be a coherent sheaf of a normal variety X.

(1) If F ' G∨ for a coherent sheaf G, then F is reflexive.

(2) Assume that F is a subsheaf of a reflexive sheaf G. Then F is reflexive

if and only if codim SuppS ≤ 1 for any non-zero coherent subsheaf S ⊂
G/F .

(3) For an analytic subset Z of codimZ ≥ 2, assume that F|XrZ is reflexive.

Then, for the open immersion j : X r Z ↪→ X, the direct image sheaf

j∗(F|XrZ) is a reflexive sheaf.

(4) If F is reflexive, then Hp
Z(F) = 0 for an analytic subset Z of codimZ ≥ 2

and for p = 0, 1.

In particular, the sheaf OX(D) for a divisor D is a reflexive sheaf of rank one.

Proof. (1) There are natural homomorphisms G → G∧ and G∨ → (G∨)∧. The
dual of the first one is the inverse to the second.

(2) For a non-zero coherent subsheaf S of G/F , there is an intermediate coherent
sheaf F ⊂ F ′ ⊂ G with F ′/F ' S. We have an exact sequence

0→ HomOX
(S,OX)→ F ′∨ → F∨ → Ext1

OX
(S,OX).

If codim SuppS ≥ 2, then Ext i(S,OX) = 0 for i ≤ 1, by a property of depth. Hence,
if F is reflexive, then codim SuppS ≤ 1. If F is not reflexive, then F ⊂ F∧ ⊂ G
and S = F∧/F is a non-zero subsheaf of G/F with codim SuppS ≥ 2.

(3) We may consider locally on X. Thus we may assume that F is torsion-free

and that there is a surjective homomorphism O⊕k
X ³ F∨. Then F ↪→ O⊕k

X . Let

S ⊂ O⊕k
X /F be the subsheaf defined as the union

⋃
H0

W (O⊕k
X /F)

for all the analytic subsets W ⊂ X of codimW ≥ 2. Then S is a coherent sheaf.
Let F ⊂ F ′ ⊂ O⊕k

X be the intermediate sheaf satisfying F ′/F ' S. Then

j∗(F|XrZ) ⊂ F ′ ⊂ O⊕k
X = j∗O⊕k

XrZ

and F ′|XrZ ' F|XrZ . Thus F ′ = j∗(F|XrZ).
(4) follows from the isomorphism F ' j∗(F|XrZ) given in (3). ¤

Remark The second condition of (2) is equivalent to that, for any x ∈ X, the
height of an associated prime of the OX,x-module (G/F)x is 0 or 1.

An effective divisor D is considered as an analytic subspace defined by the ideal
sheaf OX(−D) ⊂ OX . For an effective divisor D, its reduced part Dred is defined
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to be the reduced structure of the analytic subspace D. In other words, it is defined
by

Dred :=
∑

Γ: prime component of D

Γ,

which is identified with SuppD. An effective divisorD is called reduced ifD = Dred.
Let ζ 6= 0 be a meromorphic section of a reflexive sheaf L of rank one on X.

Then, as in the case of meromorphic functions, the order ordΓ(ζ) for any prime
divisor Γ is defined. The divisor div(ζ) :=

∑
ordΓ(ζ)Γ is also defined and there is

an isomorphism OX(div(ζ)) ' L. Therefore, a reflexive sheaf of rank one admitting
non-zero meromorphic sections is derived from a divisor. Every reflexive sheaf of
rank one is derived from a divisor if X is a projective variety or a Stein space.
The set Ref1(X) of isomorphism classes of all the reflexive sheaves of rank one
of X has a structure of abelian group; the product is given by the double-dual
of the tensor product and the inverse is given by the dual. The Picard group
Pic(X) = H1(X,O?

X) is a subgroup. We have a group homomorphism Div(X) 3
D 7→ OX(D) ∈ Ref1(X).

Example For an analytic subset Z ⊂ X of codimZ ≥ 2, the restriction ho-
momorphism Div(X) → Div(X r Z) is bijective by 2.1. On the other hand,
Ref1(X) → Ref1(X r Z) is not necessarily surjective as in the following example:
Let X be the two-dimensional unit polydisc

{(x, y) ∈ C2 | |x| < 1, |y| < 1}
and let Z = {(0, 0)}. Then Ref1(X rZ) = Pic(X rZ) ' H1(X rZ,OX), which is
an infinite-dimensional vector space. In fact, the isomorphism is derived from the
exponential sequence and the vanishing Hp(X r Z,Z) = 0 for p ≤ 2. On the other
hand, Ref1(X) = Pic(X) = {1}.

2.3. Lemma Let Ref •
X be the complex :

[· · · → 0→M?
X → DivX → 0→ · · · ]

of sheaves of abelian groups on X, where M?
X lies in the degree 0 and the homo-

morphism appears in (II-3). Then the hyper-cohomology group H1(X,Ref •X) is

isomorphic to Ref1(X).

Proof. Let I be the image of R1 j∗O?
Xreg

→ R1 j∗M
?
Xreg

. Then there is a

distinguished triangle

· · · → I[−2]→ Ref •X → τ≤1(Rj∗O?
Xreg

)
+1−−→ I[−1]→ · · ·

in the derived category of sheaves of abelian groups of X. Thus H1(X,Ref •X) is
isomorphic to the kernel of

H1(Xreg,O?
Xreg

)→ H0(X, I).
Since every reflexive sheaf of rank one is locally derived from divisors, we have the
isomorphism. ¤
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Two divisors D1 and D2 are said to be linearly equivalent if D1 − D2 is a
principal divisor, equivalently, OX(D1) ' OX(D2). We write D1 ∼ D2 for the
linear equivalence relation. Let C`(X) and CC`(X) be the divisor class group

Div(X)/Princ(X) and the Cartier divisor class group CDiv(X)/Princ(X), respec-
tively. We have canonical injections C`(X) ↪→ Ref1(X) and CC`(X) ↪→ Pic(X)
by D 7→ OX(D). The sheafification C`X of the presheaf U 7→ C`(U) is canonically
isomorphic to the cohomology sheaf

H1(Ref •X) ' DivX/CDivX ' H1
Sing X(CDivX).

The injections C`(X) ↪→ Ref1(X) and CC`(X) ↪→ Pic(X) are not necessarily
isomorphic, in general.

§2.c. Intersection numbers. Let X be a complex analytic space. For the
connecting homomorphism Pic(X) → H2(X,Z) derived from the exponential se-
quence of X, we denote by c1(L) the image of an invertible sheaf L and call it the
first Chern class of L. Let Z be a compact analytic subvariety of X of dimension d.
Then it is also regarded as a generator of H2d(Z,Z) and defines a homology class
cl(Z) ∈ H2d(X,Z). Let L1, L2, . . . , Ld be invertible sheaves on X. By the natural
pairing 〈 , 〉 : H2d(X,Z)×H2d(X,Z)→ Z, we can define the intersection number

(L1,L2, . . . ,Ld;Z) := L1L2 · · · Ld · Z
:= 〈c1(L1) ∪ c1(L2) ∪ · · · ∪ c1(Ld), cl(Z)〉,

where ∪ stands for the cup-product. If X itself is a compact variety of dimension
n, then we denote L1L2 · · · Ln = (L1,L2, . . . ,Ln;X).

Let Z be a reduced complex analytic space purely of dimension d, U a dense
Zariski-open subset contained in the non-singular locus Zreg, and let W := Z r U .
Note that U is a disjoint union of complex analytic manifolds of dimension d. Let
ω

top•
Z be the topological dualizing complex defined by Verdier [144] as the twisted

inverse image ε!Z for the structure morphism ε : Z → Specan C in the derived
category of sheaves of abelian groups of Z. Then, for the open immersion j : U ⊂ Z,
we have a distinguished triangle

· · · +1−−→ ω
top•
W → ω

top•
Z → Rj∗ZU [2d]

+1−−→ ω
top•
W [1]→ · · · .

Then the cohomology sheaf H−2d(ωtop•
Z ) is isomorphic to j∗ZU and Hi(ωtop•

Z ) = 0
for i < −2d.

2.4. Lemma Let X be a normal complex analytic variety of dimension n and

let Z be a reduced divisor. Then the group DivZ(X) = H0
Z(X,DivX) of divisors of

X supported in Z is isomorphic to H2−2n
Z (X,ωtop•

X ). Moreover, the isomorphism

extends to

Div(X) ' lim−→Z⊂X
H2−2n

Z (X,ωtop•
X ).

Proof. Since Hi
Z(X,ωtop•

X ) ' Hi(Z,ωtop•
Z ) for any i, we have

H2−2n
Z (X,ωtop•

X ) ' H0(U,Z)
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for any Zariski-open dense subset U of Z contained in Zreg. Thus we have an

isomorphism DivZ(X) ' H0(Zreg,Z) ' H0(U,Z). For another reduced divisor

Z ′ ⊃ Z, the homomorphism H2−2n
Z (X,ωtop•

X ) → H2−2n
Z′ (X,ωtop•

X ) is described as
follows: Let U be the intersection Z ′

reg ∩Zreg and U ′ be the complement Z ′
reg rZ.

Then

H0(Z ′
reg,Z) ' H0(U,Z)⊕H0(U ′,Z) ' H0(Zreg,Z)⊕H0(U ′,Z).

The natural homomorphism H0(Zreg,Z)→ H0(Z ′
reg,Z) as the extension by zero is

isomorphic to the homomorphism above. Therefore, it corresponds to the natural
inclusion DivZ(X) ⊂ DivZ′(X). Since Div(X) =

⋃
DivZ(X), we are done. ¤

Let X be a normal complex analytic variety of dimension n and let Divc(X) =
H0

c(X,DivX) be the group of divisors with compact support. Then there is a

natural homomorphism Divc(X) → H2−2n
c (X,ωtop•

X ) = H2n−2(X,Z). This is just
the homomorphism giving the homology class cl(D) for a divisor D with compact
support. Let CDivc(X) be the intersection CDiv(X) ∩ Divc(X) = H0

c(X, CDivX).
Then CDivc(X) → H2

c(X,Z) is induced from (II-2) and the exponential sequence
of X. We have another homomorphism

H2
c(X,Z)→ H2−2n

c (X,ωtop•
X ) = H2n−2(X,Z)

since Z ' H−2n(ωtop•
X ). This is nothing but the Poincaré isomorphism.

2.5. Lemma The diagram

CDivc(X) −−−−→ Divc(X)
y

y

H2
c(X,Z) −−−−→ H2n−2(X,Z)

is commutative.

Proof. Let Z ⊂ X be a reduced divisor. Then there is a Zariski-open dense
subset V ⊂ X such that V and V ∩ Z are non-singular and V ∩ Z is dense in Z.
Let

ψ : H0
Z(CDivX)→ H1

Z(O?
X)→ H2

Z(ZX)

be a homomorphism induced from (II-2) and the exponential sequence of X. For
a point x ∈ V ∩ Z, there is an open neighborhood U ⊂ V isomorphic to an n-
dimensional unit polydisc with a coordinate system z1, z2, . . . zn such that U ∩Z =
div(z1). Then H0

Z(CDivX)x ' Z div(z1) and H2
Z(ZX)x ' (R1j∗ZXrZ)x ' Z for

the open immersion j : X r Z ↪→ X. Here ψ(div(z1)) corresponds to giving the
integral

1

2π
√
−1

∫

γ

d z1
z1

for γ ∈ H1(U r Z,Z). Thus ψ is an isomorphism. Hence the homomorphism
CDivV ∩Z(V )→ H2

V ∩Z(V,Z), which is induced from (II-2) and the exponential se-

quence of V , is an isomorphism and is isomorphic to DivV ∩Z(V )→ H2−2n
V ∩Z (V,ωtop•

V )
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described in the proof of 2.4. Here the restrictions DivZ(X) → DivV ∩Z(V ) and

H2−2n
Z (X,ωtop•

X )→ H2−2n
V ∩Z (V,ωtop•

V ) are both isomorphic. Hence

CDivZ(X) −−−−→ DivV ∩Z(V ) DivZ(X)
y

y
y

H2
Z(X,Z) −−−−→ H2

V ∩Z(V,Z) H2
Z(X,ωtop•

X )

is commutative. By considering the inductive limit for compact reduced divisors
Z, we have the commutativity of the diagram in question. ¤

2.6. Corollary If D is a principal divisor with compact support, then cl(D) =
0. In particular, the intersection number

L1L2 · · · Ln−1 ·D = 0

for any Li ∈ Pic(X).

2.7. Corollary Suppose that X is a compact normal variety of dimension n
and let D be a Cartier divisor. Then

(L1,L2, . . . ,Ln−1;D) = (L1,L2, . . . ,Ln−1,OX(D);X)

for invertible sheaves L1, L2, . . . , Ln−1 of X.

Proof. The homology class cl(D) comes from the first Chern class c1(OX(D))
in H2(X,Z) = H2

c(X,Z) and the intersection is induced from

H2n−2(X,Z)×H2
c(X,Z)→ H2n−2(X,Z)×H2n−2(X,Z)→ Z. ¤

§2.d. Q-divisors and R-divisors. Let Q be the field of rational numbers and
R be that of real numbers. Let K be Q or R. A K-divisor and a K-Cartier divisor

are defined to be elements of

Div(X,K) := H0(X,DivX ⊗ K) and CDiv(X,K) := H0(X, CDivX ⊗ K),

respectively. Note that Div(X,K) is not necessarily isomorphic to Div(X)⊗K. But

H0
c(X,DivX)⊗ K ' H0

c(X,DivX ⊗ K)

holds. Hence, if X is compact, then Div(X) ⊗ K ' Div(X,K). Under the natural
inclusions Div(X) ⊂ Div(X,Q) ⊂ Div(X,R), a divisor is considered as a K-divisor.
A divisor D is Q-Cartier if and only if some multiple of D is a Cartier divisor,
locally on X. A divisor D is R-Cartier if and only if it is Q-Cartier by 2.9 below.
In order to distinguish “K-Cartier Weil divisor” from “K-Cartier K-divisor”, we
sometimes call a usual (Weil) divisor by a Z-divisor . If X is locally factorial, then
CDivX ⊗ Q = DivX ⊗ Q and hence CDiv(X,Q) = Div(X,Q). If CDivX ⊗ Q =
DivX ⊗ Q, then X is called locally Q-factorial. If CDiv(X,Q) = Div(X,Q), then
X is called (globally) Q-factorial . A principal K-divisor is an element of the image
Princ(X,K) of

div : H0(X,M?
X ⊗ K)→ Div(X,K).
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Let Γ be a prime divisor of X. For an R-divisor D, the multiplicity multΓD ∈ R
is similarly defined. An R-divisor is called effective if multΓD ≥ 0 for any prime
divisor of X. For two R-divisors D1 and D2, we also write D1 ≥ D2 or D2 ≤ D1,
if D1 −D2 is effective. The prime decomposition and the support of D are defined
similarly. For the prime decompositionD =

∑
aiΓi of an R-divisor, the round-down

(or the integral part) is defined to be the divisor

xDy =
∑
xaiy Γi,

where xaiy is the maximal integer not greater than ai. The round-up and the

fractional part are defined to be pDq := − x−Dy and 〈D〉 := D− xDy , respectively.
For an effective K-divisor D, its reduced part Dred is defined by

Dred =
∑

Γ: prime component of D

Γ,

which is identified with SuppD.
Two R-divisors D1 and D2 are said to be linearly equivalent if D1 − D2 ∈

Princ(X) ⊂ Div(X,R). We denote the linear equivalence also by D1 ∼ D2. If
D1 ∼ D2, then

xD1y ∼ xD2y ,
pD1
q ∼ pD2

q , and 〈D1〉 = 〈D2〉.
Two R-divisors D1 and D2 are said to be K-linearly equivalent if D1 − D2 ∈
Princ(X,K). We denote the K-linear equivalence by D1 ∼K D2.

2.8. Lemma Let D be a Q-divisor and let ∆ be an effective R-divisor on a

normal variety. Suppose that

∆ = D +
∑

ri div(fi)

for some finitely many meromorphic functions fi and for some real numbers ri.

Then, for any ε > 0, there is an effective Q-divisor ∆′ such that

(1) Supp∆ = Supp ∆′,

(2) |multΓ ∆−multΓ ∆′| < ε for any prime divisor Γ,

(3) D ∼Q ∆′.

Proof. Let Γ1, Γ2, . . . , Γk be all the prime components of the reduced divisor

S := SuppD ∪ Supp ∆ ∪
⋃

Suppdiv(fi).

Let VQ be the k-dimensional Q-vector space generated by Γ1, . . . , Γk: VQ =
⊕

QΓi.
A vector in VQ corresponds to a Q-divisor supported on S. We set V = VQ ⊗ R.
The first quadrant cone V ≥0 of V with respect to the base (Γ1, . . . ,Γk) is identified
with the set of effective R-divisors supported on S. Let WQ ⊂ VQ be the Q-vector
subspace generated by prime components of ∆ and set W = WQ ⊗ R. We have

W ∩ V ≥0 3 ∆ = D +
∑

ri div(fi).

Let LQ ⊂ VQ be the Q-vector subspace generated by div(fi) and set L = LQ ⊗ R.
If L ∩W = 0, then {∆} = ({D} + L) ∩W and hence ∆ ∈ ({D} + LQ) ∩WQ. In
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other words, ∆ ∼Q D. Suppose that L ∩W 6= 0. Let C be the interior of the cone
W ∩ V ≥0. Then

∆ ∈ ({D}+ L) ∩ C = ({∆}+ (L ∩W )) ∩ C.
There is an open neighbourhood U of 0 in L ∩W with {∆} + U ⊂ C, since C is
open in W . Hence,

∅ 6= ({∆}+ U) ∩WQ ⊂ ({D}+ LQ) ∩ C.
Thus the expected Q-divisor ∆′ exists for any ε > 0. ¤

2.9. Corollary Let D1 and D2 be two Q-divisors with D1 ∼R D2. Then

D1 ∼Q D2 holds on any relatively compact open subset.

Proof. Apply 2.8 to D = D1 −D2 and ∆ = 0. ¤

The first Chern classes c1(D) ∈ H2(X,K) for K-Cartier divisors D and the
homology classes cl(E) ∈ H2n−2(X,K) for K-divisors E with compact support
are naturally defined, where n = dimX. In particular, we can consider inter-
section numbers for R-divisors with compact support with a cohomology class in
H2n−2(X,R).

We define the following K-versions of the divisor class group, the Cartier divisor
class group, the Picard group, and the group of reflexive sheaves of rank one:

C`(X,K) := Div(X,K)/Princ(X,K), CC`(X,K) := CDiv(X,K)/Princ(X,K),

Pic(X,K) := H1(X,O?
X ⊗ K), Ref1(X,K) := H1(X,Ref •X

L
⊗ K).

Then the following commutative diagram exists:

CC`(X,K) −−−−→ C`(X,K)
y

y

Pic(X,K) −−−−→ Ref1(X,K).

Let Ref •X,K be the following complex of sheaves of abelian groups on X:

[· · · → 0→M?
X → DivX ⊗ K→ 0→ · · · ],

where M?
X lies in the degree 0. An element of the hyper-cohomology group

Ref1(X)K := H1(X,Ref •X,K)

is called a reflexive K-sheaf of rank one. Similarly for the complex

Pic•X,K := [· · · → 0→M?
X → CDivX ⊗ K→ 0→ · · · ]

of sheaves of abelian groups on X, an element of the hyper-cohomology group

Pic(X)K := H1(X,Pic•X,K)
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is called an invertible K-sheaf . There is a canonical injection Pic(X)K ↪→ Ref1(X)K.
For a reflexive K-sheaf L of rank one, the round-down xLy ∈ Ref1(X), the round-
up pLq ∈ Ref1(X), and the fractional part 〈L〉 ∈ Div(X,K) are naturally defined
by the homomorphism

H1(X,Ref •X,K)→ H0(X,DivX ⊗ K/Z).

2.10. Lemma There is a short exact sequence

0→ Div(X)→ Ref1(X)⊕Div(X,K)→ Ref1(X)K → 0.

Proof. By definition, there exists a distinguished triangle

· · · → DivX [−1]→ Ref •X ⊕ (DivX ⊗ K[−1])→ Ref •X,K
+1−−→ DivX → · · · .

It is enough to show that

H1(X,DivX)→ H1(X,DivX ⊗ K)

is injective. Let {Ui}i∈I be an open covering of X and let ∆i be a K-divisor of
Ui such that Di,j := (∆i)|Ui∩Uj

− (∆j)|Ui∩Uj
are Z-divisors for i, j ∈ I. Then

Di,j = ( x∆iy )|Ui∩Uj
− ( x∆jy )|Ui∩Uj

. Thus we have the injectivity. ¤

For a reflexive sheaf L of rank one and for a K-divisor D, we write by L(D) the
reflexive K-sheaf of rank one corresponding to the image of (L, D) under Ref1(X)⊕
Div(X,K)→ Ref1(X)K. Here xL(D)y = L( xDy ), pL(D)q = L( pDq ), and 〈L(D)〉 =
〈D〉. Note that L(D) is not a usual sheaf in general, but if D is a Z-divisor, then it is
regarded as a reflexive sheaf of rank one isomorphic to the double-dual of L⊗OX(D).
If L(D) = L′(D′) in Ref1(X)K for another reflexive sheaf L′ of rank one and another
K-divisor D′, then D − D′ ∈ Div(X) and OX(D − D′) ' HomOX

(L,L′). Thus
L(D) and L′(D′) are considered to be linearly equivalent: L(D) ∼ L′(D′). Note
that

0→ Pic(X)K → Ref1(X)K → H0(X, C`X ⊗ K)

is exact. Thus a reflexive K-sheaf L of rank one is contained in Pic(X)K if and only
if it is linearly equivalent to a K-Cartier divisor locally on X.

§2.e. Pullback and push-forward. Let f : Y → X be a morphism of normal
complex analytic varieties. The pullback f ∗L of an invertible sheaf L ∈ Pic(X) is
defined by the natural pullback homomorphism f ∗ : Pic(X)→ Pic(Y ) induced from
the sheaf homomorphism O?

X → f∗O?
Y . It also induces f∗ : Pic(X,K)→ Pic(Y,K)

for K = Q or R. If C ⊂ X is a compact irreducible curve and if f : Y → C ⊂ X is
the normalization of C, then we have L · C = deg f ∗L ∈ R for L ∈ Pic(X,R).

Suppose that the image f(Y ) has the following property: if U ⊂ X is an open
subset with f(Y ) ∩ U 6= ∅, then f(Y ) ∩ U is not contained in any proper analytic
subset of U . This condition is satisfied, for example, if f is surjective. Then there is
a natural homomorphism M?

X → f∗M
?
Y which induces CDivX → f∗CDivY . Hence,

the pullback homomorphisms

f∗ : CDiv(X)→ CDiv(Y ), f∗ : CDiv(X,K)→ CDiv(Y,K)
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are derived. These are compatible with f ∗ for Pic(X) and Pic(X,K).
Suppose that f : Y → X is proper surjective. A prime divisor Γ of Y is called

f -horizontal if f(Γ) = X, and is called f -vertical , otherwise. An f -vertical prime
divisor Γ is called f -exceptional if codimX f(Γ) ≥ 2. Let I be the set of f -vertical
but not f -exceptional prime divisors. Let D be a K-divisor of X. Then it is K-
Cartier on the non-singular locus Xreg. Thus we can consider the multiplicity of
f∗(D|Xreg

) along Γ ∈ I. We define

f [∗]D = f [∗](D) =
∑

Γ∈I
multΓ(f∗(D|Xreg

))Γ,

which is called the proper inverse image or the proper pullback of D by f (cf. [45]).

2.11. Lemma Let D be an R-Cartier divisor of X. If f is surjective, then

there is a canonical homomorphism

OX( xDy )→ f∗OY

(
xf

∗Dy
)
.

If f is a fiber space, then the homomorphism is isomorphic.

Proof. Let ϕ be a meromorphic function defined on an open subset U of
X such that div(ϕ) + D|U ≥ 0. Then div(f∗ϕ) + f∗D|f−1U ≥ 0. This defines
the canonical homomorphism. Next, suppose that f is a fiber space. Let ψ be a
meromorphic function defined on f−1U such that ∆ := div(ψ) + f∗D|f−1U ≥ 0.
Then, for a general fiber F = f−1(x), ∆|F is an effective R-divisor R-linearly
equivalent to zero. Hence any component of ∆ is f -vertical. In particular, ψ|F is
a constant function. Since F is connected, ψ descends to a meromorphic function
on U . Thus the homomorphism is isomorphic. ¤

Let f : Y → X be a morphism of normal complex analytic varieties. Suppose
that f is a proper surjective and generically finite morphism. The norm mapping
NmY/X : f∗OY → OX is defined as follows: a holomorphic function α ∈ H0(Y,OY )
induces an OX -linear homomorphism

f∗OY 3 ϕ 7−→ αϕ ∈ f∗OY

and an OX -linear homomorphism between the double-duals of determinants:

det(f∗OY )∧ → det(f∗OY )∧.

The latter corresponds to the multiplication by NmY/X(a) ∈ H0(X,OX). The norm
mapping extends to NmY/X : f∗MY →MX . Let ∆ be an effective divisor of Y and
let OY → OY (∆) be a natural injective homomorphism. Then f∗OY → f∗OY (∆)
induces an effective divisor f∗∆ such that

OX(f∗∆) '
(
det(f∗OY (∆))⊗ det(f∗OY )∨

)∧
.

Let Γ be a prime divisor of Y . If Γ is f -exceptional, then f∗Γ = 0. If f(Γ) is a
divisor, then f∗Γ = af(Γ) for the mapping degree a of Γ→ f(Γ). For two effective
divisors ∆1, ∆2, we have f∗(∆1 + ∆2) = f∗∆1 + f∗∆2. Thus f∗ gives rise to a
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homomorphism f∗ : f∗DivY → DivX . In particular, f∗ div(α) = div(NmY/X(α))

for 0 6= α ∈ H0(Y,OY ). Hence we have a commutative diagram of exact sequences

0 −−−−→ f∗O?
Y −−−−→ f∗M

?
Y −−−−→ f∗DivYyNmY/X

yNmY/X

yf∗

0 −−−−→ O?
X −−−−→ M?

X −−−−→ DivX .

Note that if D1 ∼ D2, then f∗D1 ∼ f∗D2. But f∗D for a Cartier divisor D is not
necessarily a Cartier divisor. If E is a Cartier divisor of X, then f∗f

∗E = (deg f)E.
Let Z be a reduced divisor of X. Then f∗ induces Divf−1Z(Y ) → DivZ(X). By
2.4, it is isomorphic to the natural homomorphism

H2−2n
f−1Z(Y,ωtop•

Y )→ H2−2n
Z (X,ωtop•

X )

induced from the property of ωtop•, where n = dimX. In particular,

L1L2 · · · Ln−1 · f∗D = f∗L1f
∗L2 · · · f∗Ln−1 ·D

for a divisor D of Y with compact support and invertible sheaves Li of X. The
push-forward f∗ is also defined for K-divisors by the linearity of f∗. Here the linear
equivalence∼ and the K-linear equivalence∼K are also preserved. The push-forward
extends to reflexive sheaves of rank one by

Ref1(Y ) 3 L 7→ (det(f∗L)⊗ det(f∗OY )∨)
∧ ∈ Ref1(X).

Note that the push-forward is different from the direct image f∗ as a sheaf.
Next, we consider the pullback and push-forward in the case of meromorphic

mappings. Let f : Y ···→ X be a meromorphic mapping of normal varieties. Let
µ : Z → Y be a bimeromorphic morphism from a normal variety such that f ◦ µ
is a morphism g : Z → X. If g is surjective, then, for a K-Cartier divisor D, we
have the pullback g∗D and its push-forward µ∗(g

∗D). We define the pullback f∗D
as the K-divisor µ∗(g

∗D), which does not depend on the choice of µ : Z → Y . If
f is bimeromorphic, then f∗D is called the total transform of D. Similarly, if g is
proper and surjective, then we define the proper pullback f [∗]D for a K-divisor D
of X as µ∗(g

[∗]D). If f is bimeromorphic, then f [∗]D is called the proper transform

or the strict transform of D. Suppose that g is a generically finite proper surjective
morphism. Let E be a K-divisor of Y . We define the push-forward f∗E as g∗(µ

[∗]E).
Note that f∗E 6= g∗µ

∗E for some K-Cartier divisor E. If f is bimeromorphic, then
f [∗]D = (f−1)∗D for any K-divisor D of X.

As a final remark on the pullback of divisors, we consider some divisors which
are not Cartier but admit reasonable pullbacks. Let f : Y → X be a bimeromorphic
morphism from a non-singular variety onto a normal variety. Then f∗DivY → DivX

is surjective and CDivX → f∗DivY is injective. Let us consider the composition

(II-4) f∗DivY → R1 f∗O?
Y → (R2 f∗ZY )⊗Q ' R2 f∗QY .

Let K be the kernel of (II-4) and let NDivX ⊂ DivX be the image of K under
f∗DivY → DivX . Then the following properties hold:
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(1) NDivX does not depend on the choice of Y ;
(2) K is isomorphic to NDivX ;
(3) CDivX ⊂ NDivX ⊂ DivX .

(2) is proved by an argument in Chapter III, §5.a. A divisor D contained in the
group NDiv(X) := H0(X,NDivX) is called a numerically Q-Cartier Z-divisor. In
this case, there is a Q-divisor E of Y such that f∗E = D and E · γ = 0 for any
irreducible curve γ contained in fibers of f .

2.12. Lemma (cf. [99]) Let f : Y → X be a bimeromorphic morphism from a

non-singular variety.

(1) For a point x ∈ X, (R1 f∗OY )x = 0 if and only if the stalk C`X,x is a

finitely generated abelian group.

(2) If R1 f∗OY = 0, then NDivX ⊂ CDivX ⊗Q.

In particular, every numerically Q-Cartier Z-divisor is Q-Cartier if R1 f∗OY = 0.

Proof. (1) We have a surjection

Im(f∗DivY → R1 f∗O?
Y )³ DivX/CDivX ' C`X .

If (R1 f∗OY )x = 0, then (R1 f∗O?
Y )x ⊂ (R2 f∗ZY )x ' H2(f−1(x),Z) is a finitely

generated abelian group and so is C`X,x. The kernel of (f∗DivY )x → (DivX)x

is generated by the f -exceptional prime divisors over an open neighborhood of x.
Hence if C`X,x is finitely generated, then so is Im(f∗DivY → R1 f∗O?

Y )x. However

the image contains (R1 f∗OY )x/(R
1 f∗ZY )x. Therefore (R1 f∗OY )x = 0.

(2) For the kernel K of (II-4), the stalk at a point x of the image of K →
R1 f∗O?

Y is a torsion group. Since NDivX is the image of K, NDivX,x/CDivX,x is
a finite group. Therefore NDivX ⊂ CDivX ⊗Q. ¤

Let NDiv(X,K) denote the group H0(X,NDivX ⊗ K). For a surjective mor-
phism g : Z → X of normal varieties, the pullback g∗ : CDiv(X,K) → CDiv(Z,K)
extends to g∗ : NDiv(X,K)→ NDiv(Z,K). The pullback g∗D is called the numer-

ical pullback for D ∈ NDiv(X,K) (cf. Chapter III, §5.b).
Suppose that n = dimX = 2. Then, for a numerically Q-Cartier Z-divisor D

and for an irreducible compact curve γ, the intersection number is well-defined by

D · γ := f∗D · γ′,
where f : Y → X is a desingularization and γ ′ is the proper transform of γ. However
if n > 2, then the intersection number is not well-defined in general:

Example Let E be an elliptic curve and L be a very ample invertible sheaf of
E. We consider the surface S = E×E and the P1-bundle π : P = PS(OS⊕p∗1L)→ S,
where p1 : S → E is the first projection. Let Σ ⊂ P be the section of π corresponding
to the projection OS ⊕ p∗1L → OS . For the tautological invertible sheaf OP(1), we
have an isomorphism OP(1)|Σ ' OΣ. Further OΣ(−Σ) is isomorphic to p∗1L by π.
Let H be a divisor of P such that OP(H) is isomorphic to OP(1) ⊗ π∗p∗2L, where
p2 is the second projection. Then the linear system |H| is base-point free (cf. §3.a)
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and defines a birational morphism f : P → X onto a three-dimensional normal
projective variety such that

(1) C = f(Σ) is isomorphic to E,
(2) f−1C = Σ,
(3) f |Σ is isomorphic to p2 : S → E,
(4) f induces an isomorphism P r Σ ' X r C.

Let ∆ ⊂ S = E × E be the diagonal and let F ⊂ S be a fiber of p1. Let D be a
divisor of P such that OP(D) is isomorphic to OP(1)⊗ π∗OS(∆− F ). Then, for a
fiber γ of f , we have D ·γ = 0. Thus f∗D is numerically Q-Cartier. Let C0 and C1,

respectively, be the inverse images of ∆ and F under the isomorphism π : Σ
'−→ S.

Then f(∆) = f(F ) = C, D ·C0 = (∆−F ) ·∆ = −1, and D ·C1 = (∆−F ) ·F = 1.
Therefore, it is not possible to define f∗D · C in a natural way.

§3. D-dimension

§3.a. Linear systems of R-divisors. Let X be a normal complex analytic
variety and let L be a reflexive R-sheaf of rank one (cf. §2.d). We denote by |L|
the set of effective R-divisors linearly equivalent to L. Note that if an R-divisor
∆ is linearly equivalent to L, then x∆y ∼ xLy and 〈∆〉 = 〈L〉. Hence we have
the identification |L| = | xLy | + 〈L〉. An effective Z-divisor ∆ defines an ideal
OX(−∆) ⊂ OX and equivalently an injective homomorphism OX ↪→ OX(∆) up to
unit holomorphic functions. Thus any member of |L| is derived from a non-zero
global section of xLy . Hence |L| is set-theoretically identified with the quotient
space

H0(X, xLy ) r {0}/H0(X,O?
X)

by the scalar action.
A linear system Λ = Λ(L,L) is defined to be the projective space

Λ = P(L∨) = Lr {0}/C?

associated with a finite-dimensional vector subspace L ⊂ H0(X, xLy ). Usually, we
assume that Λ 6= ∅ and hence L 6= 0. A point λ ∈ Λ defines an effective R-divisor ∆λ

linearly equivalent to L. If H0(X,OX) ' C and if L = H0(X, xLy ), then Λ is set-
theoretically identified with |L| and is called a complete linear system. We denote
the linear system Λ(L, xLy ) by xΛy and the R-divisor 〈L〉 by 〈Λ〉. Then we can write
Λ = xΛy+〈Λ〉. The base locus BsΛ of the linear system Λ is defined set-theoretically
as the intersection of Supp∆λ for all λ ∈ Λ. Thus BsΛ = Bs xΛy ∪ Supp〈Λ〉. If
BsΛ = ∅, then Λ is called base-point free. In this case, L is regarded as an invertible
sheaf which is generated by finitely many global sections.

The evaluation mapping

(II-5) L⊗C OX → H0(X, xLy )⊗C OX → xLy
is not zero. Let G be the image. Then G ↪→ xLy is isomorphic over a dense Zariski-
open subset of X. Thus PX(G)→ X admits a meromorphic section X ···→ PX(G).
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Therefore, we have a meromorphic mapping

ΦΛ : X ···→ PX(G) ···→ P(L) = Λ∨

into the dual projective space of Λ. By taking the dual of (II-5), we have an
injection

( xLy )∨ → L∨ ⊗C OX .

It defines an effective R-divisor D = DΛ of X × Λ such that 〈D〉 = p∗1〈Λ〉,
OX×Λ( xDy ) ' p∗1( xLy )⊗ p∗2OΛ(1), and D|X×{λ} = ∆λ ⊂ X

for the projections p1, p2 and for λ ∈ Λ. The base locus Bs Λ is the set of points
x ∈ X with p−1

1 (x) = Dx = Λ. If x 6∈ Bs Λ, then the fiber p−1
1 (x) = Dx ⊂ Λ is a

hyperplane and it specifies a point of the dual space Λ∨. The point coincides with
the image ΦΛ(x). Let

L⊗C ( xLy )∨ → H0(X, xLy )⊗C ( xLy )∨ → OX

be the homomorphism induced from (II-5) and let I be the image. Then the base
locus Bs xΛy is regarded as a closed subspace defined by the ideal I. The fixed

part or the fixed (R-)divisor is defined to be the maximum effective R-divisor Λfix

satisfying ∆λ ≥ Λfix for any λ ∈ Λ. In other words, 〈Λfix〉 = 〈Λ〉 and

OX(− xΛfixy ) = I∧.
In particular, L(−Λfix) is a usual reflexive sheaf of rank one. The linear system
Λ(L,L(−Λfix)) is denoted by Λred. Then Λ = Λred + Λfix. We can identify ΦΛred

with ΦΛ. Here, BsΛred is the locus of indeterminacy of ΦΛ. If Λfix = 0, then Λ is
called reduced or fixed-part free. If Λ(L,L)fix = 0 for some linear subspace L, then
L is called fixed-part free.

Let f : Y → X be a proper surjective morphism from a normal variety. Let Λ =
Λ(L,L) be a linear system in which L is R-Cartier: L ∈ Pic(X)R. Then we can de-
fine its pullback f∗Λ as follows: For the pullback f∗L, there is a canonical injective
homomorphism xLy → f∗

(
xf

∗Ly

)
by 2.11. For the image L′ ⊂ H0

(
Y, xf

∗Ly

)
of

L under the homomorphism above, we define f ∗Λ = Λ(L′, f∗L). Here, Λ and f∗Λ
are isomorphic to each other as a projective space and Φf∗Λ = ΦΛ ◦ f .

We can generalize the notion of linear systems to the following relative situation:
Let π : X → S be a proper surjective morphism into another complex analytic
variety. Let F ⊂ π∗( xLy ) be a non-zero coherent subsheaf. Then PS(F∨) should
be the relative linear system Λ = Λ(F ,L/S). The evaluation homomorphism

π∗F → π∗π∗( xLy )→ xLy
corresponds to (II-5). We have the associated meromorphic map ΦΛ : X ···→ PS(F)
over S and we can define the relative base locus Bs Λ/S and the relative fixed part
Λfix/S in a natural way.

3.1. Proposition Let π : X → S be a proper surjective morphism from a

normal variety and let L be a reflexive R-sheaf of rank one of X. For k ∈ Z, let
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L[k] denote the k-th power as a reflexive R-sheaf of rank one. Suppose that there

exist coherent subsheaves Fk ⊂ π∗( xL[k]
y ) for k ≥ 0 such that

R(F•,L/S) :=
⊕∞

k=0
Fk ⊂ R(L/S) :=

⊕∞

k=0
π∗( xL

[k]
y )

is an OS-subalgebra. Then the following three conditions are mutually equivalent :

(1) R(F•,L/S) is a locally finitely presented graded OS-algebra;
(2) Locally on S, there is a positive integer k such that R(F•,L/S)(k) =

R(Fk•,L
[k]/S) is 1-generated ;

(3) Locally on S, there exist a positive integer k, a bimeromorphic morphism

µ : Y → X from a normal variety, and an effective R-divisor E of Y such

that M = µ∗L[k](−E) is an invertible sheaf and the image of

µ∗π∗Fmk → xµ∗(L[mk])y

is Mm for any m ∈ N.

Proof. (1) ⇒ (2) is shown by 1.1-(2).
(2) ⇒ (3): Assume that R(F•,L/S)(k) is 1-generated. Let G be the image

of µ∗π∗Fk → xL
[k]
y and let V be the blowing-up ProjanX

⊕
i Gi, where Gi =

G⊗i/(tor). Let Y → V be the normalization and let µ : Y → X be the composite.
Then µ∗G/(tor) = M is an invertible sheaf which is the image of µ∗π∗Fk →
xµ

∗L[k]
y . Let E be the effective R-divisor of Y with M(E) = µ∗L[k]. Then the

image of µ∗π∗Fmk → xµ∗L[mk]
y isM⊗m for any m ∈ N, since Symm Fk → Fkm is

surjective.
(3)⇒ (1): We consider locally on Y . If s is a section of Fi for some i ∈ N, then

sk is a section of Fki. Thus the corresponding effective R-divisor div(s) ∼ xµ∗L[i]
y

satisfies

k div(s) + k〈µ∗L[i]〉 ≥ iE.
Therefore, for any 0 ≤ i < k and m ≥ 0,

Fmk+i ⊂ π∗µ∗( xµ
∗L[mk+i](−mE)y ) = π∗µ∗(Mm ⊗ xµ∗L[i]

y ).

Let f : Y → PS(Fk) be the morphism over S associated with the relative linear
system Λ(Fk,M/S) which is relatively base point free. ThenM' f ∗O(1) for the
tautological invertible sheaf O(1) associated with Fk. Let p : PS(Fk) → S be the
structure morphism. Since O(1) is p-ample,

⊕∞

m=0
p∗

(
O(m)⊗ f∗ xµ∗L[i]

y

)

is a locally finitely presented graded Sym•(Fk)-module. Thus the submodule

R(k,i) :=
⊕∞

m=0
π∗Fmk+i

is also locally of finitely presented by the argument in 1.5. Hence R(F•,L/S) is
locally finitely presented. ¤
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The criterion above is well-known in algebraic case which is related to the Iitaka
fibration and the sectional decomposition.

Suppose that X is compact. For a divisor D, we have the associated reflexive
sheaf OX(D) of rank one. We denote by |D| the complete linear system |OX(D)|,
which is not empty when D is linearly equivalent to an effective divisor. A Cartier
divisor A of X is called very ample if so is OX(A). This is the case Bs |A| = ∅
and Φ|A| : X → |A|∨ is a closed immersion. An ample divisor is a divisor whose
multiple by some positive integer is very ample. A base-point free (or free) divisor
D is a Cartier divisor with |D| is base-point free. A fixed-part free divisor D is a
divisor with |D|fix = 0. A divisor D is called semi-ample if OX(D) is so.

Notation We denote the cohomology group Hi(X,OX(D)) for a divisor D of

X simply by Hi(X,D) and the dimension dim Hi(X,D) by hi(X,D).

§3.b. D-dimensions of R-divisors. We shall generalize Iitaka’s theory of D-
dimension to R-divisors on normal varieties in §§3.b and 3.c by using a property
proved in Chapter III. We follow Iitaka’s argument in the book [44].

Let D be an R-divisor of a compact complex normal variety X of dimension n.
Assume that |D| 6= ∅. Then we have a meromorphic mapping

ΦD := Φ|D| : X ···→ |D|∨ = P(H0(X, xDy ))

associated with the complete linear system |D|. We set WD to be the image of ΦD.

3.2. Definition We set

N(D) := {m ∈ N ; |mD| 6= ∅}.
The D-dimension κ(D) = κ(D,X) of X is defined as follows:

κ(D) =

{
−∞, if N(D) = ∅;
max{dimWmD | m ∈ N(D)}, if N(D) 6= ∅.

In case κ(D) ≥ 0, we set m0(D) = gcd N(D).

Here, N(D) is a semi-group and km0(D) ∈ N(D) for k À 0. We infer that κ(D) ∈
{−∞, 0, 1, . . . , a(X)} for the algebraic dimension a(X) of X and that the equality
κ(D) = max{κ( xmDy ) | m ∈ N} holds. If D′ ∼Q D, then κ(D) = κ(D′).

3.3. Lemma Let D be an R-divisor with κ(D) = 0. Then m0(D) ∈ N(D). In

particular,

h0(X, xmDy ) =

{
1, if m0(D)|m;

0, otherwise.

Proof. By definition, h0(X, xmDy ) ≤ 1. If ∆1 and ∆2 are effective R-divisors
with ∆1 ∼ m1D and ∆2 ∼ m2D for some m1, m2 ∈ N, then

m2

gcd(m1,m2)
∆1 =

m1

gcd(m1,m2)
∆2.
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Hence there is an effective R-divisor ∆0 with

∆1 =
m1

gcd(m1,m2)
∆0, ∆2 =

m2

gcd(m1,m2)
∆0.

Therefore, ∆0 ∼ gcd(m1,m2)D. Thus m0(D) ∈ N(D). ¤

Let ∆ be an effective R-divisor of X. For the open immersion j : X r ∆ ↪→ X,

OX(∗∆) := j∗OXr∆ ∩MX ⊂ j∗MXr∆

is the sheaf of germs of meromorphic functions of X holomorphic outside ∆. We
consider the integral domain

O(X, ∗∆) := H0(X,OX(∗∆)) ⊂M(X) := H0(X,MX)

and its quotient field M(X, ∗∆) := QO(X, ∗∆). Note that a(X) = tr.degC M(X).
We can show that the extension M(X, ∗∆) ⊂ M(X) is algebraically closed as
follows: Let ϕ be a meromorphic function integral over O(X, ∗∆). Then

ϕN + a1ϕ
N−1 + · · ·+ aN−1ϕ+ aN = 0

for some a1, a2, . . . , aN ∈ O(X, ∗∆). Hence ϕ has no poles outside ∆, which means
ϕ ∈ O(X, ∗∆). If a meromorphic function ϕ is integral over M(X, ∗∆), then ϕψ is
integral over O(X, ∗∆) for some 0 6= ψ ∈ O(X, ∗∆), and hence ϕ ∈M(X, ∗∆).

Suppose that ∆′ ∼ ∆ for another effective R-divisor ∆′. Then ∆′ − ∆ =
div(ϕ) for a meromorphic function ϕ ∈ O(X, ∗∆). If ϕ′ ∈ O(X, ∗∆′), then ϕ′ϕk ∈
O(X, ∗∆) for some k > 0. Hence M(X, ∗∆′) = M(X, ∗∆) ⊂M(X).

3.4. Definition For an R-divisor D with κ(D) ≥ 0, we define the subfield
M(X, ∗D) ⊂M(X) as M(X, ∗∆) for ∆ ∈ |mD| for some m ∈ N(D).

3.5. Lemma (cf. [44, Proposition 10.1]) Let D be an R-divisor with κ(D) ≥ 0.
Then κ(D) = tr.degC M(X, ∗D) and the set

I(D) := {m ∈ N(D) |M(X, ∗D) = M(WmD)}
is a semi-group with gcd I(D) = m0(D).

Proof. Let ∆ be an effective R-divisor with ∆ ∼ kD for some k ∈ N(D).
Then we have a natural injection OX( x∆y ) ⊂MX and equalities

OX(∗∆) =
⋃

m∈N
OX( xm∆y ), and O(X, ∗∆) =

⋃
m∈N

H0(X, xm∆y ) ⊂M(X).

The subfield of M(X) generated by H0(X, x∆y ) is identified with M(WkD) by
Φ∗

kD : M(WkD) ↪→M(X). Therefore,

M(X, ∗D) =
⋃

m∈N
M(WmkD) =

⋃
m∈N(D)

M(WmD) ⊂M(X).

This implies κ(D) = tr.degC M(X, ∗D). Furthermore, mk ∈ I(D) for m À 0.
Since kl ∈ I(D) for l À 0, any element k of N(D) is divisible by gcd I(D). Hence
gcd I(D) = gcd N(D) = m0(D). ¤
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In particular, if D1 and D2 are effective R-divisors with SuppD1 ⊂ SuppD2, then
κ(D1) ≤ κ(D2).

3.6. Remark Suppose that D is R-Cartier. Then, for a bimeromorphic mor-
phism µ : Y → X from a normal variety, we have an isomorphism OX ( xmDy ) '
µ∗OY ( xmµ

∗Dy ) for any m by 2.11. Hence µ∗|mD| = |mµ∗D| and κ(D,X) =

κ(µ∗D,Y ). Even if D is not R-Cartier, for a bimeromorphic morphism µ : Y → X
from a non-singular variety, there is a µ-exceptional effective divisor E such that

OX( xmDy ) ' µ∗OY ( xm(µ[∗]D + E)y )

for any m > 0. This follows from III.5.10-(3), or III.5.11. In particular,

κ(D) = max{κ(µ[∗]D + E) | E is a µ-exceptional effective divisor}.
3.7. Theorem (Estimate) Let D be an R-divisor with κ(D) ≥ 0. Then there

exist positive rational numbers α < β such that

αmκ(D) ≤ h0(X, xmm0(D)Dy ) ≤ βmκ(D)

for mÀ 0.

Proof. We may assume that X is non-singular by 3.6 and that κ(D) > 0
by 3.3. For m ∈ I(D), the meromorphic mapping ΦmD : X ···→ WmD induces
an algebraically closed extension M(WmD) = M(X, ∗D) ⊂ M(X). Thus, the
meromorphic mappings ΦmD are mutually bimeromorphically equivalent for all
m ∈ I(D), in the sense that there is a bimeromorphic mapping i : WmD ···→ Wm′D

such that Φm′D = i ◦ ΦmD for m, m′ ∈ I(D). Let W be a non-singular projective
variety birational to WmD above and let µ : Y → X be a bimeromorphic morphism
from a non-singular variety such that ΦmD ◦ µ induces a holomorphic mapping
f : Y → W . Then f has only connected fibers. Suppose first that the birational
mapping ν : W ···→ WkD is holomorphic for a fixed k ∈ I(D). Then |kµ∗D|red is
base-point free and

(II-6) kµ∗D − |kµ∗D|fix ∼ f∗ν∗Hk

for an ample and free divisor Hk of WkD. In particular, for m ∈ N, we have

h0(WkD,mHk) ≤ h0(Y, xmkµ
∗Dy ) = h0(X, xmkDy ).

Since the left hand side is a polynomial of degree dimW for m À 0, there is a
positive rational number ak such that

(II-7) akm
dim W ≤ h0(X, xmkDy )

for m À 0. For a member ∆ ∈ |kµ∗D|, let ∆ = ∆h + ∆v be the decomposition
into the f -vertical part ∆v and the f -horizontal part ∆h; components of ∆h are f -
horizontal and components of ∆v are f -vertical. Then we infer that ∆h ≤ |kµ∗D|fix

by the linear equivalence (II-6). Thus ∆h coincides with the f -horizontal part of
|kµ∗D|fix. There is an ample effective divisor A of W such that ∆v ≤ f∗A. Hence

h0(X, xmkDy ) = h0(Y, xmkµ
∗Dy ) ≤ h0(W,mkA),
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for m ∈ N. Since the right hand side is a polynomial of degree dimW for m À 0,
there is a positive rational number bk such that

(II-8) h0(X, xmkDy ) ≤ bkmdim W

for mÀ 0.
Let `(m) be h0(X, xmm0(D)Dy ). Then `(m) > 0 for m À 0 and `(m + r) ≥

`(m) for m ∈ N and for r ∈ N with `(r) > 0. Let r1, r2, . . . , rk−1 be natural
numbers such that ri ≡ i mod k and `(ri) > 0. We set r0 = 0 and r+ := max{ri}.
If m ≥ k + r+, then m = q1k + ri for some i and q1 ∈ N. Hence `(m) ≥ `(q1k) and
q1 ≥ (m − r+)/k. Any m ∈ N is written as m = q2k − rj for some j and q2 ∈ N.
Hence `(m) ≤ `(q2k) and q2 ≤ (m+ r+)/k. Therefore, from (II-7), (II-8), we have

ak

(
m− r+

k

)dim W

≤ `(m) ≤ bk
(
m+ r+

k

)dim W

for m ≥ k + r+. Thus we can find the required numbers α and β. ¤

3.8. Corollary If κ(D) ≥ 0, then

κ(D) = max{k ∈ Z≥0 | lim
m→∞

m−k h0(X, xmDy ) > 0}

= min{k ∈ Z≥0 | lim
m→∞

m−k h0(X, xmDy ) < +∞}

= lim
m→∞

log h0(X, xmm0(D)Dy )

logm
.

In particular, the equality

κ(D) = lim
m→∞

log h0(X, xmDy )

logm

holds for any case including κ(D) = −∞, under the notation: log 0 = −∞.

3.9. Corollary If κ(D) ≥ 0, then there exist positive numbers α and β such

that

αmκ(D) ≤ h0(X, pmm0(D)Dq ) ≤ βmκ(D)

for mÀ 0.

Proof. It is enough to show the existence of β. Let k be a positive integer
such that km0(D)D ∼ ∆ for an effective R-divisor ∆. Then 〈km0(D)D〉 = 〈∆〉.
There is a positive integer b such that p〈∆〉q ≤ b∆. Then p〈∆〉q ≤ xb∆y . Therefore,

pmkm0(D)Dq − xmkm0(D)Dy = p〈mkm0(D)D〉q ≤ p〈∆〉q ≤ xb∆y
for any m > 0. Hence

h0(X, pmkm0(D)Dq ) ≤ h0(X, xmkm0(D)Dy + xbkm0(D)Dy )

≤ h0(X, x(m+ b)km0(D)Dy ).

Thus β exists by the same argument as in the proof of 3.7. ¤
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Example There is an example of R-divisor D such that κ(D) = −∞ and

h0(X, pmDq ) > 0 for mÀ 0. Let X = P1 and let D = rP1− rP2 for 0 < r ∈ RrQ

and for two points P1 and P2. Then xmDy = xmryP1 − pmrqP2 ∼ −P2. Hence

κ(D) = −∞. But pmDq ∼ P1. Thus h0(X, pmDq ) > 0 for m > 0.

3.10. Lemma (Fibration) Let D be an R-Cartier divisor with κ(D) > 0.
Suppose that there exist a morphism f : X → W into a normal variety and a

bimeromorphic mapping i : W ···→ WmD with i ◦ f = ΦmD for m ∈ I(D). Then

every fiber f−1(w) is connected and, for any m ∈ N(D), there exists a dense Zariski-

open subset Um ⊂W such that f is flat over Um and

f∗OX( xmDy )⊗ C(w) ' H0(f−1(w),OX( xmDy )⊗Of−1(w)) ' C(w)

for w ∈ Um. In particular,

κ(D|f−1(w)) = 0, for w ∈
⋂

m∈N(D)
Um.

Proof. The connectedness of f−1(w) follows from that M(W ) = M(X, ∗D) ⊂
M(X) is algebraically closed. We have only to show that rank f∗OX( xmDy ) = 1
for 0¿ m ∈ N(D). Let ∆ be a member of |mD| and set

M = H0(W, f∗OX(∗∆)⊗MW ).

Since MW ⊗ f∗MX ' f∗MX , we have an inclusion M(W ) ⊂ M ⊂ M(X). A
meromorphic function 0 6= ϕ ∈M(X) belongs to M if and only if the f -horizontal
part div(ϕ)h

− of the negative part div(ϕ)− of the prime decomposition of div(ϕ)
is supported in Supp∆. Hence M is generated by M(W ) and M(X, ∗∆). Since
m ∈ I(D), we have M(W ) = M(X, ∗∆) = M . It implies that rank f∗OX(t∆) = 1
for any t ∈ N. Thus we are done. ¤

3.11. Lemma (Covering lemma) Let f : Y → X be a proper surjective mor-

phism of normal varieties and let D be an R-Cartier divisor of X. Then

κ(f∗D + E) = κ(D)

for an f -exceptional effective R-divisor E.

Proof. Let Y → V → X be the Stein factorization of f and set g : Y → V
and τ : V → X. If div(ϕ)+m(f∗D+E) ≥ 0 for a non-zero meromorphic function ϕ
of Y and for a positive integer m, then div(ϕ)|g−1(v) = 0 for a general point v ∈ V ,

thus ϕ is constant along g−1(v). Hence ϕ ∈M(V ) by 1.12-(2). Therefore, div(ϕ)+
mτ∗D ≥ 0, since E is g-exceptional. This observation implies that M(Y, ∗(f ∗D +
E)) = M(V, ∗τ∗D) and hence κ(f∗D + E) = κ(τ∗D). Let Nm: τ∗MV → MX be
the norm map. Then div(ϕ)+mτ ∗D ≥ 0 implies div(Nm(ϕ))+m(deg τ)D ≥ 0. In
particular, κ(τ∗D) = −∞ if and only if κ(D) = −∞. Hence we may assume that
D is effective. The multiplication by ϕ defines an endomorphism of τ∗OV (∗τ∗D)
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and that of τ∗MV 'MX ⊗ τ∗OV . Let P (x) ∈M(X)[x] be the polynomial defined
by

det(x · id− ϕ) ∈ End(det(MX ⊗ τ∗OV ))[x] 'M(X)[x].

Then P (ϕ) = 0. For the non-singular locus U = Xreg, we have an isomorphism

τ∗OV (∗τ∗D)|U =
⋃

m>0
τ∗Oτ−1U (τ∗( xmD|Uy ))

'
⋃

m>0
OU ( xmDy )⊗ τ∗OV = OX(∗D)|U ⊗ τ∗OV |U .

SinceO(U, ∗D|U ) = O(X, ∗D), the polynomial P (x) belongs toO(X, ∗D)[x]. Hence
ϕ is integral over O(X, ∗D). Therefore, O(V, ∗τ ∗D) is integral over O(X, ∗D) and
tr.deg M(V, ∗τ∗D) = tr.deg M(X, ∗D). ¤

3.12. Corollary Let f : Y → X be a proper surjective morphism of normal

varieties and let D be an R-divisor of X. Then

κ(D) = max{κ(f [∗]D + E) | E is an f -exceptional effective divisor}.
Proof. We may assume thatX and Y are non-singular by 3.6. Then it follows

from 3.11. ¤

§3.c. Relative D-dimension. Let f : X → Y be a proper surjective mor-
phism from a non-singular variety and let D be an R-Cartier divisor of X. For a
general point y ∈ Y , the fiber f−1(y) is non-singular and the restriction D|f−1(y) is

well-defined as the pullback of the R-divisor D by f−1(y) ↪→ X. Since y is general,
we have an isomorphism

OX( xDy )⊗Of−1(y) ' Of−1(y)( xD|f−1(y)y ).

For a positive integer m, by the upper-semicontinuity theorem and the flattening
theorem, we can find a Zariski-open dense subset Um ⊂ Y such that

(1) f is flat over Um,
(2) f−1(y) is non-singular for any y ∈ Um,
(3)

y 7−→ h0(f−1(y),OX( xmDy )⊗Of−1(y))

is constant on Um.

Let X → V → Y be the Stein factorization of f . Then a connected component of
a general fiber f−1(y) is a general fiber of g : X → V . Therefore,

rank f∗OX( xmDy ) = (deg τ) rank g∗OX( xmDy )

for the finite morphism τ : V → Y . Therefore, by 3.8, we have

κ(D|Γ) = lim
m→∞

log rank f∗OX( xmDy )

logm

for a connected component Γ of a ‘general’ fiber f−1(y). The relative D-dimension

κ(D;X/Y ) is defined as κ(D|Γ).
Next, we consider a dominant proper meromorphic mapping f : X ···→ Y from

a normal variety and an R-divisor D of X. Let µ : Z → X be a bimeromorphic
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morphism from a non-singular variety such that g = f ◦ µ is holomorphic. If Y is
a point, then X is compact and

κ(D,X) = max{κ(µ[∗]D + E) | E is a µ-exceptional effective divisor}
by 3.6. We define the relative D-dimension by

κ(D;X/Y ) := max{κ(µ[∗]D + E;Z/Y ) | E is a µ-exceptional effective divisor}.
If f is holomorphic and D is R-Cartier, then κ(D;X/Y ) = κ(µ∗D;Z/Y ).

3.13. Theorem (Easy addition) Let f : X → Y be a proper surjective mor-

phism of compact normal varieties and let D be an R-divisor of X. Then the easy

addition formula:

κ(D,X) ≤ κ(D;X/Y ) + dimY

holds. If κ(D − εf∗H) ≥ 0 for some ample divisor H and for some ε > 0, then

κ(D) = κ(D;X/Y ) + dimY.

Proof. We may assume that X is non-singular and f is a fiber space by taking
a desingularization of X and the Stein factorization of f . There is a countable
intersection Y of dense Zariski-open subsets of Y such that

(1) f−1(y) is non-singular,
(2) OX( xmDy )⊗Of−1(y) ' Of−1(y)

(
xmD|f−1(y)y

)
,

(3) h0
(
f−1(y), xmD|f−1(y)y

)
= rank f∗OX( xmDy ),

for any y ∈ Y, m ∈ N. The evaluation mapping f ∗f∗OX( xmDy ) → OX( xmDy )
defines a meromorphic mapping

Φm : X ···→ PY (f∗OX( xmDy ))

over Y . The restriction of Φm to the fiber f−1(y) over a point y ∈ Y is the
meromorphic mapping associated with |mD|f−1(y)|. Let Zm be the image Φm(X).
Then κ(D;X/Zm) = 0 for some m ∈ N. Replacing X by a blowing-up, we may
assume that there exist a fiber space φ : X → Z into a non-singular variety Z over
Y and a bimeromorphic mapping ρ : Z ···→ Zm with Φm = ρ ◦ φ. Then, for a
member ∆ ∈ |mD|, the φ-horizontal part ∆h is contained in the fixed part |mD|fix

since κ(D;X/Z) = 0. There are an effective R-divisor G of Z and an effective
φ-exceptional R-divisor E of X such that φ∗G + E ≥ ∆v. Hence κ(D,X) ≤
κ(φ∗G + E) = κ(G) by 3.11. Since κ(G) ≤ dimZ and the dimension of the fiber
of Z → Y over y ∈ Y is κ(D;X/Y ), we have κ(G) ≤ κ(D;X/Y ) + dimY .

We may assume that ρ : Z ···→ Zm is also holomorphic. Let B be a divisor such
that OZ(B) is isomorphic to the pullback of the tautological line bundle O(1) of
PY (f∗OX( xmDy )). Then mD−φ∗B is linearly equivalent to an effective R-divisor.
Let p : Z → Y be the induced morphism. Then B + bp∗H is free for some b > 0.
Since κ(D − εf∗H) ≥ 0, we have

κ(D) ≥ κ(mD + bf∗H) ≥ dimZ = κ(D;X/Y ) + dimY. ¤
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3.14. Theorem-Definition Let X be a compact normal complex analytic va-

riety, D an R-divisor of X with κ(D) > 0 and f : X ···→ Y a meromorphic fiber

space. If κ(D;X/Y ) = 0, then there exists a meromorphic mapping ρ : Y ···→ WmD

with ΦmD = ρ◦f for m ∈ I(D). In particular, the following conditions are mutually

equivalent :

(1) κ(D;X/Y ) = 0 and dimY = κ(D,X);
(2) There is a bimeromorphic mapping ρ : Y ···→ WmD for m ∈ I(D) such

that ΦmD = ρ ◦ f .
If f satisfies the conditions above, then it is called the D-canonical fibration or the

Iitaka fibration for D.

Proof. We may assume that f is holomorphic and X is non-singular. By
considering the restriction homomorphism

H0(X, xmDy )→ H0
(
f−1(y), xmD|f−1(y)y

)
' C,

we infer that the image of f−1(y) under ΦmD is a point for m ∈ I(D). Hence the
existence of the meromorphic mapping ρ follows from 1.12-(2). The implication
(1) ⇒ (2) follows from 1.12-(1). The inverse implication is shown in 3.10. ¤

§3.d. Big divisors. Let X be a compact normal variety and let D be an
R-divisor.

3.15. Definition D is called big if κ(D,X) = dimX.

If X admits a big R-divisor, then the algebraic dimension a(X) is equal to dimX.
Hence X is a Moishezon variety, which is a compact complex variety bimeromorphic
to a projective variety, by definition.

3.16. Lemma (Kodaira’s lemma) Let D be a big R-divisor and let H be an

R-divisor. Then there exist a positive integer m and an effective R-divisor ∆ such

that mD ∼ H + ∆.

Proof. Let µ : X ′ → X be a bimeromorphic morphism from a non-singular
projective variety. There is a big R-divisor D′ of X ′ with D = µ∗D

′ by 3.6.
Suppose that there exist a positive integer m and an effective R-divisor ∆′ of X ′

such that mD′ ∼ µ[∗]H + ∆′. Then mD ∼ H + µ∗∆
′. Thus we may assume that

X is non-singular projective. Let A be an ample divisor. Then |kA −H| 6= ∅ for
k À 0 by Theorem A. Hence we may assume that H is a very ample non-singular
divisor that does not contain any intersection Γ∩Γ′ of two mutually distinct prime
components Γ and Γ′ of D. We consider the exact sequence

0→ OX( xmDy −H)→ OX( xmDy )→ OX( xmDy )⊗OH → 0

for m ∈ N. Here we have an isomorphism OX( xmDy ) ⊗OH ' OH( xmD|Hy ). By
applying 3.7 to D and D|H , we infer that h0(X, xmDy −H) 6= 0 for some m. ¤

3.17. Corollary If D is a big R-divisor, then there is a positive integer c such

that |tD| 6= ∅ for any real number t ≥ c. In particular, m0(D) = gcd N(D) = 1.
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Proof. We may assume that X is non-singular projective. Then aD ∼ H+∆
for a very ample divisor H, an effective R-divisor, and a positive integer a. There is
a positive integer b such that h0(X, xrDy + bH) 6= 0 for any real number 0 ≤ r ≤ a,
since we have only finitely many divisors xrDy . If t ≥ ba, then t = ka+ r for some
integer k ≥ b and 0 ≤ r < a. Hence

tD = (k − b)aD + (ba+ r)D ∼ (k − b)(H + ∆) + b∆ + (bH + rD).

Thus |tD| 6= ∅. ¤

The following theorem is proved by Fujita [26] in the case where D is Q-Cartier
and t ∈ N:

3.18. Theorem Let D be a big R-divisor of a compact normal variety X of

dimension n. Then the limit

v(D) = n! lim
t→∞

1

tn
h0(X, xtDy )

exists. Here v(rD) = rnv(D) holds for any positive real number r. If in addition D
is R-Cartier and α < v(D), then there exist a bimeromorphic morphism µ : Y → X
from a non-singular projective variety and an effective R-divisor E of Y such that

k(µ∗D − E) is a free Z-divisor for some k ∈ N and (µ∗D −E)n > α.

Proof. We follow the proof by Fujita. We may assume that X is a non-
singular projective variety as before. Thus D is R-Cartier. We consider

v(D) := n! lim
t→∞

1

tn
h0(X, xtDy ) and w(D) := n! lim

N3m→∞

1

mn
h0(X, xmDy ).

Then v(D) ≥ w(D). For a ∈ N, we have w(aD) ≤ anw(D). Let c be a positive
integer such that |tD| 6= ∅ for any real number t ≥ c. For t ≥ ca, we write t = ka−r
for a real number 0 ≤ r < a and an integer k ≥ c. Thus we have

1

tn
h0(X, xtDy ) ≤ 1

tn
h0(X, x(k + c)aDy ) ≤ 1

(k − 1)nan
h0(X, x(k + c)aDy ),

since tD = (k + c)aD − c(a− 1)D − (c+ r)D. Thus anv(D) ≤ w(aD). Therefore,
v(D) = w(D) and v(aD) = anv(D). Consequently, v(qD) = qnv(D) for 0 < q ∈ Q.
If q1 < r < q2 for q1, q2 ∈ Q>0, then v(q1D) ≤ v(rD) ≤ v(q2D). Hence v(rD) =
rnv(D) holds for any r > 0.

For m ∈ I(D), let µm : Ym → X be a birational morphism from a non-
singular projective variety such that |µ∗

m(mD)|red is base-point free. We set Em :=
(1/m)|µ∗

m(mD)|fix and Lm := µ∗
mD − Em. Then we have

v(D) ≥ n! lim
N3k→∞

1

kn
h0(X, xkDy ) ≥ n! lim

N3k→∞

1

kn
h0(X, xkLmy ) = v(Lm) = Ln

m.
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Suppose that v(D) > v := sup{v(Lm) | m ∈ I(D)}. Then, for any ε > 0 with
v + n(n!)ε < v(D), there is an m with Ln

m > v − ε. For s ∈ N, we have

h0(X, xsmDy ) = h0(Ysm, smLsm) ≤ h0(Ym, smLm) + n(sm)n(Ln
sm − Ln

m)

≤ h0(Ym, smLm) + εn(sm)n

by the key lemma [26, Lemma 2]. Thus v(D) = m−nv(mD) ≤ v(Lm) + n(n!)ε <
v(D). This is a contradiction. Thus v(D) = v. ¤

§4. Canonical divisor

The canonical sheaf (or the dualizing sheaf ) ωX of an n-dimensional normal
complex analytic variety X is the unique reflexive sheaf whose restriction to Xreg

is isomorphic to the sheaf Ωn
Xreg

of germs of holomorphic differential n-forms. For

the trivial morphism fX : X → Specan C = (point), we have a dualizing complex

ω•
X 'qis f

!
XC (cf. [37], [116]). Then ωX ' H−n(ω•

X) (cf. [113]). A non-zero
meromorphic n-form η on Xreg is regarded as a meromorphic section of ωX . The
associated divisor div(η) is called the canonical divisor and is denoted by KX even
though it depends on the choice of η. In order to make the definition reasonable,
we must define KX as a divisor class. Since OX(KX) ' ωX , the role of KX is
almost identical to that of ωX . Some complex analytic variety X does not admit
any non-zero meromorphic section of ωX . However, we use the symbol KX as a
formal divisor class with an isomorphism OX(KX) ' ωX and call it the canonical

divisor of X. If KX is Cartier, in other words ωX is invertible, then X is called
1-Gorenstein. Note that X is Gorenstein if and only if X is 1-Gorenstein and
Cohen-Macaulay. If KX is Q-Cartier, then X is called Q-Gorenstein. In this case,
there exists a positive integer m locally on X such that mKX is Cartier.

§4.a. Kodaira dimension. Let f : Y → X be a generically finite morphism
of n-dimensional non-singular varieties. The sheaf Ω1

X of germs of holomorphic
1-forms is locally free and the natural pullback homomorphism

f∗Ω1
X → Ω1

Y

is injective. By taking determinant, we have a natural injection f ∗ωX ↪→ ωY and
the ramification formula:

KY ∼ f∗KX +Rf .

The divisor Rf is effective and is called the ramification divisor of f . The support
SuppRf coincides with the ramification locus that is the set of points of Y at which
f is not étale. If f is proper, then the induced homomorphism ωX → f∗ωY is an
isomorphism into a direct summand since the composite

ωX → f∗ωY → ωX

with the trace map of f is the multiplication map by deg f . In what follows, we
shall write the ramification formula as KY = f∗KX + Rf by replacing ∼ with =,
because we can compare KY and f∗KX in such a way that the difference remains
only over the ramification locus. Suppose that X and Y are compact and f is
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bimeromorphic. Then Rf is f -exceptional. Therefore, by the covering lemma 3.11,
we have κ(KY , Y ) = κ(KX , X). In particular, if X1 and X2 are mutually bimero-
morphically equivalent compact complex manifolds, then κ(KX1

) = κ(KX2
). Iitaka

has defined the Kodaira dimension κ(X) for a compact complex analytic variety
X as κ(KY , Y ) for a compact complex manifold Y bimeromorphically equivalent
to X. Similarly, the m-genus Pm(X) for m ≥ 1 is defined as h0(Y,mKY ). Here,
P1(X) is just the geometric genus pg(X).

Remark (1) If X is singular, then κ(X) ≤ κ(KX , X) and the equality
does not hold in general.

(2) We write the D-dimension of X explicitly by κ(D,X) when we must
distinguish it from the Kodaira dimension κ(D) of a prime divisor D.

(3) If κ(X) = dimX, then X is called of general type.

For a meromorphic fiber space f : X ···→ Y , we define κ(X/Y ) as κ(KX′ ;X ′/Y ′)
for bimeromorphic morphisms X ′ → X and Y ′ → Y from compact complex
manifolds such that the induced X ′ ···→ Y ′ is holomorphic. Then we have the
easy addition formula: κ(X) ≤ κ(X/Y ) + dimY . If f is holomorphic, then
κ(X/Y ) = κ(f−1(y)) for a ‘general’ y ∈ Y . If κ(X/Y ) = 0 and κ(X) = dimY , then
f is called an Iitaka fibration of X. An Iitaka fibration is bimeromorphic to ΦmKX′

for a compact complex manifold X ′ bimeromorphic to X and for m ∈ I(KX′).
If f : X ···→ Y is a dominant proper generically finite meromorphic map, then

κ(X) ≥ κ(Y ) by the ramification formula. If f is holomorphic and étale in addition,
then κ(X) = κ(Y ) by the covering lemma 3.11.

By the Iitaka fibration, the study of compact complex manifolds X with 0 <
κ(X) < dimX is reduced to that of fiber spaces whose ‘general’ fiber is a compact
complex manifold with κ = 0. The Kodaira dimension is one of the most important
bimeromorphic invariant for the classification of compact complex manifolds. Here,
the following conjecture posed by Iitaka was considered as a central problem for
the bimeromorphic classification:

Conjecture (Cn or Cn,m) Let f : X → Y be a fiber space of compact complex
manifolds with dimX = n, dimY = m. Then κ(X) ≥ κ(X/Y ) + κ(Y ).

This is sometimes called Iitaka’s addition conjecture. Iitaka proved C2 by
applying the classification theory of compact complex surfaces. Conversely, the
classification theory of surfaces is simplified if we can assume the conjecture to be
true. In fact, Ueno gave a proof of C2 without using the classification theory. There
are counterexamples to Cn for n ≥ 3 found by Nakamura. But Cn still is expected
to be true in case X belongs to the class C in the sense of Fujiki [18]. During
ten years from the middle of 1970’s, remarkable progress was made in the case of
projective varieties by Ueno, Viehweg, Fujita, Kawamata, and Kollár. We discuss
the details of the addition conjecture Cn in Chapter V.

§4.b. Logarithmic ramification formula.
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4.1. Definition A reduced divisor D of an n-dimensional non-singular variety
X is called a normal crossing divisor if D is locally expressed as div(z1z2 · · · zl) for
a local coordinate (z1, z2, · · · , zn) and for some 1 ≤ l ≤ n. This is called simple

normal crossing if furthermore every irreducible component of D is non-singular.
A meromorphic 1-form η is said to have at most logarithmic poles along D if locally
η is expressed as

η =
∑l

i=1
ai(z)

d zi

zi
+
∑n

j=l+1
aj(z) d zj

for holomorphic functions ai(z) = ai(z1, z2, . . . , zn), in which D = div(z1z2 · · · zl).
Such a form η is called a logarithmic 1-form along D. The sheaf of germs of
logarithmic 1-forms along D is denoted by Ω1

X(logD). The p-th wedge product∧p
Ω1

X(logD) is denoted by Ωp
X(logD) and is called the sheaf of germs of logarith-

mic p-forms along D for p ≥ 1.

LetD be a normal crossing divisor. For a generically finite morphism f : Y → X
from an n-dimensional non-singular variety, suppose that E = (f ∗D)red is also a
normal crossing divisor. Then the injection f ∗Ω1

X ↪→ Ω1
Y extends to the injection

f∗Ω1
X(logD) ↪→ Ω1

Y (logE).

The isomorphism detΩ1
X(logD) ' ωX(D) = OX(KX +D) induces the logarithmic

ramification formula:

KY + E = f∗(KX +D) +R,

where the effective divisor R is called the logarithmic ramification divisor . Note
that R = E−f∗D+Rf ≤ Rf . In particular, if f is bimeromorphic, then any prime
component of R is f -exceptional.

Iitaka has introduced the logarithmic Kodaira dimension for open varieties.
An open variety is a complex analytic variety X together with its compactification
X as a complex analytic space in which X is a Zariski-open subset. Note that
there is an example of complex manifold X admitting two such compactifications
with different algebraic dimensions. If we consider only algebraic varieties (an
integral scheme of finite type over C), then we can take X as a complete algebraic
variety which is unique up to the bimeromorphic equivalence. The logarithmic
Kodaira dimension κ(X) of the open variety X = (X, X̄) is defined as follows: Let
µ : Y → X be a bimeromorphic morphism from a compact complex manifold such
that D := Y r µ−1(X) is a normal crossing divisor. The existence of µ follows
from Hironaka’s desingularization theorem. Then κ(X) := κ(KY + D,Y ). It is
well-defined by the logarithmic ramification formula. Iitaka proceeded the study of
birational classification of open algebraic varieties and posed a logarithmic version
Cn,m of the conjecture Cn,m.

Remark In the definition κ, we consider KX +D for a normal crossing divisor
D =

∑
Di of a compact complex manifold X. Before Iitaka introduced κ, Sakai

[123], [124] found a similar invariant related to the Q-divisor KX +
∑

(1− e−1
i )Di
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for ei ≥ 2 in the study of a higher-dimensional version of the Second Main Theorem
in the Nevanlinna theory.

The following generalization of logarithmic ramification formula is due to Iitaka
[45, Proposition 1, Part 2] which improves the proof by Suzuki [133]:

4.2. Theorem Let ρ : W → V be a generically finite morphism of non-singular

varieties of the same dimension, X ⊂ V a non-singular divisor, and Y ⊂ W a

reduced divisor such that ρ[∗]X ≤ Y . Let B ⊂ V and D ⊂ W be effective divisors

such that

(1) X +B is a reduced normal crossing divisor,

(2) Y +D is reduced,

(3) ρ−1(SuppB) ⊂ SuppD.

Then

KW + Y +D = ρ∗(KV +X +B) +R&

for an effective divisor R&.

Proof. We may assume that X +B and ρ−1X ∪D are simple normal cross-
ing divisors and Y = ρ[∗]X. If Y = (ρ∗X)red, then R& is effective by the usual
logarithmic ramification formula. Thus it is enough to show multΓR

& ≥ 0 for any
ρ-exceptional prime component Γ of ρ∗X. Let P be a general point of Γ such that
ρ(P ) is a non-singular point of ρ(Γ). Let (w1, w2, . . . , wn) be a local coordinate
system of W at P and let (v1, v2, . . . , vn) be that of V at ρ(P ). We may assume
that w1 is a defining equation of Γ at P , v1 is a defining equation of X at ρ(P ),
and that v2 = 0 on ρ(Γ). Then we can replace coordinates so that ρ∗v1 = wk

1

and ρ∗v2 = wl
1ε for some k, l ∈ N and for a holomorphic function ε = ε(w) with

ε(0, w2, . . . , wn) 6= 0. Then

ρ∗(
d v1
v1
∧ d v2 ∧ · · · ∧ d vn) = k

dw1

w1
∧ (lwl−1

1 εdw1 + wl
1 d ε) ∧ ρ∗(d v3 ∧ · · · ∧ d vn)

= kwl−1
1 dw1 ∧ d ε ∧ ρ∗(d v3 ∧ · · · ∧ d vn)

= ψ(w) dw1 ∧ dw2 ∧ · · · ∧ dwn

for a holomorphic function ψ(w). Thus R& = div(ψ) ≥ 0. ¤

We generalize the logarithmic ramification formula to the case of R-divisors:

4.3. Lemma Let f : Y → X be a generically finite morphism between non-

singular varieties of the same dimension. Let Rf be the ramification divisor of

f .

(1) Let ∆ be an effective R-divisor of X such that ∆red is a normal crossing

divisor and x∆y = 0. Then the R-divisor

R∆ := KY − f∗(KX + ∆)

satisfies the following properties:

(a) 0 ≤ pR∆
q ≤ Rf ;
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(b) multE f
∗(∆red) = multE Rf + 1 for any prime component E of f∗∆

not contained in pR∆
q .

(2) Let L be an R-divisor of X such that Supp〈L〉 is a normal crossing divisor.

Then

KY + pf∗Lq = f∗(KX + pLq ) + pR〈−L〉
q

for the R-divisor R〈−L〉 defined in (1).

Proof. (1) We may assume that ∆red and (f∗∆)red are simple normal crossing
divisors. By the logarithmic ramification formula,

R := KY + (f∗∆)red − f∗(KX + ∆red) = Rf + (f∗∆)red − f∗(∆red)

= R∆ + (f∗∆)red − f∗(∆red −∆)

is effective. Hence R∆ + (f∗∆)red is effective. If E is a prime component of f ∗∆,
then

multE(R∆ + (f∗∆)red) = multE R+ multE f
∗(∆red −∆) > 0.

Hence multE R∆ > −1. If further multE R∆ ≤ 0, then multE R = 0. Combining
with Rf = R∆ + f∗∆ ≥ R∆, we infer that R∆ satisfies the expected properties.

(2) Let ∆ be the R-divisor 〈−L〉. Since pLq = L+ ∆, we have

KY + f∗L = f∗(KX + pLq ) +R∆.

Hence 〈−f∗L〉 = 〈−R∆〉 and pf∗Lq = f∗L+ 〈−R∆〉. Thus

KY + pf∗Lq − f∗(KX + pLq ) = pR∆
q . ¤

We have the following variant:

4.4. Lemma Let ρ : W → V be a generically finite morphism of non-singular

varieties of the same dimension and let B be an effective R-divisor of V such that

pBq is reduced and is a non-singular divisor.

(1) Let ∆ be an effective R-divisor of V such that x∆y = 0 and ∆red + Bred

is a normal crossing divisor. Then, for the R-divisor

R&
∆ := KW + ρ[∗]B − ρ∗(KV +B + ∆),

its round-up pR&
∆
q is effective.

(2) Let L be an R-divisor of V such that 〈L〉red + Bred is a normal crossing

divisor. Then

KW + ρ[∗]B + pρ∗Lq = ρ∗(KV +B + pLq ) + pR&
〈−L〉
q

for the R-divisor R&
〈−L〉 defined in (1).

Proof. (1) We may assume that ∆red + Bred and (ρ∗(∆ + B))red are simple
normal crossing divisors. By 4.2,

KW + ρ[∗]Bred + (ρ∗∆)red − ρ∗(KV +Bred + ∆red)

= R&
∆ + (ρ∗∆)red − ρ∗(∆red −∆)− (ρ∗(Bred −B)− ρ[∗](Bred −B))
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is an effective divisor. Hence R&
∆ + (ρ∗∆)red is effective. For any prime component

E of ρ∗∆, we have multE ρ
∗(∆red −∆) > 0. Thus pR&

∆
q ≥ 0.

(2) We set ∆ = 〈−L〉. Then pLq = L+ ∆ and

KW + ρ[∗]B + ρ∗L = ρ∗(KV +B + pLq ) +R&
∆.

Hence 〈−ρ∗L〉 = 〈−R&
∆〉 and pρ∗Lq = ρ∗L+ 〈−R&

∆〉. Thus

KW + ρ[∗]B + pρ∗Lq − ρ∗(KV +B + pLq ) = pR&
∆
q . ¤

§4.c. Terminal, canonical, and log-terminal singularities. Let f : Y →
X be a bimeromorphic morphism from a non-singular variety into a normal Q-
Gorenstein variety. Then we can write

KY = f∗KX +
∑

aiEi

for f -exceptional prime divisors Ei and for ai ∈ Q.

4.5. Definition (Reid [113], [114]) A germ (X,x) of a normal Q-Gorenstein
variety is called a canonical singularity if there is a bimeromorphic morphism
f : Y → X as above over a neighborhood of x such that ai ≥ 0 for all i. The
germ (X,x) is called a terminal singularity if ai > 0 for all i.

Note that a non-singular germ is a terminal and canonical singularity.

Remark If a normal variety X has only terminal (resp. canonical) singulari-
ties, then, for any bimeromorphic morphism f : Y → X from a non-singular variety,
ai > 0 (resp. ai ≥ 0 ) in the formula: KY = f∗KX +

∑
aiEi. This follows from

the relative Chow lemma [41] and the ramification formula.

4.6. Definition Let (X,∆) be a pair of a normal variety and an effective
R-divisor. It is called log-canonical if the following conditions are satisfied:

(1) KX + ∆ is R-Cartier;
(2) There exist a bimeromorphic morphism f : Y → X from a non-singular

variety and a normal crossing divisor E =
∑
Ei on Y such that

(a) E contains the f -exceptional locus and f−1(Supp ∆),
(b) ai ≥ −1 for any i in the formula:

KY = f∗(KX + ∆) +
∑

aiEi.

The pair (X,∆) is called log-terminal if further ai > −1 for any i in the condition
above.

Remark If (X,∆) is log-terminal (resp. log-canonical), then ai > −1 (resp.
ai ≥ −1 ) hold for all i for any bimeromorphic morphism f : Y → X from a non-
singular variety such that the union of the f -exceptional locus and f−1(Supp ∆) is
a normal crossing divisor E =

∑
Ei. This follows from the logarithmic ramification

formula (cf. 4.3).
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The germ (X,∆, x) for the pair (X,∆) and for a point x ∈ X is called a
log-terminal (resp. log-canonical) singularity if (U,∆|U ) is log-terminal (resp. log-
canonical) for an open neighborhood U of x. If (X,∆) has only log-terminal (resp.
log-canonical) singularities, then (X,∆) is log-terminal (resp. log-canonical). If
(X,∆) is log-terminal, then X has only rational singularities: Ri f∗OY = 0 for
i > 0 for a bimeromorphic morphism f : Y → X from a non-singular variety (cf. [61,
1-3-6], VII.1.1).

§4.d. Bimeromorphic pairs. As an analogy of birational pair defined by
Iitaka [45], we shall introduce the notion of bimeromorphic pair . A bimeromorphic
pair consists of a normal complex analytic variety V and an effective R-divisor B
of V such that pBq is reduced. We denote the bimeromorphic pair by the symbol
V&B. A morphism ρ : W&C → V&B of bimeromorphic pairs is defined to be a
morphism ρ : W → V such that C ≥ ρ[∗]B. If ρ : W → V is a bimeromorphic
morphism and if V , W , B, and C are all non-singular, then

H0(V,m(KV +B))→ H0(W,m(KW + C))

is an isomorphism for m ≥ 0 by 4.2. Hence H0(V,m(KV +B)) is a bimeromorphic
invariant for the bimeromorphic pair V&B. If V is compact, then its dimension
Pm(V&B) = h0(V,m(KV +B)) is called the m-genus of V&B.

4.7. Definition A bimeromorphic pair V&B is called canonical if the following
two conditions are satisfied:

(1) KV +B is R-Cartier;
(2) For any bimeromorphic morphism ρ : W → V from a non-singular variety,

KW + ρ[∗]B = ρ∗(KV +B) +R&

for an effective R-divisor R&.

A canonical bimeromorphic pair V&B is called terminal if, in the second condition
above, multE R

& > 0 for any ρ-exceptional prime divisor E.

For a point x ∈ V , the germ (V&B, x) is called a canonical (resp. terminal)
singularity if U&(B|U ) is canonical (resp. terminal) for an open neighborhood U
of x. By definition, if V&B is canonical, then (V,B) is log-terminal. If V&B is
canonical, then H0(V, xm(KV +B)y ) is a bimeromorphic invariant.

4.8. Definition Let V&B be a bimeromorphic pair and let ∆ be an effective
R-divisor of V having no common prime component with B. The symbol (V&B,∆)
is called log-terminal if the following conditions are satisfied:

(1) KV +B + ∆ is R-Cartier;
(2) For any bimeromorphic morphism ρ : W → V from a non-singular variety

and for the R-divisor

R&
∆ = KW + ρ[∗]B − ρ∗(KV +B + ∆),

its round-up pR&
∆
q is effective.



4. CANONICAL DIVISOR 61

By definition, (V&B,∆) is log-terminal if and only if (V& xBy , 〈B〉+∆) is log-
terminal. If KV +B+∆ is R-Cartier and if there exists a bimeromorphic morphism

ρ : W → V such that ρ[∗]Bred is non-singular and pR&
∆
q above is effective, then

(V&B,∆) is log-terminal, by 4.4.

Remark The condition: (V&B,∆) is log-terminal is equivalent to the condi-
tion: (V,B + ∆) is purely log terminal (plt) in the sense of [132] and [74].

The following properties are proved in [132] and [74]:

4.9. Lemma Suppose that (V&B,∆) is log-terminal. Then:

(1) xBy is normal ;
(2) For any component X of xBy , there is a natural effective R-divisor ∆X

such that (KV +B + ∆)|X ∼R KX + ∆X and (X,∆X) is log-terminal.

In the following proof, we use some notation and results discussed in later sections.

Proof. There is a bimeromorphic morphism ρ : W → V from a non-singular
variety such that ρ−1(B ∪ ∆) is a normal crossing divisor and ρ[∗]Bred is a non-
singular divisor. Let us consider the R-divisor

R&
∆ = KW + ρ[∗]B − ρ∗(KV +X + ∆)

and Y = ρ[∗]( xBy ) = xρ
[∗]By . Then f(Y ) = xBy . Let R be the ρ-exceptional

effective divisor pR&
∆
q (cf. 4.4) and set

∆W := 〈−R&
∆〉+ ρ[∗]〈B〉.

Then
R− Y − (KW + ∆W ) = −ρ∗(KV +X + ∆)

is ρ-numerically trivial. Thus R1ρ∗OW (R − Y ) = 0 by 5.12 below. Furthermore,
we have the surjection

OV ' ρ∗OW ' ρ∗OW (R)³ ρ∗OY (R).

In particular, xBy is normal by

O
xBy
' ρ∗OY ' ρ∗OY (R).

For the proof of (2), we may assume X = xBy is irreducible. We set ∆Y :=
∆W |Y . Then x∆Yy = 0, (∆Y )red is a normal crossing divisor of Y ,

R|Y − (KY + ∆Y ) = −(ρ∗(KV +B + ∆))|Y ,
and R|Y is ρ|Y -exceptional. Hence for the push-forward ∆X := ρ∗∆Y , we infer
that KX + ∆X is an R-Cartier divisor R-linearly equivalent to (KV + B + ∆)|X
and that

KY = (ρ|Y )∗(KX + ∆X) +R|Y −∆Y ,

in which pR|Y −∆Y
q = R|Y is effective. Thus (X,∆X) is log-terminal. ¤

Remark In VI.5.1, we shall prove a kind of inverse to 4.9.
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§5. Numerical properties of divisors

§5.a. Ample and nef cones. Let X be an n-dimensional normal projective
variety. Let NS(X) be the Néron-Severi group and let N1(X) be the real vector
space NS(X)⊗R. If X is non-singular, then N1(X) is isomorphic to the vector sub-
space in H2(X,R) generated by the first Chern classes of all the invertible sheaves.
The dimension dimR N1(X) is called the Picard number of X and denoted by ρ(X).
Let c1(D) denote the image of an R-Cartier divisor D under CDiv(X,R)→ N1(X).
Note that c1(D) = 0 if and only if D ·C = 0 for any irreducible curve C. If D1−D2

is an R-Cartier divisor with c1(D1 −D2) = 0, then two R-divisors D1 and D2 are
called numerically equivalent . The numerical equivalence relation is denoted by
D1
∼∼∼ D2. An R-Cartier divisor D of X is called nef if D ·C ≥ 0 for any irreducible

curve C ⊂ X. The nef cone Nef(X) ⊂ N1(X) is the set of first Chern classes
c1(D) of nef R-Cartier divisors D of X. This is a strictly convex closed cone. The
dual space N1(X) of N1(X) is considered as the real vector space generated by the
numerical equivalence classes of all the algebraic 1-cycles of X. Let NE(X) be the
cone of the numerical equivalence classes of effective 1-cycles and let NE(X) be
the closure in N1(X) (cf. [86]). Kleiman’s criterion [64] asserts that NE(X) and
Nef(X) are dual to each other and that a Cartier divisor A is ample if and only
if c1(A) is contained in the interior of Nef(X). The interior Amp(X) is an open
convex cone and is called the ample cone. Its closure is Nef(X). An R-Cartier
divisor D is called ample if c1(D) ∈ Amp(X).

5.1. Lemma Let C be a convex cone of a finite-dimensional real vector space

V such that C generates V as an R-module. Let C be the closure of C in V . Then

the interior IntC is contained in C. If V = L ⊗ R for a finitely generated abelian

group L ⊂ V , then

IntC =
∑

w∈L∩Int C
R>0w.

Proof. Let U be an open neighborhood of 0 in V and let v be a vector con-
tained in IntC. We can find vectors u1, u2, . . . , un ∈ U such that v+ui ∈ C for all
i and {u1, u2, . . . , un} is a basis of V . There is also a vector u =

∑
riui such that

ri > 0 for all i and v − u ∈ C. The vector v + λu is contained in C if λ
∑
ri = 1.

Hence (λ+1)v = λ(v−u)+ (v+λu) ∈ C. Thus IntC = IntC. Let {e1, e2, . . . , en}
be a basis of L. Then any v ∈ V is written uniquely by v =

∑
aiei for ai ∈ R.

We define xvy by
∑
xaiy ei. For v ∈ IntC, there is a positive integer m such that

vm := xmvy ∈ IntC and vm + nei ∈ IntC for all i. Then

mv =
1

n

∑n

i=1
〈mai〉(vm + nei) +

(
1− 1

n

∑n

i=1
〈mai〉

)
vm. ¤

5.2. Corollary Let A be an ample R-divisor of a normal projective variety.

Then A =
∑
sjHj, for some ample Cartier divisors Hj and sj ∈ R>0. In other

words, Amp(X) is generated by c1(A) for ample Cartier divisors A of X.

5.3. Lemma Let f : X → Y be a generically finite surjective morphism between

n-dimensional normal projective varieties and let D1 and D2 be R-divisors of X.
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If D1
∼∼∼ D2, then

L1 · L2 · · ·Ln−1 · f∗D1 = L1 · L2 · · ·Ln−1 · f∗D2

for any Cartier divisors L1, L2, . . .Ln−1 of Y . If Y is non-singular, then f∗D1
∼∼∼

f∗D2.

Proof. Let D be a divisor of X and let H be a general very ample divisor of
Y . Then H and T = f∗H are also normal and f∗OX(D)⊗OH ' (f |T )∗OT (D|T ).
In particular, (f∗D)|H = (f |T )∗(D|T ). Therefore, for general very ample divisors
A1, A2, . . .An−1 of Y , we have the equality

A1 ·A2 · · ·An−1 · f∗D = f∗A1 · f∗A2 · · · f∗An−1 ·D.
In fact, this is shown in the case f is bimeromorphic and in the case X and Y are
non-singular. The equality in general case is reduced to these cases by a standard
argument. Since any Cartier divisor is expressed as a linear combination of ample
divisors, the first assertion is proved. Next, suppose that Y is non-singular. Then,
for the divisor C = f∗D1 − f∗D2, we have

C ·An−1 = C2 ·An−2 = 0

for any ample divisor A. Then C ∼∼∼ 0 by the Hodge index theorem. ¤

§5.b. Big and pseudo-effective cones. Suppose that X is a non-singular
projective variety. Let Eff(X) ⊂ N1(X) be the subset consisting of c1(D) of all
effective R-divisors D. It is called the effective cone. The closure of Eff(X) is
denoted by PE(X) and is called the pseudo-effective cone. The interior of PE(X)
is denoted by Big(X) and is called the big cone. Note that Amp(X) ⊂ Big(X) ⊂
Eff(X) by 5.1 and Nef(X) ⊂ PE(X).

5.4. Lemma Let X be an n-dimensional non-singular projective variety and

let B be an R-divisor on X. Then the following conditions are mutually equivalent :

(1) c1(B) ∈ Big(X);
(2) For any ample divisor A, there exist a positive rational number δ and an

effective R-divisor ∆ such that B ∼Q δA+ ∆;
(3) There exists an effective R-divisor ∆ such that B −∆ is ample;
(4) B is big.

Proof. (2) ⇒ (3) is trivial. (4) ⇒ (2) is done in 3.16.
(1) ⇒ (3): By applying 5.1 to C = Eff(X), we infer that c1(B) ∈ Int Eff(X).

Thus for an ample divisor A, there exist a positive number δ and an effective R-
divisor ∆ such that c1(B − δA) = c1(∆). Hence B −∆ is ample.

(3)⇒ (1): For the ample R-divisor A := B−∆, let U be an open neighborhood
of 0 in N1(X) such that D+A is ample for any R-divisor D with c1(D) ∈ U . Then
B + U ⊂ PE(X).

(3) ⇒ (4): There is a positive integer m0 such that A := xm0B −m0∆y is an
ample divisor. There is a positive integer k such that |iB+kA| 6= ∅ for 0 ≤ i ≤ m0.
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For m ≥ m0, we have

mB + kA = xm/m0y (A+m0∆) +m0〈m/m0〉B + xm/m0y 〈m0B −m0∆〉+ kA.

Hence, there is an injection

OX( xm/m0yA) ↪→ OX( xmBy + kA),

which induces the inequality

h0(X, xm/m0yA) ≤ h0(X, xmBy + kA) ≤ h0(X, x(m+ km0)By ).

Hence κ(B) = n, since h0(X,mA) is a polynomial of degree n for mÀ 0. ¤

5.5. Definition An R-divisor D of a normal projective variety X is called
pseudo-effective if there exist a birational morphism µ : Y → X from a non-singular
projective variety and an R-divisor D′ of Y such that c1(D

′) ∈ PE(Y ) and µ∗D
′ =

D.

An R-divisor is pseudo-effective if and only if D+A is big for any ample R-divisor
A.

5.6. Lemma Let f : Y → X be a surjective morphism of non-singular projec-

tive varieties and let D be an R-divisor of X.

(1) Suppose that f is a generically finite morphism. Then f ∗D is big if and

only if so is D.

(2) The pullback f∗D is pseudo-effective if and only if so is D.

Proof. It is enough to show the ‘only if’ parts.
(1) If f∗D is big, then there exist an ample divisor A of X, an effective R-

divisor ∆ on Y , and a positive number k such that kf ∗D ∼Q f∗A + ∆. Then, by
taking f∗, we have k(deg f)D ∼Q (deg f)A+ f∗∆. Thus D is big.

(2) If f is a generically finite morphism, then this is derived from (1) above.
Thus we may assume that dimY > dimX. Let H ⊂ Y be a ‘general’ hyperplane
section. Then the restriction f∗(D)|H is also pseudo-effective. Thus we can replace
the situation to f |H : H → X. Therefore, by induction on dimY , we can conclude
that D is pseudo-effective. ¤

If D is pseudo-effective, then the intersection number D ·A1 ·A2 · · ·An−1 is non-
negative for any ample divisors A1, A2, . . . , An−1. If n = 2, then an R-divisor D
is pseudo-effective if D ·A ≥ 0 for any ample divisor A of X. This is a consequence
of Kleiman’s criterion [64]. However, D is not necessarily pseudo-effective even if
D ·A1 ·A2 · · ·An−1 ≥ 0 in the case n ≥ 3.

5.7. Example Let X → P2 be the blowing-up at a point, E the exceptional
divisor, and F a fiber of the induced P1-bundle structure X → P1. Let p : P → X
be the P1-bundle associated with the vector bundle O(F )⊕O(E) and let H be the
tautological divisor. For an R-divisor D of X, we have the following properties by
IV.2.6:
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(1) p∗D +H is nef if and only if D − F is nef (Note that D + E and D + F
are both nef if and only if D − F is nef);

(2) p∗D+H is pseudo-effective if and only if there is a real number 0 ≤ s ≤ 1
such that D + (1− s)F + sE is pseudo-effective.

Consequently, the divisor p∗(−2F ) + H is not pseudo-effective. But (p∗(−2F ) +
H)A1A2 ≥ 0 for any ample divisors A1, A2 of P.

5.8. Remark Let W be a compact complex analytic variety. An R-Cartier
divisor of W is defined as an R-linear combination of Cartier divisors of W . An
R-divisor D is called pseudo-effective, nef, big, or ample, according as ν∗D is so,
for the normalization ν : V → W . Let X be a non-singular projective variety, D
an R-divisor, and W a closed subvariety of X. Suppose that W 6⊂ SuppD. Then
we can define the restriction D|W as an R-Cartier divisor. If D is effective, then
D|W is effective. Next, suppose that W ⊂ SuppD. Then D|W is defined only as
an R-Cartier divisor class of W . Even though, we can say D|W is pseudo-effective,
nef, big, or ample if ν∗(D|W ) is so as an element of CC`(V,R).

§5.c. Vanishing theorems. Let X be a compact Kähler manifold of dimen-
sion n. An invertible sheaf H of X is called positive if it admits a Hermitian metric
with positive Ricci curvature form. Then we have the following results:

(1) (Kodaira vanishing theorem [67]) Hp(X,ωX ⊗H) = 0 for p > 0.
(2) (Kodaira’s embedding theorem [68]) X is projective and H is ample.
(3) (Akizuki–Nakano vanishing theorem [1]) Hq(X,Ωp

X⊗H) = 0 for p+q > n.

The Kodaira vanishing theorem is generalized to the following form by Kawa-
mata [51] and Viehweg [146] independently.

5.9. Theorem Let X be a non-singular projective variety and let D be a nef

and big R-divisor of X. Suppose that Supp〈D〉 is a normal crossing divisor. Then

Hp(X,KX + pDq ) = 0 for any p > 0.

Their proofs need some covering tricks. Viehweg has prepared the following
lemma on cyclic coverings (cf. [147]).

5.10. Lemma Let D be a Q-divisor of a non-singular variety X such that

Supp〈D〉 is a normal crossing divisor and rD ∼ 0 for an integer r > 1. Let

i : OX(−rD) → OX be an isomorphism. Then Y = SpecanA is normal with only

quotient singularities over Sing Supp〈D〉 for the OX-algebra

A =
⊕r−1

m=0
OX( x−mDy )

defined by i. Here, τ∗D is a Cartier divisor linearly equivalent to zero and there

are isomorphisms

τ∗ωY '
⊕r−1

m=0
OX(KX + pmDq ), τ∗OY (aτ∗D) '

⊕r−1

m=0
OX( x(a−m)Dy )

for a ∈ Z and for the structure morphism τ : Y → X.
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By composing cyclic coverings, Kawamata [50] has obtained a Kummer cov-
ering from a non-singular variety which changes a Q-divisor to a Z-divisor. His
argument is also effective also for non-algebraic cases:

5.11. Lemma ([50, Theorem 17] (cf. [98])) Let D1, D2, . . . , Dk be non-

singular prime divisors of a non-singular variety X and let m1, m2, . . . , mk be

integers greater than 1. Suppose that
∑k

i=1Di is a simple normal crossing divisor

and X is a weakly 1-complete manifold with a positive line bundle. Then, for a

relatively compact open subset U ⊂ X, there is a finite Galois morphism τ : Y → U
from a non-singular variety such that τ ∗(Di|U ) = miD

′
i for divisors D′

i of Y .

Proof of 5.9. There is an effective divisor ∆ such that D − ε∆ is ample for
0 < ε¿ 1. Let µ : X ′ → X be a birational morphism from a non-singular projective
variety such that the union of the µ-exceptional locus and µ−1∆ is a simple normal
crossing divisor. We may assume that there is a µ-exceptional divisor E with −E
being µ-ample. Hence D′ = µ∗(D − ε∆) − ε′E is ample and pD′q = pµ∗Dq for
0 < ε′ ¿ ε. We have

µ∗OX′(KX′ + pµ∗Dq ) ' OX(KX + pDq )

by 4.3-(2). Hence we may assume that D is ample from the beginning. Further, we

can assume that D is a Q-divisor since (1/m) xmDy is ample and p(1/m) xmDyq =
pDq for mÀ 0. Replacing X by a blowing-up of X and applying 4.3-(2), we may
also assume that Supp〈D〉 is a simple normal crossing divisor. Let τ : Y → X
be a finite Galois morphism from a non-singular projective variety obtained by
5.11 such that τ∗D is a Cartier divisor. Then τ∗OY (−τ∗D) contains OX( x−Dy )
as the direct summand corresponding to the invariant part of the Galois action.

Thus τ∗ωY (τ∗D) contains ωX( pDq ) as a direct summand. Hence the vanishing for

ωX( pDq ) follows from the Kodaira vanishing for ωY (τ∗D). ¤

The following variant is proved in [98] by Nakano’s vanishing theorem [95] for
weakly 1-complete manifolds and by 5.11:

5.12. Corollary Let f : X → S be a projective morphism from a non-singular

complex analytic variety and let D be an R-divisor of X. Suppose that D is f -nef

and f -big and that Supp〈D〉 is a normal crossing divisor. Then, for p > 0,

Rp f∗OX(KX + pDq ) = 0.

It induces the Grauert–Riemenschneider vanishing theorem [30].
We insert the following application of Kodaira’s vanishing theorem:

5.13. Lemma Let P be a nef and big R-divisor of a non-singular projective

variety X of dimension n such that Supp〈P 〉 is a normal crossing divisor. Then

lim
m→∞

1

mn−1
h1(X, xmPy ) = 0.



5. NUMERICAL PROPERTIES OF DIVISORS 67

Proof. By 2.11, we can replace X by a blowing-up and P by the total trans-
form. Thus, we may assume that there exist an effective divisor ∆ and a positive
integer m0 such that

(1) Supp∆ ∪ Supp〈P 〉 is a simple normal crossing divisor,
(2) xmPy −∆−KX is ample for any m ≥ m0.

Hence H1(X, xmPy − ∆) = 0 by Kodaira’s vanishing theorem. In particular, we

have h1(X, xmPy ) ≤ h1(∆,O∆( xmPy )). It is enough to show that

lim
m→∞

1

mn−1
h1(E,L ⊗OE( xmPy )) = 0

for any prime component E of ∆ and for any line bundle L of E. There is an ample
effective divisor H of X such that

L+ xmPy |E +H|E −KE

is ample for any m > 0, since P is nef. Thus H1(E,L ⊗ OE( xmPy + H)) = 0 by
Kodaira’s vanishing theorem. Hence

h1(E,L ⊗OE( xmPy )) ≤ h0(E ∩H,L ⊗OE∩H( xmPy +H)),

which is bounded by a polynomial of m of order at most n− 2. ¤

§5.d. Relative numerical properties.

5.14. Definition Let π : X → S be a projective surjective morphism from a
normal complex analytic variety and let W ⊂ S be a subset. An R-Cartier divisor
D of X is called π-ample, π-nef , and π-numerically trivial over W if D|Xs

is ample,
nef, and numerically trivial for any s ∈ W , respectively, where Xs = π−1(s). It is
also called relatively ample, relatively nef , or relatively numerically trivial over W .
If W = S, we drop the phrase ‘over S.’

5.15. Lemma Let π : X → S be a proper surjective morphism from a normal

complex analytic space and let D be an R-Cartier divisor on X.

(1) Suppose that π is projective. If D is π-ample over a point s ∈ S, then

there is a Zariski-open neighborhood U ⊂ S over which D is π-ample.

(2) Suppose that π is projective. If D is π-nef over a point s ∈ S, then there

is a countable union W of proper Zariski-closed subsets of S such that

s 6∈W and D is π-nef over S rW .

(3) Suppose that S is connected and π is a smooth morphism whose fibers

are bimeromorphically equivalent to projective analytic spaces. If D is

π-numerically trivial over a point s ∈ S, then D is π-numerically trivial.

(4) Suppose that π is a projective morphism. For a point s ∈ S, there is a

Zariski-open subset U ⊂ S containing s having the following property : If

an R-Cartier divisor of X is π-numerically trivial over the point s ∈ S,

then it is π-numerically trivial over U .
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Proof. (1) Let Di (1 ≤ i ≤ l) be a finite number of Q-divisors of X such that
Di is π-ample over s for any i and D =

∑
siDi for some positive real numbers

si (cf. 5.2). Since the ampleness is an open condition, we can find a Zariski-open
neighborhood Ui ⊂ S such that Di is π-ample over Ui. Thus D is π-ample over⋂
Ui.

(2) Let A be a π-ample invertible sheaf. By (1), for any positive integer m,
there is a Zariski-open neighborhood Um ⊂ S of s such that mD|Xs

+A|Xs
is ample

for any s ∈ Um. We can take W to be the complement of
⋂
Um.

(3) The real first Chern class c1(D) is an element of H2(X,R). Let c be the
image under H2(X,R)→ H0(S,R2 π∗RX). Now R2 π∗RX is a locally constant sheaf
whose stalk at s is canonically isomorphic to H2(Xs,R). Thus cs = 0 implies c = 0.
This means that D is π-numerically trivial.

(4) Let X0 → X be a bimeromorphic morphism from a non-singular space
obtained by Hironaka’s desingularization [40] and let π0 be the composite X0 →
X → S. Let S1 ⊂ S be an analytic subset such that dimS1 < dimS and π0 is
smooth over S r S1. Let X1 → π−1

0 (S1) be a proper surjective morphism from a
non-singular analytic space obtained by Hironaka’s desingularizations of irreducible
components of π−1

0 (S1). We can define inductively a sequence of analytic subsets

S = S0 ⊃ S1 ⊃ · · · ⊃ Sl ⊃ Sl+1,

proper surjective morphisms πi : Xi → Si, and proper surjective morphisms Xi →
π−1

i−1(Si) for 1 ≤ i ≤ l satisfying the following conditions:

• dimt Si < dimt Si−1 for any t ∈ Si;
• s ∈ Sl r Sl+1;
• πi is smooth over Si r Si+1;
• πi is isomorphic to the composite Xi → π−1

i−1(Si)→ Si;
• πi is, locally on Si, bimeromorphic to a projective morphism.

Let C be a connected component of Si r Si+1 for i ≤ l such that s 6∈ C. Note
that C is an analytic subset of S. Let U ⊂ S be the Zariski-open subset whose
complement is the union of all such C for all i above and of Sl+1.

Let A be a π-ample invertible sheaf of X and let D be an R-divisor of X which
is π-numerically trivial over s. For any integer m ∈ Z, there is a Zariski-open
neighborhood Um of s such that mD+A is π-ample over Um. Hence the set Σ(D)
of points over which D is π-numerically trivial is a countable intersection of Zariski-
open subsets. Since Σ(D) is dense, (Si r Si+1) ∩ Σ(D) 6= ∅ for any i. Therefore,
U ⊂ Σ(D) by (3). ¤

5.16. Definition Let π : X → S be a locally projective morphism. An R-
divisor D of X is called π-big or relatively big over S if there exist an open covering
S =

⋃
Sλ, Cartier divisors Aλ of Xλ := π−1(Sλ), and positive integers mλ such

that Aλ is π-ample over Sλ and

πλ∗OXλ
( xmλDy |Xλ

−Aλ) 6= 0,
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for the restriction πλ : Xλ → Sλ of π. An R-divisor D is called π-pseudo-effective

or relatively pseudo-effective over S if there exist an open covering S =
⋃
Sλ and

πλ-ample Cartier divisors Aλ of Xλ such that D|Xλ
+ εAλ is πλ-big for any ε > 0.

Let B be an R-divisor of X and set d := dimX − dimS. Then the following
conditions are mutually equivalent by the same argument as 5.4:

(1) B is π-big;
(2) There exist integer m1 and a positive number C such that

rankπ∗OX( xmBy ) ≥ Cmd

for m ≥ m1;
(3) limm→∞m−d rankπ∗OX( xmBy ) > 0.

If there is a π-ample invertible sheaf A, then the following condition also is equiv-
alent to the conditions above:

(4) π∗(OX( xmBy )⊗A−1) 6= 0 for a positive integer m.

We can define the notion of π-bigness also for the case π is not locally projective
by the properties above. If a π-big R-divisor exists, then, locally over S, π is
bimeromorphic to a projective morphism.

5.17. Corollary An R-divisor D of X is π-big (resp. π-pseudo-effective) if

and only if, for any component F of a ‘general’ fiber, D|F is big (resp. pseudo-

effective).

Remark (1) If D is π-nef over a point, then it is π-pseudo-effective, by
5.15,

(2) If π is generically finite, then every R-divisor is π-big.
(3) If a projective morphism π is the composite of two surjective morphisms

f : X → Y and g : Y → S of complex analytic varieties, then every π-big
divisor is f -big and every π-pseudo-effective divisor is f -pseudo-effective.
Moreover, if g is generically finite, then D is π-big (resp. π-pseudo-
effective) if and only if D is f -big (resp. f -pseudo-effective).

5.18. Example On deformation of divisors, pseudo-effectivity and bigness
are not open conditions: Over the projective line P1, let us consider the group
Ext1P1(O,O(−2)) ' C of extensions:

0→ O(−2)→ E → O → 0.

If the extension is non-trivial, then E ' O(−1) ⊕ O(−1). Therefore, we can con-
struct a family of ruled surfaces π : X → P1×C→ C and a Cartier divisor H of X
such that

(1) Xt := π−1(t) is isomorphic to P1 × P1 for t 6= 0,
(2) X0 ' P(O ⊕O(−2)),
(3) for t 6= 0, the restriction Ht := H|Xt

is linearly equivalent to `1−`2, where
`i is a fiber of the i-th projection Xt → P1,
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(4) the restriction H0 := H|X0
is linearly equivalent to the negative section

of the ruled surface X0 → P1.

Thus H0 is pseudo-effective and Ht is not pseudo-effective for t 6= 0. Let F be a
fiber of X → P1 ×C→ P1. Then (H + xF )|X0

is big for x > 0 and (H + xF )|Xt
is

not big for any x ≤ 1.

Let π : X → S be a projective surjective morphism of complex analytic spaces
and let W be a compact subset of S. Let Z1(W ) be the free abelian group generated
by the irreducible curves γ ⊂ X with π(γ) being a point of W . For an open
neighborhood U of W , we have the intersection pairing

Pic(π−1(U))× Z1(W ) 3 (L, γ) 7→ L · γ ∈ Z.

If L·γ = 0 for any γ ∈ Z1(W ), then L is π-numerically trivial over W . Let Ã(U,W )
be the quotient group of Pic(π−1U) by the π-numerical trivial relation over W . We
define

A1(X/S;W ) := lim−→W⊂U
Ã(U,W ),

where U runs through all the open neighborhoods of W . This definition coincides
with that in [98, 4.1]. We also define N1(X/S;W ) := A1(X/S;W )⊗R. We correct
the statements [98, 4.3, 4.4] as follows:

5.19. Lemma Suppose that W ∩ Y has only finitely many connected compo-

nents for any analytic subset Y defined over an open neighborhood of W . Then

A1(X/S;W ) is a finitely generated abelian group.

Proof. Let S = S0 ⊃ S1 ⊃ · · · and πi : Xi → Si be the objects constructed
in the proof of 5.15-(4). Let Wi,j for 1 ≤ j ≤ ki be the connected components of
W ∩ Si. We choose a point wi,j ∈ Wi,j r Si+1 for (i, j) with Wi,j 6⊂ Si+1. It is
enough to show that

A1(X/S;W )→
⊕

NS(π−1
i (wi,j))/(tor)

is injective. For a line bundle L on π−1U for an open neighborhood U of W , assume
that L is π-numerically trivial over all wi,j . Then L is π-numerically trivial over
Ui,j r Si+1 for the connected component Ui,j of Si ∩ U containing wi,j . Note that
W ∩ Si ⊂

⋃
j Ui,j . Therefore, L is π-numerically trivial over W =

⋃
iW ∩ Si. ¤

Assume that the compact subset W ⊂ S satisfies the condition of 5.19. Then
we can define the relative Picard number ρ(X/S;W ) to be the rank of A1(X/S;W ).
We can consider similarly several cones such as: the π-ample cone Amp(X/S;W ),
the π-nef cone Nef(X/S;W ), the π-big cone Big(X/S;W ), and the π-pseudo-
effective cone PE(X/S;W ), over W . Let A1(X/S;W ) be the image of

Z1(W )→ Hom(A1(X/S;W ),Z)

given by the intersection pairing. We set N1(X/S;W ) := A1(X/S;W )⊗R and let
NE(X/S;W ) be the set of the numerical equivalence classes of effective 1-cycles con-
tracted to points of W . Then the following Kleiman’s criterion holds: Nef(X/S;W )
and the closure NE(X/S;W ) of NE(X/S;W ) are dual to each other (cf. [98, 4.7]).
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Even if the compact set W does not satisfy the condition of 5.19, we can con-

sider another abelian group Â1(X/S;W ) similar to A1(X/S;W ) above as follows:
For a while, let W be a subset of S. A coherent sheaf F of X is called invertible over
W if the restriction to π−1U is an invertible sheaf for some open neighborhood U of
W . A homomorphism F1 → F2 of coherent sheaves of X is called an isomorphism
over W if the restriction to π−1U is an isomorphism for an open neighborhood U of

W . We define P̂ic(X;W ) to be the set of coherent sheaves of X which are invertible

over W , modulo the isomorphisms over W . Then P̂ic(X;W ) has an abelian group

structure by the tensor-product and the restriction map P̂ic(X;W )→ Pic(π−1(w))
is a homomorphism for w ∈ W . Let π′ : X ′ → S be another projective surjec-
tive morphism from a normal variety. A meromorphic map ϕ : X ′ ···→ X over S
is called a morphism over W if ϕ : π′−1U → π−1U is a morphism over U for an
open neighborhood U of W . In this situation, we have the pullback homomorphism

ϕ∗ : P̂ic(X;W ) → P̂ic(X ′;W ′). If ϕ is dominant, then ϕ∗ is injective, and if ϕ∗ is
isomorphic in addition, then ϕ is an isomorphism over an open neighborhood of W .

We have the natural intersection pairing P̂ic(X;W ) × Z1(W ) → Z, where Z1(W )
is the free abelian group generated by the curves of X contracted to points of W .

Let Â1(X/S;W ) be the quotient of P̂ic(X;W ) defined as the image of

P̂ic(X;W )→ Hom(Z1(W ),Z).

5.20. Lemma If W is a compact subset, then Â1(X/S;W ) is a finitely gener-

ated abelian group.

Proof. Let S = S0 ⊃ S1 ⊃ · · · and πi : Xi → Si be the objects constructed in
the proof of 5.15-(4). We have an injection

Â1(X/S;W ) ↪→
⊕

i≥0
Â1(Xi r π−1

i Si+1/(Si r Si+1);W ∩ Si r Si+1).

Since W ∩ Si is compact, we may assume that Si has only finitely many connected
components. Therefore, the target of the injection above is a finitely generated
abelian group by 5.15-(3). ¤

We can define another candidate ρ̂(X/S;W ) for the relative Picard number over

the compact subsetW as the rank of Â1(X/S;W ). We can consider similarly several

cones in the vector space N̂1(X/S;W ) := Â1(X/S;W ) ⊗ R such as: the π-ample

cone Âmp(X/S;W ), the π-nef cone N̂ef(X/S;W ), the π-big cone B̂ig(X/S;W ),

and the π-pseudo-effective cone P̂E(X/S;W ), over W . Let Â1(X/S;W ) be the
image of

Z1(W )→ Hom(Â1(X/S;W ),Z)

given by the intersection pairing. We set N̂1(X/S;W ) := Â1(X/S;W )⊗R and let

N̂E(X/S;W ) be the set of the numerical equivalence classes of effective 1-cycles

contracted to points of W . Then Kleiman’s criterion also holds: N̂ef(X/S;W ) and

the closure N̂E(X/S;W ) of N̂E(X/S;W ) are dual to each other.
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We can consider the relative minimal model program by applying N̂1(X/S;W ).
For example, if F is a coherent sheaf of X invertible over W and if F is π-semi-
ample over W , then some positive multiple of F is the pullback of a relatively

ample element of P̂ic(X ′′;W ) by a meromorphic map X ···→ X ′′ over S which
is a morphism over W . In fact, there exist an open neighborhood U of W and a
positive integer k such that F is invertible over U and π∗π∗F⊗k → F⊗k is surjective
over π−1U . It induces a meromorphic map X ···→ PS(π∗F⊗k) over S, which is
holomorphic over U , and F⊗k is considered as the pullback of the tautological line
bundle.

§6. Algebraic cycles

§6.a. Chow groups. Let X be an n-dimensional non-singular projective va-
riety. Let CHi(X) denote the Chow group of algebraic cycles of codimension i ≥ 0.
There is a homomorphism cl : CHi(X) → H2i(X,Z) called the cycle map. Here
CH1(X) ' Pic(X) and the cycle map CH1(X) → H2(X,Z) is induced from the
connecting homomorphism H1(X,O?

X) → H2(X,Z) of the exponential exact se-
quence of X. A cycle is called homologically equivalent to zero if it goes to zero by

the composite CHi(X) → H2i(X,Z) → H2i(X,Q). Let Ni(X) ⊂ H2i(X,R) be the
real vector subspace generated by the image cl(CHi(X)). By the Poincaré duality,
the vector subspace Ni(X) ⊂ H2i(X,R) generated by algebraic cycles of dimension
i is isomorphic to Nn−i(X). The cup product of H•(X,R) induces the intersection
homomorphism Ni(X) × Nj(X) → Ni+j(X), which is compatible with the ring
structure of the Chow ring CH•(X) =

⊕
CHi(X). A cycle ζ of codimension i

is called numerically trivial or numerically equivalent to zero if ζ · η = 0 for any
η ∈ CHn−i(X). By the trace map H2n(X,R) ' R, two vector spaces H2i(X,R) and
H2n−2i(X,R) are dual to each other by the intersection pairing. However, it is still
conjectural that Ni(X) and Nn−i(X) are dual to each other. This is equivalent to
saying that the numerical equivalence and the homological equivalence on CHi(X)
coincide. For i = 1, it is true by H2(X,Q) ∩H1,1(X) = NS(X)⊗Q.

6.1. Definition An algebraic R-cycle of codimension k is a finite R-linear
combination ζ =

∑
ciWi of subvarieties Wi of codimension k. The R-cycle ζ is

called effective if all the coefficients ci are non-negative. We call ci the multiplicity
of ζ along Wi and denote ci = multWi

ζ. For cycles ζ1, ζ2 of codimension i, both
of the relations ζ1 ≥ ζ2 and ζ2 ≤ ζ1 indicate that ζ1 − ζ2 is effective.

6.2. Definition Let Effk(X) ⊂ Nk(X) be the cone of the cohomology classes

of effective algebraic R-cycles of codimension k. The closure PEk(X) is called the
pseudo-effective cone of algebraic cycles of codimension k. Note that PEn−1(X) =

NE(X). An algebraic R-cycle ζ is called pseudo-effective if cl(ζ) ∈ PEk(X).

6.3. Proposition Let ζ be a pseudo-effective R-cycle of codimension k. Then,

for any nef R-divisor D, the intersection number ζ · Dn−k is non-negative. If

ζ ·An−k = 0 for an ample R-divisor, then ζ is homologically equivalent to zero.
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Proof. It is enough to show the second statement. Let P k ⊂ Hk,k(X,R) be
the set of cohomology classes [ω] of global C∞-real d-closed (k, k)-forms

ω = (
√
−1)k

∑
I,J⊂{1,2,...,n}

ωI,JdzI ∧ dz̄J ,

where the matrix (ωI,J ) is positive definite everywhere. Then P k is an open convex

cone in the space Hk,k(X,R) and c1(A)n−k belongs to Pn−k. Since ζ is pseudo-

effective, cl(ζ) ∪ [ω] = 0 for any [ω] ∈ P n−k. Thus cl(ζ) = 0, since Hk,k(X,R) and

Hn−k,n−k(X,R) are dual to each other by the intersection pairing. ¤

Remark The proposition above proves the conjecture [98, 2.12] affirmatively.

For a morphism f : Y → X from a non-singular projective variety Y of dimen-
sion m, we have the natural homomorphisms

f∗ : Ni(X)→ Ni(Y ), f∗ : Ni(Y ) ' Nm−i(Y )→ Ni(X) ' Nn−i(X),

where the projection formula

f∗(f
∗u · v) = u · f∗v ∈ Nn−m+(i+j)(X)

holds for u ∈ Ni(X) and v ∈ Nj(Y ).

Remark Let f : Y → X be a morphism from a non-singular projective variety
Y of dimension m. Then f∗(PEm−i(Y )) ⊂ PEn−i(X).

§6.b. Chern classes of vector bundles. Let X be a non-singular projective
variety of dimension n. For a vector bundle E of X of rank r, its i-th Chern

classes ĉi(E) is defined as an element of the Chow group CHi(X) as follows: Let
p : P = PX(E) → X be the projective bundle and let H = HE be a tautological

divisor associated with E : OP(H) is the tautological line bundle. There is an
isomorphism

CHi(P) ' CHi(X)⊕ CHi−1(X) ·H ⊕ · · · ⊕ CH0(X) ·Hi

for any i < r, where H is regarded as an element of CH1(P) = Pic(P). Under
the natural isomorphism CH0(X) ' H0(X,Z), ĉ0(E) is defined to be 1. The other
Chern classes ĉi(E) are defined as elements of CHi(X) satisfying the equality:

∑r

i=0
(−1)r−ip∗ĉi(E) ·Hr−i = 0.

The usual i-th Chern class ci(E) is defined as the image of ĉi(E) under cl : CHi(X)→
H2i(X,Z). Let us introduce polynomials

CE(t) :=
∑r

i=1
ĉi(E)ti,

PE(t) :=
∑r

i=1
(−1)r−iĉi(E)tr−i = (−1)rtrCE∨(1/t),

QE(t) := PE

(
t+

1

r
ĉ1(E)

)
=
∑r

i=0
(−1)i∆̂i(E)tr−i.
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Here, CE(t) is called the Chern polynomial which belongs to CH•(X)[t]. For other
polynomials, we have PE(t) ∈ CH•(X)[t] and QE(t) ∈ CH•(X)[t] ⊗ Q. The coeffi-

cients ∆̂k(E) ∈ CHk(X)Q are written in terms of Chern classes ĉi(E) by

∆̂k(E) =
∑k

j=0

(−1)j

rj

(
r − k + j

j

)
ĉ1(E)j · ĉk−j(E).

If k ≤ 2, we have

∆̂0(E) = ĉ0(E) = 1, ∆̂1(E) = 0, ∆̂2(E) = ĉ2(E)−
r − 1

2r
ĉ1(E)2.

6.4. Definition A normalized tautological divisor Λ = ΛE of E is a Q-divisor
of P = P(E) such that rΛ is a Z-divisor and

OP(rΛ) ' OE(r)⊗ p∗(det E)−1.

In particular, rΛ ∼ −KP/X .

From the vanishing PE(H) = 0, we have

QE(Λ) =
∑r

i=0
(−1)ip∗∆̂i(E)Λr−i = 0.

Note that p∗Λ
j = 0 for j < r − 1 and p∗Λ

r−1 = 1 ∈ CH0(X). Thus

p∗Λ
r = ∆̂1(E) = 0, p∗Λ

r+1 = −∆̂2(E), p∗Λ
r+2 = ∆̂3(E),

p∗Λ
r+3 = ∆̂2(E)2 − ∆̂4(E), etc.

For an exact sequence 0→ E0 → E1 → E2 → 0 of vector bundles Ei, we have

CE1
(t) = CE0

(t) · CE2
(t).

Let K0(X) be the Grothendieck K-group of vector bundles of X. Then E 7→ CE(t)
gives rise to a homomorphism K0(X)→ CH•(X)[t]/(tn+1) from the additive group
structure (K0(X),+) into the semi-group structure (CH•(X)[t]/(tn+1),×). Since
X has an ample divisor, every coherent sheaf F has an exact sequence

0→ En → En−1 → · · · → E0 → F → 0

such that Ei are all vector bundles. Thus the K-group of coherent sheaves coincides

with K0(X) and hence the Chern classes ĉi(F), ci(F), and also ∆̂i(F) of a coher-
ent sheaf F are well-defined. The Chern character ch(E) and the Todd character
Todd(E) of a vector bundle E of rank r are defined as elements of CH•(X)⊗Q as
follows: For formal elements ξ1, ξ2, . . . , ξr satisfying CE(t) =

∏
(1 + ξit),

ch(E) :=
∑r

i=1
exp(ξi) and Todd(E) =

∏r

i=1

ξi
1− exp(−ξi)

.

The Chern character extends to a ring homomorphism ch: K0(X)→ CH•(X)⊗Q.
We denote Todd(TX) for the tangent bundle TX by Todd(X).
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Let F be a coherent sheaf of X with codim SuppF = k ≥ 0 and let Z ⊂ SuppF
be an irreducible component of codimension k. We define the length lZ(F) of F
along Z as follows: There is a filtration

F0 ⊂ F1 ⊂ · · · ⊂ Fl = F
of coherent sheaves such that Fi/Fi−1 is a non-zero torsion-free OZ-module for
i > 0 and Z 6⊂ SuppF0. Here, we set

lZ(F) :=
∑

i>0
rankFi/Fi−1,

which does not depend on the choice of such filtrations. We define

cl(F) :=
∑

Z⊂SuppF, codim Z=k
lZ(F) cl(Z) ∈ H2k(X,Z).

6.5. Lemma Under the situation above, ci(F) = 0 for 0 < i < k and

ck(F) = (−1)k−1(k − 1)! cl(F).

Proof. We shall prove by induction on dim SuppF .
Let Z1, Z2, . . . , Zl be the irreducible component of codimension k of SuppF .

Then there exist coherent sheaves F(j) with SuppF(j) = Zj and a homomorphism

F →⊕l
j=1 F(j) whose kernel and cokernel are sheaves supported on analytic subset

of codimension greater than k. Hence we are reduced to the case: Z = SuppF is
irreducible.

Let F0 ⊂ F1 ⊂ · · · ⊂ Fl = F be the filtration above calculating l = lZ(F).

Then ch(F) = ch(F0) +
∑l

j=1 ch(Fj/Fj−1). Thus we are reduced to the case:
Z = SuppF is irreducible and F is a torsion-free OZ-module.

Let f : Y → Z be a resolution of singularities of Z and set G := f ∗F/(tor).
Then the kernel and the cokernel of F → f∗G are torsion sheaves on Z. There
are homomorphisms f! : K0(Y ) → K0(X), f∗ : CHi(Y ) → CHi+k(X) given by
f!G =

∑
(−1)i Ri f∗G and

f∗ : CHi(Y ) ' CHn−k−i(Y )→ CHn−k−i(X) ' CHi+k(X).

By the Grothendieck–Riemann–Roch formula [5], we have

ch(f!G) · Todd(X) = f∗(ch(G) · Todd(Y )).

Let ch(F)(i) ∈ CHi(X) ⊗ Q denote the i-th component of ch(F) in CH•(X) ⊗ Q:
ch(F) =

∑
ch(F)(i). By induction, we infer that ch(F)(i) = 0 for i < k and

ch(F)(k) = (rankG)Z ∈ CHi(X)⊗Q. Since ch(F)(i) = 0 for i < k, we have

ĉk(F) = (−1)k−1(k − 1)! ch(F)(k).

Thus we are done. ¤

For example, if F is a skyscraper sheaf, then

dim H0(X,F) = χ(X,F) = (−1)n−1 1

(n− 1)!
deg cn(F).
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If codim SuppF ≥ k, then

(−1)k−1ck(F) ·An−k ≥ 0

for an ample divisor A and the equality holds only when codim SuppF ≥ k + 1.
An entire holomorphic function Ψ(x) = Ψ(x1, x2, . . . , xd) of d-variables is writ-

ten by the following form:

Ψ(x) =
∑

i1,i2,...,id≥0
ci1,i2,...,id

x
[i1]
1 x

[i2]
2 · · ·x[id]

d

i1! i2! · · · id!
,

where ci1,i2,...,id
= ci1,i2,...,id

(Ψ) are constants and

x[k] :=

{∏k−1
j=0 (x+ j), k ≥ 1;

1, k = 0.

Let ∆j be the j-th difference operator defined by

(∆jΨ)(x) = Ψ(x1, . . . , xj , . . . , xd)−Ψ(x1, . . . , xj − 1, . . . , xd)

for 1 ≤ j ≤ d. Then ∆jx
[k]
j = kx

[k−1]
j for k ≥ 1. Thus we have

c1,1,...,1 = c1,1,...,1(Ψ) = (∆1∆2 · · ·∆dΨ)(0).

For example, for the function ψ(x) = exp(
∑d

i=1 λixi) for λi ∈ C, we have

(∆jψ)(x) = (1− exp(−λj))ψ(x), and c1,...,1(ψ) =
∏d

j=1
(1− exp(−λj)).

6.6. Lemma Let F be a coherent sheaf with codim SuppF = k = n − d and

let L1, L2, . . . , Ld be invertible sheaves on X. Let F (x) = F (x1, x2, . . . , xd) be the

polynomial satisfying

F (m1,m2, . . . ,md) = χ(X,F ⊗ L⊗m1
1 ⊗ · · · ⊗ L⊗md

d )

for mi ∈ Z. Then

c1,1,...,1(F ) = L1 · L2 · · · Ld · cl(F).

Proof. Since ch is a ring homomorphism, we have

ch(F ⊗ L⊗m1
1 ⊗ · · · ⊗ L⊗md

d ) = ch(F) ch(L1)
m1 · · · ch(Ld)

md ,

where

ch(Li)
mi = exp(miLi) =

∑n

p=0

1

p!
mp

iLp
i ∈ CH•(X)⊗Q

for 1 ≤ i ≤ d. By the Riemann–Roch formula, F (x) is regarded as the n-th
component of

ch(F) · f(x) · Todd(X) ∈ CH•(X)⊗Q,

where

f(x) = exp

(∑d

i=1
Lixi

)
.
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Thus c1,...,1(F ) is the n-th component of

ch(F) ·
(∏d

j=1
(1− exp(−Lj))

)
· Todd(X).

By 6.5, we have

c1,...,1(F ) = ch(F)(k) · L1 · · · Ld = L1 · · · Ld · cl(F). ¤

§6.c. Semistable vector bundles. Let X be a non-singular projective va-
riety of dimension d. Let F be a non-zero torsion-free coherent sheaf of X. The
averaged first Chern class µ(F) is defined by

µ(F) =
1

rankF c1(F).

For an ample divisor A, we set µA(F) = µ(F) · Ad−1. A torsion-free sheaf F
is called A-µ-stable and A-µ-semi-stable if the inequalities µA(G) < µA(F) and
µA(G) ≤ µA(F) hold for any coherent subsheaf 0 ( G ( F , respectively. There is a
notion of A-stable sheaf which is different from the notion of A-µ-stable sheaf. The
first notion is important when we consider some moduli space of vector bundles.
However, in our article, we call an A-µ-stable sheaf by an A-stable sheaf and an
A-µ-semi-stable sheaf by an A-semi-stable sheaf, for short.

Let F be a non-zero torsion-free sheaf of X. The Harder–Narasimhan filtration

[35] of F with respect to A is a filtration

0 = F0 ⊂ F1 ⊂ · · · ⊂ Fl = F
of coherent subsheaves satisfying the following conditions:

(1) Fi/Fi−1 are non-zero A-semi-stable sheaves;
(2) µA(Fi/Fi−1) > µA(Fi+1/Fi) for 1 ≤ i ≤ l − 1.

This exists uniquely up to isomorphisms. The existence essentially follows from the
lower-boundedness of c1(G) ·Ad−1 for all quotient sheaves G of F . The number l is
called the length of the filtration.

Assume that dimX = 1. Then the notion of stability is independent of the
choice of ample divisors. A vector bundle E on X is semi-stable if and only if
the normalized tautological divisor Λ is nef (cf. [107], [82, 3.1]). Moreover if Λ is
nef, then every effective divisor of P is nef. If E is not semi-stable, then Λ is big.
Therefore, if dimX = 1, then Λ is always pseudo-effective.

Example In higher dimension, the normalized tautological divisor is not nec-
essarily pseudo-effective. Let TX be the tangent bundle of the projective plane
X = P2. Then P = PX(TX) is a hypersurface of P2 × P2 and there are two P1-
bundle structures p1, p2 : P → P2. We consider p1 as the associated P1-bundle
structure of TX . The tautological divisor H associated with TX is linearly equiv-
alent to p∗1` + p∗2` for a line ` ⊂ P2. Thus the normalized tautological divisor is
written by Λ = p∗2` − (1/2)p∗1`. Then we infer that Λ is not pseudo-effective by
Λ · (p∗2`)2 = −1/2 < 0.
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Suppose that dimX ≥ 2. Then, for an A-semi-stable reflexive sheaf F on X,
we have the Bogomolov inequality

∆̂2(F) ·An−2 =

(
c2(F)− r − 1

2r
c1(F)2

)
·An−2 ≥ 0.

For a short exact sequence 0→ E → F → G → 0 of non-zero torsion-free coherent
sheaves, we have the following formula:

(II-9) ∆̂2(F) = ∆̂2(E) + ∆̂2(G)−
(rank E)(rankG)

2(rankF)
(µ(E)− µ(G))2.

Thus, if µA(E) = µA(F) = µA(G) for an ample divisor A, then

∆̂2(F) ·Ad−2 ≥ ∆̂2(E) ·Ad−2 + ∆̂2(G) ·Ad−2

by the Hodge index theorem. Here, the equality holds if and only if µ(F) = µ(E) =
µ(G).


