4 PRELIMINARIES FROM FUNCTIONAL ANALYSIS

2 Preliminaries from functional analysis

2.1 Overview

In this chapter we shall make a review of some basic facts from functional analysis
and we shall focus our attention to two main points.

On one hand, we shall give suitable sufficient conditions that assure that a sym-
metric strictly monotone operator in a Hilbert space is self-adjoint. More precisely,
we consider Friedrich’s extention of a symmetric strictly monotone operator. The
criterion to assure that its closure is self-adjoint operator is of type: weak solution
= strong solution. We shall apply this criterion in the next chapters.

On the other hand, we represent some of the basic interpolation theorems for
the Lebesgue spaces L?.

To get a complete information on the subject one can use [42], [43] , [65].

2.2 Linear operators in Banach spaces

Given any couple A, B of Banach spaces we denote their corresponding norms by
lalla , [bllz
for a € A,b € B. A linear operator
F:A- B
is called bounded (or continuous) if there is a constant C > 0 such that
| Falz < Clla]| 4.
The space L(A, B) is the set of bounded linear operators
F:A-B

with norm
|F|| = sup . | Fa| s

alla=

In case A = B we shall denote by L(A) the corresponding linear space of bounded
linear operators from A in A. It is easy to see that L(A, B) equipped with the
above norm is a Banach space.

If B is the field C of complex numbers, then the elements in L(A, C) are called
functionals and L(A, C) itself is called dual space of A and is denoted by A’.

For any v’ € A’ we denote by

<v,v>
the action of the linear functional v' on v € A. There is a natural embedding

J:A— A,
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defined by the identity
< JW),v >=<v',v>.

In dominant part of applications we work with Banach spaces that are reflexive
ones, i.e. J(4) = A".

For the typical case of Hilbert space H with inner product (-,*)# for any element
h' € H' there exists an element hg € H so that

<k ,h>=(h,ho)n

for any h € H. This is the classical Riesz representation theorem. On the basis of
this theorem there is an isometry

h' € H — hy € H.
We shall denote this isometry by
H' ~ya He

It is clear that the isometry depends on the choice of the product (,)#.
Sometimes it is possible to define the linear operator only on a dense domain
D C A so that
F:D— B.

Then D = D(F) is called a domain for F. The range of the operator F is
R(F)={b:b=F(a),a € D(F)}.

A linear operator .
F:D(F)—> B

is an extension of the operator
G:D(G)—B.

if D(G) C D(F) and Ga = Fa for a € D(G). The operator G : D(G) — B is called
closed, if the conditions

an = a, an € D(GQ), G(an) 2 b

imply a € D(G) and b = Ga.
Let
F:D(F)— B

be a linear operator with dense domain D(F). On the product
AxB

one can define a norm by
lalla + llbli=
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for a € A,b € B. Then F is a closed operator if and only if its graph
I'(F) = {(a, F(a));a € D(F)}
is a closed subset in A x B.

Theorem 2.2.1 (closed graph theorem) Let F : D(F) — B be a linear operator
with D(F) = A. If the operator is closed, then the operator is bounded, i.e. there
ezists a constant C > 0 such that

|Fallz < Cllalla
fora € D(F) = A.
If F has a dense domain D(F) C A
F:D(F) > B,

then the dual operator F’ is an operator between B’ and A’ and this operator has a
domain D(F’) defined as follows: b’ € D(F') if and only if there exists an element
a’ € A’ so that
(2.2.1) <V,Fa>=<ad,a>
for any a € D(F). We put F'(b') = a'.

Let b’ € D(F'). Then there is a unique a’ € A’, satisfying (2.2.1).

Given any Banach space A we call

T:A—>C
a conjugate linear functional if
T(ea1a1 + oza2) = a1 T(a1) + az T(a2).

Moreover, we shall say that the conjugate linear functional T" is bounded, if there
exists a constant C > 0 such that

IT(a)| < Cllalla

for any a € D(F).

We denote by A* the vector space of linear conjugate functionals on A.

Then A* is a Banach space and one can see that there is a natural isomorphism
between A* and A'.

For any a* € A* we denote by

<a*,a>

the action of the linear functional a* on a € A.
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Let F be an operator with a dense domain D(F) C A and
F:D(F)— B.

The conjugate operator F* is an operator between B* and A* and has a domain
D(F*) defined as follows: b* € D(F*) if and only if there exists an element a* € A*
so that

(2.2.2) <b*,Fa>=<a*,a>

for any a € D(F).

Let b* € D(F*). Then there is a unique a* € A*, satisfying (2.2.2).

By definition F*(b*) = a*, where the element a* is the unique element satisfying
(2.2.2). In general the fact that F" has dense domain does not guarantee that D(F*)
is dense in A*. However, if the spaces A, B are reflexive ones one can show ( see
Theorem II1.21 in [4] for example) that the space D(F*) is dense in B.

The operator F* with dense domain D(F*) is closed operator.

Further, we turn again to the situation of a Hilbert space H. An operator F
with dense domain D(F) C H is called symmetric if

(Fh,g)u = (h,Fg)n

for any h,g € D(F). Using the definition of the adjoint operator F* we see that
F* is an extention of the operator F, when F' is symmetric.
We shall say that F' is self-adjoint if

F=F".
The following criterion for self-adjointness plays an important role.

Theorem 2.2.2 (see [4{3], [{4]) Suppose F is symmetric operator on a Hilbert
space H with dense domain D(F) and

(2.2.3) R(F-AN=R(F-X=H
for some complex number A. Then F is self-adjoint.
The éondition (2.2.3) with XA =i is equivalent to
Ker(F* — i) = Ker(F* +1) =0.

Let F be a symmetric operator with a dense domain D(F) C H.
A natural way to extend this operator to a closed operator is to take the closure

I'(F) of the graph
I(F) = {(h, Fh);h € D(F)}

in H x H.
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If F' is a symmetric operator with a dense domain D(F) in H, then there exists
an operator F' such that _
L['(F) =T(F).

We call F a closure of F.
The importance of self-adjoint operators is connected with the possibility to use
the spectral theorem. (see [42])

Theorem 2.2.3 (Spectral theorem - functional calculus) Let F be a self-adjoint

operator in a Hilbert space H. Then there is a unique map qS from the bounded
Borel functions on R into L(H) so that

a) ¢ i8 an algebric x— homomorphism, i.e.
$(F9) = $(£H)d(g) ,6(Af) = A(f) , B(f1 + f2) = B(f1) + &(f2),

o) =1, ¢(f) = (e(F))".
b) 16l Ley < Ifllzes,s

c) let hn(z) be a sequence of bounded Borel functions with

lim hn(z) =z

n—00

for each = and |hn(z)| < |z| for all z and n. Then for any ¢ € D(F) we have

lim G(hn)y = Fip.
d) if hn(z) = h(z) pointwise and if the sequence ||hy||L~ is bounded, then

$(hn) — B(R)

strongly.
e) if Fip = A then .
@(h) = h(A)¢.
f)if h > 0, then $(h) > 0.

This spectral theorem gives us a possibility to define the function of the operator
F by means of the identity
f(F) =

for any measurable function f on R.

The above spectral theorem can be rewritten in projection valued measure form
(see [42)]).

Given any Borel set ! C R, we denote by xa the corresponding characteristic
function for the set 2. Then the functional calculus for the self-adjoint operator F
enables one to consider the projection:

Po = xa(F) = é(xa).
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The family {Pq} satisfies the properties:

a) Pq is an orthogonal projection,

b) Pp =0, Pl—oo,00) =1,

c) If Q is a countable disjoint union of Borel sets Qp,, m = 1,2, ..., then for any
h € H we have

N
Poh = Nh_r)noq mzﬂ Pa,h,

d) Pa, Pa, = Pa,nq,-
Given any h € H, we see that

#(Q) = (h, Pah)n

is a classical measure. By d(h,P\h) we shall denote the corresponding volume
element needed for integration with respect to this measure so we have

/ " xa(\d(h, Pah) = (h, Pah)n

- 00

Now for any (eventually unbounded) Borel function g on (—o0, c0) we consider
the domain

D, ={heH; /R |9(\)[%d(h, Pah) < o0}

and then define the operator (eventually unbounded) h € Dy — g(F)h by means
of the identity

(9(F)Wm = [ gk, Pi).
Then we have the following assertion.

Theorem 2.2.4 For any real-valued Borel function g(\) defined on (—oo,00) the
operator g(F) with dense domain Dy is self-adjoint.

The functional calculus enables one to define the exponential U (t) = .

Theorem 2.2.5 ( see [{2]) If F is a self-adjoint operator in the Hilbert space H,
then U (t) = e'*F satisfies the properties:

a) U(t) is a bounded unitary operator for anyt € R.

b) U(t)U(s) = U(t + s) for any real numbers t, s,

¢) lim¢ o U(t)h = h for any h € H.

d) h € D(F) if and only if

1o UBh—h

t—o t

exists in H.
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Remarks A. The property a) in the above theorem means that
U@ = ||h|&-

Remark B. An operator-valued function U(t) satisfying the above properties
a),b) and c) is called a strongly continuous one-parameter unitary group.

Theorem 2.2.68 (Stone’s theorem, see [43]) If U(t) is a strongly continuous one-
parameter unitary group, then we can define its generator G so that h € D(G) if

and only if the limit
lim Ui)h—h
t—0 t

exists. The above limit shall be denoted Gh for h € D(G). One has
G =iF,

where F' is a self-adjoint operator in H. -

2.3 Symmetric strictly monotone operators on Hilbert space

In this section we shall consider the special case when a symmetric operator B
is defined on a dense domain D(B) C H, where H is a real Hilbert space. For
simplicity we take Hilbert space over R, but the results are valid also for Hilbert
spaces over C. We shall denote by

("’)H ’ ""H

the inner product and the norm in H respectively.

Our main assumption is that B is strictly monotone, i.e. there exists a constant
C > 0, so that :
(2.3.1) (Bu,u) > Cllul%

for u € D(B).
First we consider the case, when the range R(B) is dense in H.

Lemma 2.3.1 If B is a symmetric strictly monotone operator with dense range
R(B), then the closure B is a self-adjoint operator.

Proof. The operator B is also symmetric and strictly monotone. Then the
inequality
B, 112 2
| Bullzy 2 Cllully

shows that R(B) is closed . Since R(B) C R(B) and R(B) is dense in H, we see
that R(B) = H. Applying Theorem 2.2.2, we see that B is self-adjoint.
The next step is to introduce the corresponding ”energetic” space (see [65]).
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For the purpose for any u,v € D(B) we define the corresponding energy inner
product
(2.3.2) (u,v)g = (Bu,v)H.

The corresponding norm is
lulle = v(u,u)z.

Definition 2.3.1 The space Hg consists of all u € H such that there erists a
sequence {un}32, with the properties:
a) un € D(B),
b) upn = u in H,
c) un is a Cauchy sequence for the norm || - || g, i.e. for any e > 0 there exists
an integer N > 1, such that
lun —umlle < e

for n,m > N.

We shall call the sequence {un}, satisfying the above propérties, admissible for
u. Given any u € Hg, we can define its norm by

(233) lulls = lim flunls.

Our first step is to show that this definition is independent of the concrete
choice of admissible sequence {un}.

Lemma 2.3.2 Suppose {u,} is an admissible sequence of 0. Then

Jixm funllz = 0.

Proof. Assume the assertion of Lemma is not true. Choosing a subsequences
we can reduce the proof of a contradiction to the case

(2.3.4) a < |unllep <a™?!

with some a > 0. Given any € > 0, we can choose N depending on € > 0 according
to property c) of Definition 2.3.1. Then for any n > N we have the inequalities

lunl% < (tn, un) sl + |(n, un — un)el < |(un, un)el +a7 e
On the other hand, we have the identity
(un,un)E = (Un, Bun)H,

according to our definition of the inner product (+,')g on D(B). Since {un} is
admissible sequence for 0, we have limn_,c ||un|lz = 0. Therefore, we can find
n > N so large that

|(un,un)E| <e.
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Thus, for any € > 0 we can find n so that
lunll% < e(1+a7")

It is clear that this inequality is in contradiction with the left inequality in (2.3.4),
when ¢ > 0 is sufficiently small.
Therefore we have a contradiction and this completes the proof of the lemma.
The above lemma enables one to introduce a norm in Hg as follows

(2.3.5) lulle = lim |uae,

where {u,} is an admissible sequence for u € Hg.
Also it is easy to define the inner product in Hg. For u,,v, € D(B) such that
{un},{vn} are admissible sequences for u,v € Hg we have the polarization identity

1, 1
(tm 905 = 3l + vnl3) = 5 (lum — val[3).
Then from (2.3.5) we see that the limit
nl_i_)nolo(una 'U'n)E

exists and it is independent of the concrete choice of admissible sequences. For this
we can introduce the inner product in Hg as follows

(u,v)E = ,,li,néo(u"’v")E‘

The next step is of special importance to verify the fact that the space Hg is a
Hilbert space.

Lemma 2.3.3 If {un} is an admissible sequence for u € Hg, then
(2.3.6) lim [Jun — u||g = 0.

n—o00

Proof. For any integer m > 1 the sequence
Un — Um

is admissible for u — upm,. The fact that {u,} is a Cauchy sequence in Hr means
that for any positive number £ there exists an integer N > 1, so that

lun —umle <€
for n,m > N. Then definition (2.3.5) shows that

flu— um|e <€
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for m > N. This completes the proof.
It is clear that the definition (2.3.5) guarantees that

(2.3.7) lull® > Cllull®

This estimate shows that (u,u)r = 0 implies u = 0, so Hg is a pre - Hilbert space.
Also it is a trivial fact that D(B) is a dense subset in Hg, since any element u in
HEg by the definition of Hg is such that there exists an admissible sequence {un}
with u, € D(B).

Our next step is to study the space Hg.

Theorem 2.3.1 The space Hg is a Hilbert space.

Proof. Let {un} be a Cauchy sequence in Hg. Since D(B) is dense in Hg, for
any integer n > 1 one can find v, € D(B), so that

1
(2.3.8) ln = unllz < .

Then the estimate ||vn]|% > C|lvn||% shows that {v,} is a Cauchy sequence in H
so there exists u € H, so that
vn —+ u in H.

Applying Lemma 2.3.3, we conclude that
lim ||lu—vn]lg=0
n—oo

and from (2.3.8) we get

lim ||lu— un|lg =0.
n—oo

This completes the proof. |
Further, we turn to the dual space Hg. As usual for any linear continuous
functional f € Hy and any g € Hg we denote by

<fg>

the action of the functional f on g. The inclusion H C Hf is such that

<f,g>= (f’g)H

for f € H,g € Hg. The norm in Hg, is

\fllay = sup < f,g>.
g9€HE liglip=1

Then H}, is clearly a Banach space. Later on we shall introduce on H, a structure
of a Hilbert space. The main preparation for this is the following
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Lemma 2.3.4 The symmetric strictly monotone operator B : D(B) — H can be
extended to an invertible isometry

Bg : Hg — Hg,

i.e. we have the properties
a) Bgu = Bu for u € D(B),
b) Bg maps Hg onto H,
c) | Beullag = |lull#g-

Proof. For any u € Hg we take an admissible sequence {u,}, such that

lim |lup —u|lg =0.

n—o00

On the other hand, we have the relation

(2.3.9) | Bull ey, = |lulle

for u € D(B). Indeed, for u € D(B),v € Hg we have

(2.3.10) | < Bu,v > | =|(Bu,v)n| = |(u,v)e| < ||ul£]lv]|e.

Hence, ‘
| Bullrg < |lulle.

To establish inequality in the opposite direction we choose v = u in (2.3.10) and
get
lul® < | Bullzg|lullz.

Once, the relation (2.3.9) is established, we can conclude that {Bu,} is a Cauchy
sequence in HE so it is convergent in Hg to an element v € Hy, so by definition

Brpu=wv.

It is clear that the element v is independent of the concrete choice of the admissible
sequence {un} for u. Also (2.3.9) can be extended to u € Hg.

Therefore, it remains to show that Bg maps the energetic space Hg onto its
dual Hg. To do this take v € Hg and consider the linear continuos functional

he Hg -<v,h>€R.
According to Riesz representation theorem, there exists u € Hg so that
<v,h >= (u,h)g.
Taking an admissible sequence for u we can see that
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Hence, < Bgu,h >=< v,h > so Bgu = v. This completes the proof.

Using the fact that Bg : Hg — Hp, is an invertible isometry, we can define via
the polarization identity inner product on Hg and conclude that this is a Hilbert
space.

In fact starting with the relations

IBullfr;, = llullz = (Bu,u)n

for u € D(B) and using the previous Lemma, we see that we can introduce the
inner product in Hg, by means of

(Beu, Bgv)uy, = (u,v)E =< Bpu,v >.

The above relations show that Bg is a symmetric operator. It is easy to see
that Bg is a strictly monotone operator on Hy with dense domain Hg. Applying
the first Lemma, of this section, we conclude that

Lemma 2.3.5 The operator Bg is self-adjoint.

Our main result in this section is the following.

Theorem 2.3.2 (see [65]) If B is a symmetric strictly monotone opera,tor, then
the operator A with dense domain

D(A) = {u € Hg,Bgu € H}
defined with Au = Bgu for u € D(A) is a self-adjoint eztention of B.

Proof.
Given any f € H, we can find u € Hg so that f = Bgu.
It is not difficult to see that the operator

F:feH—->u=F(f)€ Hg
is well - defined bounded, symmetric and
F(Bh) = h,h € D(B).
In fact F is a restriction of the isometry
Bp': H;'E — Hg

to H. Moreover, F is a symmetric bounded operator from H into H. Then the
symmetric bounded operator F is self-adjoint. Applying the spectral theorem in
the form of Theorem 2.2.4 with g(\) = 1/, we see that the operator A = F~1!
with dense domain D(A) is selfadjoint.

It is an open problem if the closure of the graph of B is the graph of A. For
this we introduce the following.



16 PRELIMINARIES FROM FUNCTIONAL ANALYSIS

Definition 2.3.2 Given any f € H, we shall say that u € Hg is a weak solution
of the equation Bu = f, if
(u, Bv)a = (f,v)n
for any v € D(B).
The above identity ca be rewritten in the form
< Bgu,v >= (f’ v)H
for any v € D(B). Since D(B) is dense Hg, we see that any weak solution satisfies
Bgu=f.
On the other hand, we introduce the following

Definition 2.3.3 Given any f € H, we shall say that u € HEg is a strong solution
of Bu = f, if there erists a sequence {ur} such that

a) ux € D(B),

b) ux = u in Hg,

c) Buy tends to f in H.

One can show that any strong solution of Bu = f is also a weak one.
For the applications of special importance is the following result.

Theorem 2.3.8 Suppose in addition to assumptions of Theorem 2.8.2 that any
weak solution of Bu = f for f € H is also a strong solution. Then the closure of
the operator B is self-adjoint.

Proof. The result follows from Theorem 2.3.2 and the fact that the assumption
”weak implies strong” guarantees that the closures of the graphs of the operators
A and B coincide.

2.4 Basic interpolation theorems

Let L? denote the Lebesgue space LI(R™).

The first important interpolation theorem is the Riesz-Thorin interpolation the-
orem. To state this theorem we start with some notations.

Given any positive real numbers pg,p1 with 1 < pp < p1 < oo, we denote by
LP°(R™) + LP*(R"™) the linear space

{f:f=fo+ f1,fo € LP(R"), /L € L*(R™)}.

The norm in this space we define as follows

| fllzrotLe = | follro + || f1l| s -

inf
f=fo+f1
Here the infimum is taken over all representations f = fo+ fi, where fo € LP°(R"™)
and f; € LP*(R").
It is easy to see that LP° + LP* is a Banach space.
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Theorem 2.4.1 Suppose T is a linear bounded operator from LP° 4 LP! into L +
L% gatisfying the estimates

ITfllzee < Mol|fllLeo, f € L*,
(2.4.1) ITfllzn < Mol|fllzer, f € L7

Then for any t € (0,1) we have

(2.4.2) T fllLee < Mol fllLee,

where

(2.4.3) lpe=t/m+1—t)/po , 1/gt=1t/q1+(1—1t)/g0.

Applying this interpolation theorem, one can derive (see [43]) the Young in-
equality

(2.4.4) If *gllee < ||fllz llgllze
for 1 < g < 0. Here
fro(@) = / #(z — v)a(w)dy

It is not difficult to derive the following more general variant of (2.4.4)

(2.4.5) If *glie < | fle-ligllzs

forl/p+1/r=1+1/s.

Further, we turn to a weighted variant of Young inequality. For simplicity, we
consider only the continuous case. Let w(z),w:(z) and wz(z) be smooth positive
functions satisfying the assumption

(2.4.6) ' w(z +y) < Cw(z)wz(y).

Then the argument of the proof of Young inequality leads to

(2.4.7) lw(f * g)llze < Cllws flzr [lwagllze
Indeed, we have the inequality
lw(z)(f * g)(z)| < C(lwif| * [wzgl)(z)

and (2.4.7) follows from the classical Young inequality.
Two typical examples of weights satisfying the assumption (2. 4. 6) are considered
below.
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Example 1. let w(z) =< z >° with s > 0. Then we can choose w; = ws = w
and the assumption (2.4.6) is fulfilled.

Example 2. Let w(z) =< z >* with s < 0. Then we take w;(z) =<z >°
and wz(z) =< z >* . Again (2.4.6) is fulfilled.

To prove the Sobolev inequality we need more fine interpolation theorems con-
cerning the weak LP spaces. To define these weak spaces we shall denote by u the
Lebesgue measure. Given any measurable function f we shall say that f € L if
the quantity

(2.4.8) 1llze, =sup (Puiz : 1f(2)] > th*?

is finite. Note that the quantity in (2.4.8) is not a norm. We have the inclusion
L? C L%, in view of the inequality ||f|lLz < | f|lz».

Example. The function |z|~"/? is in L%, but not in L?.

The following two theorems play crucial role in the interpolation theory.

Theorem 2.4.2 (Marcinkiewicz interpolation theorem) Suppose T is a lin-
ear operator satisfying the estimates

ITSlls < Mollfllzso
(2.49) 1Tl < Mollfllon

with po # p1, L < po #p1 <00 and 1 < go # q1 < o0.
Then we have

(2.4.10) ITflle < Mollfllz»,

provided

(2411)  Up=t/m+(1-)/p , la=t/ai+(1—t)/ao
for somet € (0,1) andp <gq.

Theorem 2.4.3 (Hunt interpolation theorem) Suppose T is a linear operator
satisfying the inequalities

T fllLeo < Mol fllzeo
(2.4.12) ITFllLe: < Mol fllzes

with1 <p; <po <00 and 1< g1 < go < 0. Then for any t € (0,1) we have
(24.13) ITfllzee < Mollfllz,

where

(2.4.14) /pe=t/m+(1—-t)/po , /gt =t/q1 + (1 —1t)/q.
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As an application of the above interpolation theorems one can prove (see [43])
the following generalization of the Young inequality s

(2.4.15) If *gllze < [IFllzellgllzs,

for1/p+1/r=1+1/s,1<p,r,8 < 00.
After this preparation we can turn to the proof of the following Sobolev esti-
mate.

Lemma 2.4.1 Supposé 0<A<n,feL’(R"),g € L"(R"), where 1/p+1/r +
A/m=2and 1 < p,r < oo. Then we have

(2.4.16) [ [t LN dody < Ol ol

Proof of Lemma 2.4.1 We know that (2.4.15) is fulfilled. Then for the left
hand side of the Sobolev inequality (2.4.16) we can apply the Hélder inequality so
we get

(2.4.17) / '—flgf—)_-“j%ﬂdmdy < Cllfllzs g * bll e

with h(z) = |z|~!*|. Now the application of (2.4.15) yields

(2.4.18) lg *hlle < llgllz-llRllLy,
provided

1 1 1
24.1 —+1l==-+-
(2.4.19) SH1=14

The example considered after the definition of the weak L? spaces shows that the
quantity ||h||z: is bounded when Al = n. From this relation and (2.4.19) we see
that for 2 =1/p + 1/r + A/n we have the Sobolev inequality.



	Semilinear Hyperbolic ...
	2 Preliminaries from functional ...
	Theorem 2.2.1 ...
	Theorem 2.2.2 ...
	Theorem 2.2.3 ...
	Theorem 2.2.4 ...
	Theorem 2.2.5 ...
	Theorem 2.2.6 ...
	Theorem 2.3.1 ...
	Theorem 2.3.2 ...
	Theorem 2.3.3 ...
	Theorem 2.4.1 ...



