
Advanced Studies in Pure Mathematics 47-2, 2007 
Asymptotic Analysis and Singularities 
pp. 709-728 

Asymptotic form of solutions of 
the Tadjbakhsh-Odeh variational problem 

Shinya Okabe 

Abstract. 

We consider a variational problem posed by Tadjbakhsh and Odeh 
to describe the shape of an elastic ring in the plane under uniform pres
sure. Regarding the ring as a smooth closed curve, the Euler-Lagrange 
equation reduces to a second order ordinary differential equation for 
the curvature with the periodic boundary condition. The asymptotic 
form of solutions is presented as the external pressure tends to infin
ity. This is done by studying a singular perturbation problem for the 
Euler-Lagrange equation. 

§1. Introduction 

Since M. Levy's work in 1884 [3] the buckling behavior of a circular 
elastic ring under uniform pressure has been studied by many people, for 
example, G. F. Carrier [1], I. Tadjbakhsh and F. Odeh [4], J. E. Flaherty, 
J. B. Keller and S. I. Rubinow [2], K. Watanabe [5]. It was Tadjbakhsh 
and Odeh who formulated the problem as a variational problem, see 
Problem 1.1 below. The purpose of this paper is to give a precise infor
mation on the shape of critical points of this variational problem when 
the external pressure is very high. 

Let us consider an elastic circle wire immersed in the plane under 
uniform pressure Pi and p0 , which act on the wire from the inner domain 
enclosed by the wire and from its exterior, respectively. Set p =Po- Pi· 
We consider the case where p is positive, i.e., the external pressure Po 
is higher than the internal pressure Pi. If p > 0 is small, then the circle 
is stable. However, when p > 0 exceeds a certain critical value, which 
is called the buckling load, the circle becomes unstable and the wire is 
deformed to a buckled state. We are interested in the equilibrium states 
of such a wire. We regard the wire as a closed plane curve 1 E S, where S 
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denotes the set of all smooth closed curves in the plane whose perimeter 
is equal to L and the rotation number is one. Let 'Y be parametrized by 
the arc-lengths, and K denote the curvature of 'Y· Tadjbakhsh and Odeh 
([4]) posed the following variational problem to determine the shape of 
the elastic ring in an equilibrium state: 

Problem 1.1. Minimize 

(1.1) 
1 {L 

E(!') = 2 Jo K2 (s) ds + pA(!') over 'YES, 

where p > 0 is a given constant and A denotes the area enclosed by 'Y. 

The first term of the right-hand side of (1.1) represents the elastic energy 
and is also known as the total squared curvature. The second term 
represents the work done on the wire by the external pressure p. We 
notice that the requirement of having the length L is the only constraint 
in this variational problem. For, the rotation number is invariant under 
continuous deformation of a curve. In [4] it was proved that (i) the 
variational problem has a minimizer for any p > 0, (ii) the circle is 
always a critical point of this problem, regardless of the size of p, and 
(iii) the circle is an unstable equilibrium point if p is sufficiently large. 

The Euler-Lagrange equation for the variational problem 1.1 can be 
written as a second order ordinary differential equation for the curvature 
K subject to the periodic boundary condition. By the uniqueness of 
solution of the initial value problem, it is not difficult to see that any 
critical point of the variational problem 1.1 is obtained from a solution 
of the boundary value problem 

for s E [0, L/(2n)], 

K'(O) = K 1(L/(2n)) = 0, 

for some integer n 2: 2, where the prime ' denotes the derivative with 
respect to the arc-length parameter s. The first equation of (P) is the 
Euler-Lagrange equation and contains a Lagrange multiplier J1 to be 
determined together with K. The second integral condition means that 
the rotation number of 'Y is one. For a given constant p > 0, we find a 
pair (K(s), Jl-) which satisfies (P). 

A critical point 'Y E S of the energy E(!') is said to be of mode n 
if it has exactly n axes of symmetry. Observe that a strictly monotone 
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solution of the boundary value problem (P) extends to a solution of 
the Euler-Lagrange equation over the entire interval [0, L] satisfying the 
periodic boundary condition, and hence it gives rise to a critical point 
of E("!) of mode n. Therefore, for simplicity, we call a strictly monotone 
solution of (P) an n-mode solution. 

In this paper, we consider the asymptotic behavior of an n-mode 
solution of (P) asp ---+ oo by a singular perturbation method. Our main 
results are stated as follows: 

Theorem 1.1. For each n :2: 2, there is a positive number Po such 
that (P) has a one-parameter family of solutions {(K:(s;p),Jt(p))}p>Pa of 
mode n with the following properties: (i) K:( s; p) is a strictly decreasing 
ins E [0, L/(2n)], and (ii) asp---+ oo, 

(1.2) 

(1.3) 

(1.4) 

(1.5) 

max K:(s;p) = K:(O;p) 
sE[O,LI(2n)] 

=A*- ( ~ + 0(1/p)) 82 + 0(83 ), 
4 Mn,jfi 

min K:(s;p) = K(L/(2n);p) = B* + o + 0(82 ), 
sE[O,LI(2n)] 

4n,;M;; 1 Jt(P) = Mnp- L vP + O(p3 8), 

( ) 1 logp log(4Mn312 ) 1 0(1/ 518) 
so p = ---- + + p . 

2 ,;M;; ,;p ,;M;; VP 
Here, s0 (p) is the point at which K:(s;p) vanishes, Mn is a positive con
stant given by 

L 
Mn= ' 2(n- 1)7!' 

(1.6) 

and A*= A*(p), B* = B*(p), o = o(p) are expanded as follows: 

(1. 7) 
171:r 4n 1 1 

A* = 2y lVlnyP- L + Mn + 0(1/p1 8 ), 

(1.8) B* = __ 1_- 4n J_ + 0(1/ 518) 
Mn LMn312 VP p ' 

(1.9) 0 = SeVfi;,y'pexp [- L~,jfi] (1 + 0(1/p118 )) 

asp---+ oo. 

Remark 1.1. Theorem 1.1 gives us the asymptotic form of an n
mode solution of (P) as p ---+ oo for each n :2: 2. However there might 
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exist an n-mode solution whose asymptotic form as p ----+ oo is different 
from the form (1.2)-(1.9). 

The closed curve corresponding to an n-mode solution of (P) has 
n axes of symmetry, as we stated above. When p is sufficiently large, 
Theorem 1.1 gives the shape of the closed curve. In Theorem 1.1, we 
prove that (i) the curvature of the closed curve is very large at s = 
jLin, and is positive only on a neighborhood Uj of s = jLin, where 
j = 0, 1, · · · , n, and (ii) the curvature of the closed curve is very close 
to -2(n- 1)1riL on the complement of u;,:~ U1. -2(n -1)1riL is the 
curvature of a circle with the perimeter L I ( n - 1) and negative enclosed 
area. Therefore we see that the closed curve has a small circular part on 
each U1 and the other parts are close to an arc with radius L I (2( n -1 )1r). 

We mention here a result which is related to this paper. Recently K. 
Watanabe ( [5]) has given explicit representations of the n-mode solutions 
of (P) for any n;::: 2 and p > 0. When pis sufficiently large, then-mode 
solution "'n is expressed as 

(1.10) "'n ( S) = ( ) + c, adn 2nKim)s + b 

1 

where dn( ·) is the Jacobian elliptic function and K ( m) is the complete 
elliptic integral of the first kind. The quadruplet (a, b, c, m) is the solu
tion of the following system of equations: 

(1.11) "'n(s) ds = ~' 1L/(2n) 

o n 

(1.12) a= -
1 + 4b2h2(2- m)- J1 + 8b2h2(2- m) + 16b4h4m2 

8h2(1- m) 

(1.13) 

(1.14) 

1 + y'1 + 8b2h2(2- m) + 16b4h4m2 
c =- 2b ' 

2bh4m2y'1 + 8b2h2(2- m) + 16b4h4m2 = p, 

where h = 2nK ( m) I L. Since the quantities a, b, c, m and p are related 
in a very complicated fashion, it is difficult to obtain the asymptotic 
form of n-mode solutions of (P) as p - oo from the representations 
(1.10)-(1.14). We shall prove Theorem 1.1 by a singular perturbation 
method. 

Acknowledgements. The author would like to express his grati
tude to Professor I. Takagi who gave him many useful suggestions. 



Asymptotic form of solutions of the Tadjbakhsh-Odeh problem 713 

§2. Formulation 

In order to prove Theorem 1.1, we look for a family of solutions 
("'(s; p), p(p)) of (P) with the property that limp--+oo p(p)jp = p* for 
some positive constant p *. Thus, putting c = 1/ y'P and defining 

(2.1) 

c2 
s 2"'"(s) + 2 "'3 (s)- p 0 (c)"'(s) -1 = 0 for s E [O,L/(2n)], 

1L/(2n) 7r 

"'(s) ds = -, 
o n 

"''(0) = "''(L/(2n)) = 0. 

We shall construct a strictly decreasing solution ( "'( s; c), f-lo (c)) of (P s) 
for c sufficiently small. Since K 1(0) = 0, by multiplying the first equation 
of (P s) by K 1 ( s) and integrating from 0 to s, we have 

(2.2) 
dK 1 c--:-=--;-;.,-----=--:--:-;-
-d = --v2 (Fs(A)- Fs(K)), 

s c 

where A = K(O) and 

(2.3) 

Since "'( s) is strictly monotone decreasing and satisfies the second inte
gral equation of (Ps), A= "'(0) must be positive. From (2.2), it holds 
that 

(2.4) 1A cd"' =s. 
K J2(Fs(A)- Fs(/'l,)) 

The inverse function of (2.4) is the solution of the first equation of (Ps)· 
Set B = "'(L/(2n)). Then it follows from K1 (L/(2n)) = 0 and (2.2) that 

(C1s) Fs(A) = Fs(B). 

Moreover, by (2.4), we find 

(Ils) 
{A cdK 

}B y'2(Fs(A)- Fs(K)) 

L 

2n 
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On the other hand, by the second integral condition of (P ") and (2.2), 
we obtain 

n 

Therefore, our job is to find a triplet (A( c-), B(c-), t-to(c-)) satisfying (Ilc), 
(I2") and (C1"). 

Remark 2.1. It has not been verified that the representation (1.10)
(1.14) implies p,jp-> p,* asp-> oo, for p, depends on a, b, c, and m in a 
very complicated way. 

§3. Proof of Theorem 1.1 

We carry out the proof of Theorem 1.1 in the following way: To 
begin with, we define a function F("', c, v) by 

c-2 4 v 2 
F("' c v) = -K, - -K, -"' 

' ' 8 2 ' 

where c > 0 and v > 0 are constants. In what follows, when there is no 
fear of confusion, we write F("') instead ofF("', E', v). Let two numbers 
A and B satisfy 

(C1) F(A, c, v) = F(B, c-, v). 

Let >. be an arbitrarily fixed number in the interval 0 < >. < 1. First, for 
each B E (B*, 0) and v E [>., 1/ >.], we consider the asymptotic behavior 
of the integrals on the left-hand sides of 

(Il) 
{A E' dK, 

}B vf2(F(B,c-,v) -F(K,,c,v)) 

and 

(I2) 
{A E'K, dK, 

}B J2(F(B,c-,v)- F("',c-,v)) 
= 

L 

2n 

n 

as c 1 0, where B* is the point at which F("') = F("', c-, v) attains the 
local maximum (see Lemma 3.2). Second, setting B = B* +exp[( -djc-)], 
we derive a system of equations for (d, v) and find the first approximation 
of solutions by computing the limit of the integrals as c 1 0. Third, we 
prove that there exists a family of solutions ( d( c), v( c)) for sufficiently 
small c by invoking the implicit function theorem. Finally, by a careful 
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look at asymptotic expansions which is given by Lemma 3.2, we shall 
prove Theorem 1.1. 

Let us set 
E2 

f(~>,) = 2"'3 - VK,- 1, 

which satisfies dF / d"' = f. Henceforth we denote the derivatives of F 
and f with respect to "' as the prime ' for short. 

We begin by computing five important values of "'· 

Lemma 3.1. Fix a constant>. arbitrarily in the interval 0 < >. < 1 
and let v be an arbitrarily fixed number in [>., 1/ >.]. Let B* be the point 
where F attains its local maximum and A* > 0 satisfy F(A*) = F(B*). 
Let A0 , A1 and A2 be the positive numbers at which F vanishes, attains 
the local minimum and f' vanishes, respectively. Then, as E l 0, 

(3.1) 
* 2,ji/ 1 1 2 A = - + - - --E + O(E ), 

E v 2v2 fo 
2,ji/ 1 3 2 

Ao =-+-- --E+O(E ), 
E v 4v2 ,ji/ 

(3.2) 

(3.3) A = v'2v ~ - 3y'2 E 0(E2 ) 
1 E + 2v 16v2 fo + ' 

(3.4) A _y"E;~ 
2- V3 E' 

* 1 1 2 4 B = --- -E + O(E ), 
v 2v4 

(3.5) 

where the terms 0(E!3) are uniform with respect to v E [>., 1/.\]. In 
particular, B* is expanded as a power series in E2 . 

Proof. In what follows, the terms 0(E!3) are uniform with respect 
to v E [>., 1/ >.]. First, we derive the value B*. Let us set B* = bo + b1E + 
b2E2 + 0(E3 ). Then it is clear that F"(B*) < 0 holds. Since v E [>., 1/ >.] 
is fixed and independent of E, it follows from F'(B*) = f(B*) = 0 that 
b0 = -1/v, b1 = 0 and b2 = -1/(2v4 ). Let bj be a coefficient of Ej of 
B*. We claim that b2l-l = 0 holds for any positive integer l. Suppose 
that b21 _ 1 = 0 holds for 1 :::; l :::; m. By this assumption, the coefficient 
of E2m-l of B* 3 is equal to 0. Thus the coefficient of E2m+l of f(B*) 
is equal to -vb2m+1· Hence we get b2m+l = 0. Therefore we obtain 
(3.5). By (3.5), it holds that F(B*) = 1/(2v) + 0(E2 ) > 0. Since 
F(A*) = F(B*), we obtain (3.1) along the same line as above. Next, set 
A 0 = ao/E + a 1 + a2E + 0(E2 ). It follows from the equation F(A0 ) = 0 
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that a0 = 2y'v, a1 = 1/v and a2 = -3/(4v2y'v). Thus we obtain (3.2). 
By the same arguments, we find (3.3) and (3.4). Q.E.D. 

By the condition (C1), the point A must satisfy A1 <A. Moreover, 
by simple calculations, we see that A satisfies Ao < A < A*. Indeed, 
we can prove that (i) if A E (At, A0], then (Il) does not hold, (ii) if A 
satisfies A* <A and either F(A)- F(B*) = 0(1) or F(A)- F(B*) --> 

oo as c: l 0, then (Il) does not hold, (iii) if A satisfies A* < A and 
F(A)- F(B*) --> 0 as c: l 0, then (12) does not hold, and (iv) if A= A*, 
then (Il) and (12) do not hold. Then, by the condition (C1), it holds 
that B E (B*, 0), for 0 = F(Ao) < F(A) < F(A*) implies F(O) < 
F(B) < F(B*). Moreover, from the fact of (ii) and (iii), we surmise 
that B must be close to B*. Therefore, henceforth suppose that B is 
close to B* and B* < B < 0, i.e. B = B* + 8, where 8 > 0 is sufficiently 
small and to be determined later. 

We observe that f'(K,) vanishes at K, = ±A2 and is negative on 
[-A2, A2]. Since f(B*) = 0 and (B*, 0) C [-A2, A2], we see that f(B) < 
0 and f'(B) < 0 hold for each B E (B*, 0). We use these facts in the 
proof of Lemmas below. 

Next we study the asymptotic behavior of the integrals on the left
handsidesof(Il) and (12) asc; l OforeachB* < B < Oand>. :<::; v :<::; 1/>.. 
Note that the inequality Ao < A < A* follows from the inequality 
B* < B < 0. 

Lemma 3.2. Let >. be an arbitrarily fixed number in (0, 1). For 
each B E (B*, 0) and v E [>., 1/ >.], it holds that, as c: l 0, 

(3.6) {A t:dK, - dogcp(B) 1 R c; v B 
is vf2(F(A)- F(K,)) - J- f'(B) ( + 1( ' ' )) 

+ ~dog('l/!1~) +R2(c:,v,B), 

(3.7) 
{A t:K,dK, 

is vf2(F(A)- F(K,)) 

dogcp(B) ( f(B)) 
= J-f'(B) B- f'(B) (1+R3(c:,v,B))+1r 

( Avl/4 1 ) 1 ( ) 
+ 2 f(A) - v3/4 -fi- v3/2 dog '1/Jl ~ 

2 
+ v3/ 2 c: + R4(c:, v, B), 

where R1 = O(c:2), R2 = O(c:514), R3 = O(c:2) and R4 = O(c:514) as 
c: l 0, uniformly in BE (B*,O) and v E [>.,1/.X]. Here, ,P1 , ,P2 , and 
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cp(B) are expressed as follows: 

(3.8) '1/Jl _ 211yfv + ft + J4113 + 411yfvvfc + 211F(B)c 

- ft ( 1 + J211F(B)) ' 

(3.9) ·'· ( 2 2~ ) 1 - J2ft- E: 
'1-'2 = - + -1 ' 

E: E 1 + V2vfc - E: 

(3.10) (B)=_ J-2F(B)f'(B) _ 2F(B)f'(B) 1 
'P f(B) + f(B) 2 + . 

Proof In what follows, we fix a number B in the interval (B*, 0) 
and 11 E [>.,1/.A], where>. E (0,1) is an arbitrarily number. First we 
consider (Il). Henceforth, the terms O(t:"') are uniform with respect to 
B E (B*, 0) and 11 E [>., 1/ >.]. To begin with, we calculate the integral 
over the interval [2y'v/t:, A]. Note that A-2y'v/t: is positive and is equal 
to 0(1) as t: l 0 because of Lemma 3.1 and the inequality Ao <A< A*. 
Set ( = J2(F(A)- F(r;,)). Then we find that 

1A t:dr;, 1a t:d( 
(3.11) - -

2..fo/" J2(F(A)- F(r;,)) - o f(r;,)' 

where a= J2(F(A)- F(2y'v/t:)) = 0(1/ft) as t: l 0. Set x = r;,- A. 
It follows from the Taylor expansion of F(r;,) at r;, =A that 

t:2 
( 2 = -2f(A)x- J'(A)x2 - t: 2 Ax3 - 4 x 4 . 

Since it holds that f(A) = 0(1/t:), f'(A) = 0(1) and x = 0(1) as t: l 0, 
we have 

(3.12) x = xo(() (1 + r1(t:, 11, B, ()), 

where r 1 = O(t:2 ) as t: l 0 uniformly in B, 11 and ( E [0, a], and x0 is 
given by 

(3.13) (() = -!(A)+ J f(A) 2 - /'(A)(2 

~ r(A) · 

By virtue of (3.12) and (3.13), we find 

f(r;,) = f(A + xo(()(l + rl)) 

= f(A) + f'(A)xo(()(1 + rl) + f"(A + Bxo(()(1 + rl)) 

= -J f(A) 2 - f'(A)(2 + r2(t:, 11, B, (), 



718 S. Okabe 

where r 2 = O(c2) as c ! 0 uniformly in B, v and (. Hence we reduce 
(3.11) to 

t;- cd( = t;- c(1+r3(c,v,B,())d( 

lo f(r.) lo J f(A) 2 - f'(A)(2 

c . ( Jl'(A'jif) = J7'(A'j arcsm f(A) {1 + p1(c, v, B)}, 

where r3 = O(c2) as c ! 0 uniformly in B, v and ( and P1 = O(c2) as 
c ! 0 uniformly in B and v. Since aJ f'(A)/ f(A) = 0( JE) as c ! 0, 
the integral over the interval [2y'v/c,A] is equal to O(c312) as c! 0 
uniformly in Band v. Let 10 denote the integral over [0,2y'v/c]. By 
the change of variable r. = k / c, we see that 

(3.14) 
r2vv cdk 

~= Jn -r==================== 
o V -~4 + vk2 + 2ck + 2c2F(A) 

We decompose Io as Io = It + !2 + !3: 

12vv.fi cdk 
11-

- o J-k44 + vk2 + 2ck + 2c2F(A}' 

12vv(1-.fil c dk 
h= -r================== 

2vv,fi J- k4
4 + vk2 + 2ck + 2c2 F(A)' 

r2vv cdk 
13 

= l2vv(1-y£) J- ~4 + vk2 + 2ck + 2c2 F(A). 

First we consider ft. For k E [0, 2y'vft], it holds that 

I k4/4 I 
vk2 + 2ck + 2c2 F(A) :::; c. 

Thus we have 

I = {2vv.fi c(1 + r4(c, v, B, r.)) dk = __:_ lo ·'· (c v B) 
1 lo Jvk2 + 2ck + 2c2 F(A) y'v g '~-' 1 + p2 ' ' ' 

where r4 = O(c) as c! 0 uniformly in B, v and r. and p2 = O(c2logc) 
as c ! 0 uniformly in B and v. Next we turn to the integral 12. For 
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k E [2y'vy'c, 2y'v(1 - y'c)], we can verify that there exists a positive 
constant 01 being independent of B and v such that 

1

2ck + 2c2 F(A) I < 0 'c. k; (4v- k2) - 1 ye 

By the change of variable J 4v - k 2 = e, we have 

I = [ 2fo(l-,fi) 2c(1 + r 5 (c, v, B, ,..)) dk = _c_ 10 '1/J (c v B) 
2 l2vvv'E kv4v- k2 2y0 g 2 + P3 ' ' ' 

where r 5 = 0( y'c) as c l 0 uniformly in B, v and ,.. and p3 = 0( c312 log c) 
as c l 0 uniformly in B and v. Next we calculate 13 . Using k = 
2y'v(1 - ry), we obtain 

(3.15) 

where 

1 {v'E cdry 
13 = y'v lo yfg(Tj)' 

g(ry) = _,4 + 4ry3 + h(ry), 

h(ry) = -5ry2 + (2- _c_) "'+ _c_ + F(A)c2. 
vy'v vy'v 2v2 

For "' E [0, y€], it holds that 

1_,4 + 4"'31 
h(ry) ~ 02€, 

where the constant 0 2 is independent of B and v. Thus we get 

where r 6 = O(c) as c l 0 uniformly in B, v and "'· By using the 
expansion 

arcsin(1 - x) = ~ - J2y'x- J2 x 312 + O(x512 ) 
2 12 

as x l 0, we obtain 13 = O(c514 ) as c l 0 uniformly in B and v. There
fore, as c l 0, 
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where p4 = O(c.5/4 ) as c ! 0 uniformly in B and v. Finally we calculate 
the integral over [B, 0]. Set ( = J2(F(B)- F(,)). Then it holds that 

(3.16) 
[ 0 cd/'i, r· cd( 

}B J2(F(B)- F(,)) =- Jo f("')' 

where a* = J2F(B). Set x ="'-B. By the same arguments as in the 
derivation of (3.12) and (3.13), we have 

(3.17) x = xo(() (1 + r7(c, v, B, ()), 

where r7 = O(c2 ) as c ! 0 uniformly in B, v and ( E [0, a*], and x0 is 
given by 

(3.18) (r) = - f(B) - J f(B)2 - f'(B)(2 
xo ~ F(B) 

because of f(B) < 0, f'(B) < 0 and x ~ 0. It follows from (3.17) and 
(3.18) that 

!("') = -J f(B) 2 - F(B)(2 + xo(()rs(c, v, B, (), 

where r8 = O(c2) as c ! 0 uniformly in B, v and (. Hence, using the 
relation 

as B ---7 B*, 

as B ---7 0, 

we can reduce the right-hand side of (3.16) to 

- r· cd( - dog(cp(B) 1 c v B 
Jo !("')- J-f'(B) ( + p5 ( ' ' )), 

where P5 = O(c2 ) as c ! 0 uniformly in B and v. Therefore we obtain 
(3.6). Along the same line as in the derivation of (3.6), we obtain (3. 7). 

Q.E.D. 

Set B = B* + 8, as we stated above. Once (v, 8) is given, A = 
A( B) = A(c, v, 8) is determined by the condition (C1) as follows: 

Lemma 3.3. Fix a sufficiently small constant c > 0 arbitrarily. 
Let v be an arbitrarily fixed number in the interval A :'::: v :<::: 1 /A, where 
A E (0, 1) is an arbitrarily fixed number. Set B = B* + 8. Then, as 
8 ! 0, A is expanded as follows: 

(3.19) A= A*+ f'(B*) 82 + 0(83 ) 
2/(A*) . 
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Proof In what follows, fix a constant E arbitrarily in the interval 
0 < E « 1, and let v be an arbitrarily fixed number in [>., 1/ >.], where 
>. E (0, 1) is an arbitrarily number. First we prove that the equation 

(3.20) F(A* + p)- F(B* + 5) = 0 

has a solution p = cp(b) for sufficiently small b. Let F(p, 5) denote the 
left-hand side of (3.20), i.e., we consider the equation F(p, 5) = 0. Since 
F(A*) = F(B*), it is clear that F(O, 0) = 0. Here it holds that 

oF= oF(A* ) o(A* + p) = f(A* ) 
op o"' + P op + P ' 

oF = oF (B* b) o(B* + 5) = f(B* b) 
o5 o"' + o5 + · 

By these equalities, we find 

oF J = f(A*) -1- o, 
op p=6=o 

Therefore, by the implicit function theorem, there exist a positive num
ber bo and the C 1 function cp( 5) such that 

F(cp(5), 5) = 0, cp(O) = 0, ocp (o) = o 
o5 

for any 0 :::; 5 < 50 . Finally we derive the expansion of cp(5) as 5 l 0 
from (3.20). For sufficiently small 5 > 0, by use of the Taylor expansion 
of F, it holds that 

1 1 1 
F(A* + cp) = F(A*) + f(A*)cp + 2f'(A*)cp2 + 2c2 A*cp3 + Sc2cp4, 

F(B* + J) = F(B*) + ~ J'(B*)J2 + ~c2 B*J3 + ~c2 J4 . 
2 2 8 

Thus we find 

!(A*) !'(A*) 2 c2 A* 3 c2 4 f'(B*) J2 c2 B* J3 c2 J4 
'P + -2-cp + -2-cp + g'P = -2- + -2- + 8 . 

Since it is easy to check that cp(J) = O(J2 ) as J l 0, we obtain 

f'(B*) 2 
cp(b) = 2/(A•/ + r(E, 5, v) 

as 8 l 0, where r = 0(83 ) as 8 l 0 uniformly in E and v. We observe 
that cp(8) is non-positive because of f'(B*) < 0 and f(A*) > 0. This 
completes the proof. Q.E.D. 
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In (3.6) and (3.7), setting B = B*+exp[-(d/c)], i.e., J = exp[-(d/c)], 
we derive the system of equations for (d, v), where d > 0: 

Lemma 3.4. Fix two numbers >. 1 and >.2 arbitrarily in the interval 
(0, 1), respectively. For each dE [>.1, 1/>.1] and v E [>.2, 1/>.2], set B = 
B* + exp [- ( d /E)]. Then, for sufficiently small E > 0, the pair ( B, v) 
solves (II) and (I2) if and only if the pair ( d, v) satisfies the following: 

(3.21) 
d c c 2J2F(B*) 

----;===::c=;:~ + - log ( 1/!1 ~) + log ----;::===:=::;:::::::==7 
J-f'(B*) fo J-f'(B*) J-f'(B*) 

L + R5(E, d, v) = -, 
2n 

(3.22) B*d c l ~ c:B* l 2J2F(B*) 
J-f'(B*)- v3/2 og(1/l1 1/!2) + J-f'(B*) og J-f'(B*) 

2 (n- 1)7!' + 312 c+R6(E,d,v)=- , 
v n 

where R 5 (c, d, v) = O(c514 ) and R6 (E, d, v) = O(c514 ) as E l 0, uniformly 
in dE [>.1, 1/>.1] and v E [>.2, 1/>.2]· 

Proof. Let d E [>.1, 1/ >.1] and v E [>.2, 1/ >.2] be fixed numbers, 
respectively, and set B = B* + J = B* + exp [-(d/c)]. In what follows, 
the terms O(c"') and O(c"'Jf3) are uniform with respect to dE [>.1, 1/>.1] 

and v E [>.2, 1/>.2]· First we consider logcp(B). Since f(B*) = 0, it holds 
that f(B) ---+ 0 as J l 0. Recall that F(B) > 0, while f(B) < 0 and 
f'(B) < 0. From the expansions 

(3.23) F(B) = F(B*) + ~f'(B*)J2 + ~!f"(B* + 01J)J3, 

(3.24) f(B) = f'(B*)J + ~f"(B*)J2 + ~!f"'(B* + 02J)J3, 

(3.25) !'(B)= f'(B*) + f"(B*)J + ~f"'(B* + 03J)J2, 

where Oj E (0, 1), it holds that 

lo ( J -2F(B)f'(B)) = lo ( J2F(B*) ~) + (c J v) 
g - f(B) g J- f'(B*) J P1 ' ' ' 

( J(B) 2 ) 
log 1 + 1 + _ 2F(B)f'(B) =log 2 + p2(c, J, v), 



Asymptotic form of solutions of the Tadjbakhsh-Odeh problem 723 

where p1 = O(c:2 <5) and p2 = 0(<52 ) as E l 0. Thus we obtain 

(3.26) 
2y'2F(B*) 

log cp(B) =log + p3(c:, <5, v), 
tSJ-f'(B*) 

where p3 = O(c2 <5) as E l 0. Moreover, it follows from (3.24) and (3.25) 
that 

(3.27) 
1 1 

V _ f'(B) V _ f'(B*) + P4(E, <5, v), 

(3.28) J(B) * 
B - f'(B) = B + p5(E, <5, v), 

where p4 = O(c2 <5) and p5 = O(c2 <5 2 ) as E l 0. Finally, by virtue of 
Lemma 3.3, we get 

(3.29) 
Avl/4 A*vl/4 1 3 
f(A) = f(A*) + P6(E, <5, v) = v3/4 - 2v9/4 E + P7(E, <5, v), 

where p6 = O(c2 <52 ) and p7 = O(c2 ) as E l 0. By using (3.26), (3.27), 
(3.28), (3.29) and Lemma 3.2, we obtain the equations (3.21) and (3.22). 

Q.E.D. 

Now we are in a position to prove that the system of equations 
(3.21)-(3.22) has a solution (d(c), v(c)) for sufficiently small E > 0. For 
this purpose, we use the following implicit function theorem. 

Lemma 3.5. Let U c JRN be a neighborhood of the origin 0. Sup
pose that anlRN-valuedfunctionF(x,y) = (Fl(x,y),F2(x,y), · · · ,FN(x, 
y)) defined for (x, y) E [0, 1) x U satisfies the following conditions: 

(i) F(x, y) is uniformly continuous on [0, 1) x U. Moreover, for 
each x E [0, 1), F(x, y) is partially differentiable function with 
respect to y on U, and 8Fz/ Bym is continuous on [0, 1) x U. 

(ii) F(O, 0) = 0. 
(iii) An N x N matrix defined by 

( 8Fl ) Fy(O,O) = a(O,O) 
Ym l:'Ol,m:'ON 

is invertible. 

Then there exist positive numbers p and r and the function cp : [0, 1) ---+ 

Br(O) = {y E JRN IIYI < r} such that F(x, cp(x)) = 0 for any x E [0, p) 
and cp(O) = 0 holds. Moreover cp is continuous on [0, p). 

By Lemma 3.5, we can prove the following lemma. 
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Lemma 3.6. There exist a positive number Eo and the pair of con
tinuous functions ( d( c), v( c)) such that ( d( c), v( c)) satisfies the equations 
(3.21) and (3.22) for any 0 ::; c < co. 

Proof. First, setting c = 0 in (3.21) and (3.22), we find that 

(3.30) 
d L 

fo 2n' 

d 
v3/2 

(n- 1)7r 
n 

because of clog(1{>1 ~) = O(clogc) as c 10 uniformly in dE [.\1, 1/.\I] 
and v E [.\2,1/.\2]. (For the precise expansion oflog(1{>1~), see the 
proof of Lemma 3.7.) Therefore, when c = 0, the equations (3.21) and 
(3.22) have a solution (d,v) = (d*,v*): 

(3.31) * L v =----
2(n- 1)1r 

In order to prove the existence of a solution of the equations (3.21) and 
(3.22) for sufficiently small c > 0, we use the implicit function theorem, 
which is stated as Lemma 3.5. For this purpose, from (Il) and (I2), let 
us set 

1A(c:,B,v) c d/'1, L 
P1(c,B,v) = - 2n' 

B y'2(F(c, v, A(c, B, v))- F(c, v, "')) 

1A(c:,B,v) c/'1, d"' 
P2 ( c, B, v) = --;==:===:===:=:====:::=~=:=:::::=;:===;=;: 

B y'2(F(c,v,A(c,B,v)) -F(c,v,"')) n 

Recall that the condition (C1) implies A= A(c, B, v) (see Lemma 3.3). 
By virtue of B(c, d, v) = B*(c, v) + exp [-(d/c)] and the relation (3.30), 
we define Q1(c, d, v) and Q2(c, d, v) as follows: 

Q,(E,d,v) ~ { 

Q,(E, d, v) ~ { 

PI(c, B*(c, v) + exp ( -d/c), v) 
d L 

fo 2n 

P2(c, B*(c, v) + exp ( -d/c), v) 
d (n- 1)7r 

- v3/2 + n 

By using these Q1 and Q 2 , let us set 

:F(c, d, v) = (Q1(c, d, v), Q2(c, d, v)). 

if c > 0, 

if c = 0, 

if c > 0, 

if c = 0. 

We shall apply Lemma 3.5 to the equation :F(c, d, v) = 0. Since it 
holds that :F(O, d*, v*) = 0, we consider the equation :F(c, d, v) = 0 for 
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0 ::::: E < s1, d* - P1 ::::: d ::::: d* + P1 and v* - P2 ::::: v ::::: v* + p2, where 
0 < c1 « 1, 0 < P1 « d* and 0 < p2 « v* are some constants. It is 
easy to check that :F(s, d, v) is uniformly continuous on [0, s 1) x [d* -
Pl, d* + Pl] x [v*- p2, v* + P2]· Moreover we can prove that Ql(c, d, v) 
and Q2(c, d, v) are partially differentiable with respect to d and v on 
[0, sl) x [d*- p1, d* +pi] x [v*- P2, v* + P2]· And, by simple calculations, 
we have 

oQ1 1 
c 1 0, 

oQ1 d 
-- ----4- as ------4--- as c 1 0, 
ad y1v ov 2v3/2 

8Q2 1 
c 10, 

8Q2 3d 
c 1 0. -- ----4--- as ------4-- as 

od v312 av 2v5/ 2 

Thus :F(s, d, v) satisfies the conditions (i) and (ii) which are stated in 
Lemma 3.5. We can verify that :F(s, d, v) satisfies the condition (iii) of 
Lemma 3.5 by the relation 

c=O 

d 
=3 ~0. 

v 

Therefore we can apply Lemma 3.5 to the equation :F(E, d, v) = 0 and 
see that there exist a positive number co and the pair of continuous 
functions (d(s), v(s)) satisfying the relations d(O) = d* and v(O) = v* 
and the system of equations (3.21)-(3.22) for any 0:::; c < s0 . Q.E.D. 

Next, we derive the asymptotic form of d(s) and v(s) as E 1 0: 

Lemma 3.7. As E 1 0, the solution (d(s), v(s)) of the system of 
equations (3.21) -(3.22) satisfies 

(3.32) 

(3.33) 

d(c) = LVM:, +clogs- (1 +log (S~))c + O(s514 ), 
2n 

( ) - M - 4n.JM:, 0( 5/4) 
VE- n L c+ E ' 

where Mn is a positive constant given by 

(3.34) 
L 

Mn = --:---.-
2(n- 1)n 

Proof. In what follows, the terms O(s"') are uniform with respect 
to dE [d* - p1, d* + Pl] and v E [v* - p2, v* + P2], where 0 < Pl « d* 
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and 0 < p2 « v* are some constants. First we derive the expansion of 
log (,P1 ~) as c! 0. It follows from (3.8) that 

_ ( 3/2) ( y'c y'c F(B)c) log,P1 -log 2v +log 1 + 2v312 + 1 + v 312 + ~ 

-log ..,IE- log ( 1 + y'2vF(B)). 

By simple calculations, we find 

( y'c y'c F(B)c) log 1 + ~12 + 1 + 312 + --2- = log2 + Pt(c, d, v), 
2v v 2v 

log ( 1 + y'2vF(B)) =log 2 + P2(c, d, v), 

where Pt = O(c112) and P2 = O(c2) as c ! 0. Thus, as c! 0, we have 

(3.35) 

where P3 = 0( y'c) as c ! 0. Similarly, as c ! 0, 

(3.36) 
1 

log~= - 2logc + log2 + p4(c, d, v), 

where P4 = O(c114) as c! 0. Therefore, as c ! 0, we obtain 

(3.37) log ('1/Jt ~)=-loge+ log (4v312) + p5(c, d, v), 

where P5 = O(c114) as c ! 0. Moreover, as c ! 0, it holds that 

1 1 
J _ f'(B*) = y'v + P6(c, d, v), 

2y'2F(B*) 2 d 
J- f'(B*) =-;; + P7(c, , v), 

where P6 = O(c2) and p7 = O(c2) as c ! 0. Therefore, for sufficiently 
small c > 0, the equations (3.21) and (3.22) become as follows: 

(3.38) 
d 1 log8y'v L 
r.;- r.:clogc + r.; c + p8 (c, d, v) = -, 

yV yV yV 2n 

(3.39) 
d 1 log8y'v 2 

- v3/2 + v3/2 clog c - v3/2 c + v3/2 c 

(n- 1)7r + pg(c, d, v) = - , 
n 
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where Ps(e, d, v) = O(e514 ) and p9 (e, d, v) = O(e514 ) as e l 0. Let us 
set d(e) = d* + d(e) and v(e) = v* + ii(e), where d(e)--+ 0 as e l 0 and 
ii(e)--+ 0 as e l 0. It follows from (3.38) and (3.39) that 

(3.40) 
2 L (n- 1)n 
-e + Ps + vpg = - - v. fo 2n n 

By the definition of d* and v*, the equation (3.40) reduces to 

(3.41) 
2 * _ ( n - 1 )n _ 
~e + Ps + (v + v)pg = - v. 

yv IV n 

From (3.41 ), as e l 0, we find 

(3.42) 
4nvfv* 1 ii(e) = ---e + O(e5 4 ) L . 

Moreover, by virtue of (3.38), it holds that 

(3.43) 
L 

d =doge- clog (8vv) + -vv- fops. 
2n 

Since d* = LJV* / (2n) and 

as e l 0, we obtain 

fo = JV*- 2n c + O(e5/4) 
L 

(3.44) d(e) =doge- (1 +log (8#))e + O(c514 ) 

as e l 0. The proof is completed. Q.E.D. 

Since B = B*(e, v) + exp [-(d/e)J, we can derive the asymptotic 
form of B as e l 0. Moreover, by Lemma 3.3, we obtain the asymptotic 
form of A as e l 0. 

Finally, we derive the asymptotic form of so which denotes the point 
such that "' vanishes, as e l 0. By the proof of Lemmas 3.2 and 3. 7, as 
e l 0, we see that 

{A e d"' e l ("!' Wo) 0( 5/4) Jo yf2(F(A)- F(,)) = fo og '~" 1 v 1!-'2 + e 

__ 1_ l ~ log ( 4Mn 3/ 2 ) O( 5;4) 
- r'fiTe og + r'fiT e + e . 

vMn e vMn 
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As c l 0, this equality is equivalent to the following: 

(3.45) ( ) _ 1 I 1 log ( 4Mn 312) O( 5/4) 
so c - 17iTc og- + f1iT c + c . 

vMn c vMn 

We complete the proof of Theorem 1.1. 
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