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Contact Transformations 
and Their Schwarzian Derivatives 

Tetsuya Ozawa and Hajime Sato 

Abstract. 

The second author introduced Schwarzian derivatives for 
3-dimensional contact transformations in [Sat]. Our purposes of this 
paper are firstly to investigate the fundamental properties of the con­
tact Schwarzian derivatives of 3-dimensional contact transformations 
that are satisfied by the usual Schwarzian derivatives, secondly to 
consider systems of linear PDE's with contact Schwarzian derivatives 
as coefficients and their integrability conditions, and finally to recon­
struct the contact transformation from the solutions of the systems 
of linear PDE's. We obtain the necessary and sufficient condition 
for functions to be contact Schwarzian derivatives of a 3-dimensional 
contact transformation. 

§1. Introduction 

The classical theory of Schwarzian derivative plays an important 
role in the study of holomorphic equivalence of one-dimensional complex 
domains and especially in the Gauss-Schwarz theory of hypergeometric 
differential equation. 

The Schwarzian derivative S(f) of an analytic function f on C is 
defined by 

1 ( f 11 
) I 1 ( f 11

) 2 su) = -2 r + 4 r · 
Among many important properties of classical Schwarzian deirvative, 
we pay attention to the following three basic facts: (i) for an arbitrary 
function a, the quotient f = cptfcp0 of linearly independent solutions cp0 

and cp1 of the differential equation 

cp"- acp = 0 
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has the Schwarzian derivative S(f) equal to CJ, (ii) The Schwarzian deriv­
ative of a composition f o g satisfies the formula 

S(f o g)= S(g) + S(f)(g') 2 , 

which is nothing but the cocycle condition of continuous group cohomol­
ogy (see, for example, [O-S2]), and (iii) the Schwarzian derivative S(f) 
of a function f vanishes, if and only if f is a Mobius transformation; 

f(x)=ax+,6, 
"(X+ 8 

where a, ,6, "(, and 8 are complex constants. 
The Schwarzian derivative of higher dimensional diffeomorphisms 

is studied by several authors, and linear partial differential equations 
whose coefficients are Schwarzian derivatives has been observed to give, 
as a special case, the Appell and Lauricella hypergeometric differential 
equations (see, for example, [Yos]). 

The purpose of this paper is to develop the theory of Schwarzian 
derivative for contact transformations, especially study the properties 
that correspond to the above three facts (i), (ii) and (iii). Originally, the 
notion of Schwarzian derivative of contact transformation is introduced 
by the second author in [Sat], through the study of equivalence of third 
order ordinary differential equations. 

The notion of equivalence of ordinary differential equations depends 
on the transformations employed to reduce a given equation to simpler 
one. In the most general setting, we deal with the problem through con­
tact transformations ¢: ][{3 ---> ][{3 , where we regard, using the coordinate 
system (x,y,z), the three space ][{3 as a contact manifold with contact 
form dy- z dx. If we transform the simplest third order differential equa­
tion d3 yjdx3 = 0 by a contact transformation¢: (x,y,z) f--+ (X,Y,Z), 
then the resulting equation is 

where P, Q, RandS are functions of (x, y, z = dyjdx). Our definition 
of the contact Schwarzian derivative of ¢ is to be the quadruple 

S(cp) = (P,Q,R,S) 

that appears in the above transformed equation. The explicit formula 
of the Schwarzian derivative is given in Section 2. In this paper, we will 
not discuss on the equivalence problem of ordinary differential equations. 
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For the arguments from this point of view, the readers will refer the 
papers [O-S1] and [Sat] and the references therein . 

.For the calculus on the contact space JK3 ( = C3 or JR.3) with the 
contact form dy - z dx, it is convenient to use the vector fields 

f) 
v3 = oy, 

that satisfy the Heisenberg relation for Lie bracket; v3 = [v2, vi] and 
[v3, vi] = [v3, v2] = 0 (for useful formulae with vi, v2, v3 on contact 
transformations, see Section 3). 

In the classical theory of Schwarzian derivative, we could recon­
struct an analytic function f, whose Schwarzian derivative is equal to a 
given function CJ, from solutions of the linear ordinary differential equa­
tion as stated in the above fact (i). In order to reconstruct a contact 
transformation ¢> with Schwarzian derivative equal to a given quadruple 
(P, Q, R, S), we consider the following system oflinear partial differential 
equations (PDE system, for short): 

{ 
VI 2(1J) = Qvi(tJ)- Pv2(1J) + MutJ 

v~(tJ) = 2(Rvi(1J)- Qv2(1J) + M41J) 

v2 ( tJ) = Svi ( tJ) - Rv2 ( tJ) + M221J 

where V4 stands for 

and Mn, M4 and M22 are certain functions of P, Q, R, S and their 
differentiations by the vector fields VI and v2 (see the formula (2) in 
Section 4). 

The dimension of solution space of this PDE system depends on the 
quadruple (P, Q, R, S), and attains the maximum equal to 4, if and only 
if (P, Q, R, S) satisfies the integrability condition (IC) (see Theorem 4.1). 
And also the solution space carries a natural linear symplectic structure 
as proved in Proposition 4.4, provided its dimension equals 4. We will 
prove that the contact transformation ¢> can be reconstructed by using 
a symplectic basis { 1J, ~, (, 17} of the solution space (Theorem 6.1); 

( ~ 1 (T) ~() () 
cf>(x,y,z)= ~'2 ~+1}2 '~ . 

The quadruple (P, Q, R, S) automatically satisfies the integrability con­
dition (IC), if it is a Schwarzian derivative of contact transformation. 
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Therefore we find that the condition (IC) is necessary and sufficient for 
( P, Q, R, S) to be a Schwarzian deirvative of some contact transforma­
tion. 

For the proof of Theorem 4.1, we introduce a set of operators V1, 
V2 and V3 acting on a certain module over functions, and verify that it 
satisfies the Heisenberg relation; V3 = [V2 , V1] and [V3 , 1/i] = 0 (i = 1, 2) 
(see Section 7). The verification is a series of quite long calculations, 
and we are compelled to use a computer software "Maple" . We hope to 
find a simpler method for the proof. 

The contact Schwarzian derivative satisfies a similar formula for 
compositions of maps as the classical Schwarzian derivative satisfies. 
The verification is easily performed by using the operators v1 and v2 

(see Proposition 8.1). 
In order to study contact transformations with vanishing Schwar­

zian derivative, we solve the above PDE system all of whose coefficients 
equal 0, and find that the functions 1, x, z and 2y-xz form a symplectic 
basis of the solution space. We notice that the embedding K 3 ..,.-+ K 4 

defined by 

(x, y, z) ..,.-+ (1, x, z, 2y- xz) 

is compatible for both structures, contact and symplectic, on the source 
and the target. Especially, the pull back of Lagrangian planes are 
Legendrian curves. Through this embedding, we reduce the Sp(2)-action 
on K4 to that on K3 , at least locally, and describe the exact set of contact 
transformations with vanishing Schwarzian derivative, in Theorem 9.5. 

The paper is organized as follows. In Section 2, we give explicitly the 
formula of the contact Schwarzian derivative for three dimensional con­
tact transformations. In Section 3, we prepare elementary calculations 
about contact transformations. In Section 4, we introduce a fundamental 
PDE system that has contact Schwarzian derivatives as its coefficients, 
and show that the solution space of this PDE system has a natural sym­
plectic structure. In Section 5, we derive a PDE system whose solutions 
are coordinate functions of contact transformations, and a PDE system 
whose solutions are Jacobians of contact transformations. In Section 6, 
we show how to construct the contact transformation with a prescribed 
contact Schwarzian derivative from the solutions of the PDE systems 
introduced in Sections 4 and 5. The symplectic structure of the solution 
space of the PDE system introduced in Section 4 plays an essential role 
here. In Section 7, we show that the integrability conditions of the var­
ious PDE systems in this paper are equivalent in a certain sense, and 
prove Theorem 4.1 that concerns the integrability of the fundamental 
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PDE system. In Section 8, we prove that our contact Schwarzian deriv­
ative satisfies a connection formula with respect to compositions of con­
tact 'transformations. Finally in Section 9, we show that the set of three 
dimensional contact transformations with vanishing contact Schwarzian 
derivatives form a Lie group locally isomorphic to Sp(2, JK). 

§2. Contact Schwarzian derivative 

Throughout the paper, we regard the affine 3-space JK3 (JK =~or C) 
with the usual coordinate (x, y, z) as a contact manifold endowed with 
the contact form a = dy - z dx. We use the following notations: 

Notice that the vector fields v~, v2 and v3 form a Heisenberg Lie algebra: 

and that the vector fields v1 and v2 span the contact distribution; 
a( vi)= a(vz) = 0. 

A local diffeomorphism c/> is said to be a contact transformation, 
if it preserves the contact distribution, or equivalently, it satisfies 
¢* (a) = pa for some nonvanishing function p. For a contact trans­
formation ¢: ( x, y, z) f--+ (X, Y, Z), we define the contact Schwarz ian 
derivatives as follows: fori, j, k = 1, 2, set 

and 
1 

S{ijk}(cf>) = 3A(c/>) (s[ij,kj(c/>) + S[jk,ij(c/>) + S[ki,jj(c/>)), 

where A(¢)== v 1(X)v2 (Z)-v1(Z)vz(X). We call the functions S{ijk}(¢) 
the contact Schwarzian derivatives of the contact transformation ¢. We 
denote the quadruple of functions by 

which also we call the Schwarzian derivative of ¢. 

§3. Some remarks on contact transformations 

The facts stated in the following lemmas will be used in later sec­
tions. The affine 3-space JK3 (JK = ~ or C) with the usual coordinate 
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(x, y, z) is always regarded as a contact manifold endowed with the con­
tact form a = dy- z dx. 

Lemma 3.1. If a map¢: (x, y, z) f-t (X, Y, Z) is a contact trans­
formation, then X, Y and Z satisfy the equations 

(1) 

Proof. The pull back of the contact form is equal to 

¢*(a)= dY- Z dX 

= (~Y- z~x)dx + (~Y- z~x)dy 
OX OX oy oy 

+ (~Y- z~x)dz. 
oz oz 

Thus, if ¢ is a contact transformation, then it holds that 

0 0 
-Y-Z-X=-pz 
OX OX ' 

0 0 
-Y-Z-X=p 
oy oy ' 

0 0 
-Y-Z-X-0 
oz oz - ' 

and equivalently that vi(Y) = Zvi(X), (i = 1, 2). Q.E.D. 

The equations (1) determine the function Y up to additive constant. 
These equations do not necessarily have a solution Y. The following 
lemma shows the integrability condition of these equations. The proof 
is given in the paper [Sat]. 

Lemma 3.2. The necessary and sufficient condition for the equa­
tions (1) to have a solution Y is that the functions X and Z satisfy the 
relations 

vi(~)= vi(X)v3(Z)- v3(X)vi(Z), (i = 1, 2), 

where~= v1(X)v2(Z)- v1(Z)v2(X). 

We call~= v1(X)v2(Z)- v1(Z)v2(X) the contact Jacobian. The 
relation between the contact Jacobian and the usual Jacobian of the 
map ¢ is given in the following lemma. 

Lemma 3.3. Let¢: (x, y, z) f-t (X, Y, Z) be a contact transforma­
tion, and p a scalar function that satisfies ¢*(a)= pa. Then p is equal 
to the contact Jacobian~ = v1(X)v2(Z)- v1(Z)v2(X), and the usual 
Jacobian of¢ is equal to 

o(X, Y,Z) = p2 = ~2 
o(x,y,z) · 
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Proof. Differentiating the equations (1) by v1 and v2 , we obtain 

v2v1(Y) = v2(Z)v1(X) + Zv2v1(X), 

v1v2(Y) = v1(Z)v2(X) + Zv1v2(X), 

and subtracting them, obtain 

which is equal to D.. 
By definition, the Jacobian satisfies 

*( ) 8(X, Y, Z) ¢ a 1\ da = 8 ( ) a 1\ da. 
x,y,z 

Since ¢ is contact, we have 

¢*(a/\ da) =pal\ d(pa) = p2al\ da. 

Therefore we get the required equality 8(X, Y, Z)/8(x, y, z) = p2. Q.E.D. 

From these lemmas, it follows immediately that 

Corollary 3.4. A map¢: (x, y, z) f-+ (X, Y, Z) is a contact trans­
formation, if and only if the contact Jacobian D. = v1 ( X)v2 ( Z) -
v1(Z)v2(X) does not vanish anywhere, and X, Y and Z satisfy 
vi(Y) = Zvi(X) (i = 1, 2). 

In order to simplify the notation, we sometimes denote by (x1 , x 3 , x 2 ) 

the coordinate functions of JK3 in place of (x, y, z ). In this notation, the 
contact form is written as dy - z dx = dx3 - x 2 dx1 . 

Lemma 3.5. For any contact transformation (x1 , x3, x 2) f-+ 

(yl, y3, y2) and any function f(yl, y3, y2), we have, fori = 1 and 2, 

vi(!)= L vi(yi)uj(f), 
j=1,2 

where we used the notation 

8 2 8 
ul = 8yl + y 8y3 ' 



344 T. Ozawa and H. Sato 

Proof. The differential of f with respect to v1 is 

Reminding that the map is contact; dy3 - y2 dy 1 = p( dx3 - x2 dx 1 ), and 
thus 

8y3 2()yl 2 
--y -=-px 
8x1 8x1 

we get 

We prove the equality for the differentiation by v2 in the same way. 
Q.E.D. 

Lemma 3.6. For a compositions of contact transformations 
'lj;o¢: x = (x1 ,x3 ,x2 ) f--+ y = (yl,y3 ,y2 ) f--+ z = (zl,z3 ,z2 ), the contact 
Jacobians satisfy ~(z, x) = ~(z, y)~(y, x). 

Proof. Define functions p and CY by 

then we have 

The lemma follows immediately from Lemma 3.3. Q.E.D. 
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§4. Fundamental equation 

In this section, we introduce a fundamental PDE system, which will 
play a central role in this paper. The coefficients P, Q, R and 8 of this 
PDE system will be replaced by contact Schwarzian derivatives in later 
sections. 

Given functions P = P(x, y, z), Q = Q(x, y, z), R = R(x, y, z) and 
8 = 8(x, y, z), we define functions Mu, M 4 and M22 by 

(2) 

Mu = -~ (v1(Q)- v2(P)- 2Q2 + 2PR) 

1 
M4 = -4 (v1(R)- v2(Q)- QR + P8) 

M22 = -~ (v1(8)- v2(R)- 2R2 + 2Q8). 

Theorem 4.1. The necessary and sufficient condition for the lin­
ear PDE system 

(Sp) { 
v1 2(19) = Qv1(19)- Pv2(19) + Mu19 

v~(19) = 2(Rv1(19)- Qv2(19) + M419) 

v2 ( 19) = 8v1 ( 19) - Rv2 ( 19) + M2219 

with unknown function 19 to have 4-dimensional solution space is that 
the functions P, Q, R and 8 satisfy the set of relations 

(IC) 

v3(P) = 2(vl- 2Q)(Mn) + 4PM4 

3v3(Q) = 2(v2- 4R)(Mu) + 4(vl + Q)(M4) + 4PM22 

3v3(R) = 2(vl + 4Q)(M22) + 4(v2- R)(M4)- 48Mu 

v3(8) = 2(v2 + 2R)(M22)- 48M4. 

Moreover, if it is the case, the solution space is parameterized by ini­
tial values 19(p), v1 ( 19) (p), v2 ( 19) (p) and V3 ( 19) (p) at an arbitrarily fixed 
point p. 

The proof will be given in Section 7. 

Remark 4.2. The above relations (IC) are automatically satisfied 
if the functions P, Q, R and 8 are contact Schwarzian derivatives, 
8{nl}(¢), 8{112}(¢), 8{122}(¢) and 8{222}(¢) respectively, of some con­
tact transformation ¢. This fact can be proved by a direct calculation. 
Other aspects of this can be found in the papers [Sat] and [S-Y]. 
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Remark 4.3. It might be useful to express the functions Mu, M4, 
M 22 as follows: let w 1 and wz be operators defined by 

( Q -P) 
wl = vl- R -Q ' -Q) -R . 

If we put W3 = [wz, w1], then we have 

-Mu) 
-M4 . 

Furthermore, we compute the commutators [w3, w1] and [w3, wz] as fol­
lows: 

[w3,w1] = 

( -v3(Q) + 4vl(M4)- 4RMu + 4PM22 v3(P)- 4vl(Mn) 8PM4 + 8QMu) 
-v3(R) + 4vl(M2z) + 8QM22- 8RM4 v3(Q)- 4vl(M4) + 4RMu- 4PM22 

[w3,w2] = 

( -v3(R) + 4v2(M4)- 4SMu + 4QMz2 v3(Q)- 4v2(Mn)- 8QM4 + 8RMu) 
-v3(S) + 4v2(M22) + 8RM22- 8SM4 v3(R)- 4v2(M4) +4SMu- 4QM22 

Supposing the PDE system (Sp) has a nonzero solution rJ, we con-
sider the following PDE system with unknown function~; 

(Sp-s) 

We denote by S(P, Q, R, S) and s(P, Q, R, S; rJ) the solution spaces of the 
PDE systems (Sp) and (Sp-s), respectively. Adding the second equation 
in (Sp-s) to the third, we get the second equation of (Sp). This implies 
that s(P, Q, R, S; rJ) is a subspace of S(P, Q, R, S) for any rJ. 

As we will see in Section 6, the PDE systems (Sp) and (Sp-s) 
will play important roles to reconstruct contact transformations with 
prescribed contact Schwarzian derivatives. In the following proposi­
tions, we study the relation of the solution spaces S(P, Q, R, S) and 
s(P, Q, R, S; rJ). 
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Proposition 4.4. For any two solutions a and f3 of the PDE sys­
tem (Sp), the function I( a, /3) defined by 

1 1 
(3) I( a, /3) = 2av3(/3)- 2v3(a)f3 + v1(a)v2(f3)- v2(a)v1(f3) 

is constant on (x,y,z). Moreover this skew product I(a,/3) is non­
degenerate, and thus it defines a symplectic structure on the solution 
space S(P, Q, R, S), provided the dimension of S(P, Q, R, S) is equal to 4. 

Proof. In order to prove the constantness of I( a, /3), it is sufficient 
to verify the vanishing of the derivatives 

vi(I(a, /3)) = 0, (i=1, 2). 

The derivative v1 (I (a, /3)) is calculated as follows: we use the nota­
tion vi(!) = fi and Vivj(f) = fii· Remarking that 3v1v3 = 3v3v1 = 
2v2v1 2 - v1 v4, we get 

v1(a/33 + 2a1/32) 

= a1/33 + a/331 + 2anf32 + 2a1j321 
1 

= a1f34 + 2anf32 + 3(2(/3nh- (f34)I)a 

= 2(Rf31- Q/32 + M4f3)a1 + 2(Qa1- Pa2 + Mna)/32 
2 + 3 ((Q/31- P/32 + Mnh- (R/31- Q/32 + M4f3)I)a 

= 2(Ra1f31 + M4a1f3- Pa2f32 + Mna/32) 
2 

+ 3 (2Q(Rf31 - Qj32 + M4f3) - P(S/31 - R/32 + M22/3) 

- R(Q/31- P/32 + Mn/3) + (Q2- R1- M4f3)f31 

- (P2- Q1 - Mn)/32 + ((Mn)2- (M4)I)f3)a 

= 2(M4a1/3 + Ra1f31 - Pa2f32) 
2 + 3((2QM4- PM22- RMu + (Mu)2- (M4)I)af3 

+ (Q2- R1 + QR- PS- M4)af31 

- (P2- Q1 + 2Q2 - 2PR- 4Mu)af32) 

= 2(M4(af31 + a1/3) + Ra1f31- Pa2f32) 
2 + 3 (2QM4- P M22 - RMu + (Mnh - (M4)I)af3. 

Since the last expression is symmetric on a and f3, we have 

v1(I(a,f3)) = ~a/33 + a1f32- Ga3f3 + a2f31) = 0. 
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In a similar way, we get the equality v2 (I(a,{3)) = 0. 
The non-degeneracy of I is understood from the fact that the solu­

tion space of (Sp) is parametrized by the initial values '!?(p), v1 ('!9)(p), 
v2 ('!9)(p) and v3('!?)(p), where pis a fixed point in the domain. Q.E.D. 

Proposition 4.5. Let '!9 E S(P, Q, R, S) be a non-zero solution. 
Then the solution space s(P, Q, R, S; '!9) of the PDE system (Sp-s) is the 
skew orthogonal subspace of '!9 in the symplectic space S(P, Q, R, S); 

s(P, Q, R, S; '!9) = {a E S(P, Q, R, S) I I(a, '!9) = 0}. 

Proof. Let ~ E s(P, Q, R, S; '!9) be fixed. Subtracting the third 
equation from the second of (Sp-s) that ~ satisfies, and multiplying it 
by '!9, we get the equality I(~, '!9) = 0. And conversely, if a solution 
~ E S(P, Q, R, S) satisfies I(~, '!9) = 0, then it satisfies automatically the 
equations (Sp-s). This proves the proposition. Q.E.D. 

§5. PDE systems related to contact transformation 

If a transformation ¢: (x, y, z) f---> (X, Y, Z) is contact, the coordi­
nate functions X, Y and Z satisfy certain differential equations. In the 
following, we study relations of those equations, whose integrability con­
ditions will be discussed in Section 7. 

We start with the following PDE system with unknown function 0 
and given functions P, Q, R, S and A 

(Ct-s) 

Proposition 5.1. If a transformation¢: (x, y, z) f---> (X, Y, Z) is 
contact, then X and Z are solutions of the PDE system (Ct-s) with 
(P, Q, R, S) = S(¢) and A any nonzero constant multiple of the contact 
Jacobian A(¢). 

Conversely, if 1 (a constant function), X and Z are mutually lin­
early independent solutions of ( Ct-s), then there exists a function Y such 
that the map¢: (x, y, z) f---> (X, Y, Z) is a contact transformation whose 
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contact Schwarzian derivative is equal to S ( ¢) = ( P, Q, R, S), and whose 
contact Jacobian is equal to a constant multiple of D.. 

Proof. If X and Z satisfy the equations (Ct-s), then we get 

x2 X1 0 0 0 0 0 0 -P Xu 
0 0 0 0 0 xl x2 0 Q + D.t/.6. X12 
0 0 0 0 x2 0 0 X1 -R+D-2/.6. X21 
0 0 x2 x1 0 0 0 0 s X22 

z2 z1 0 0 0 0 0 0 -Q Zu 
0 0 0 0 0 Zt z2 0 R Z12 
0 0 0 0 z2 0 0 Zt -Q + D.t/.6. Z21 
0 0 z2 Zt 0 0 0 0 R+ .6.2/.6. Z22 

where ( )i =vi() and ( )ij = VjVi( ). Put D = v1(X)v2(Z)-v2(X)v1(Z). 
The determinant of the above 8 x 8-matrix equals - D4 • The linear inde­
pendence of 1, X and Z implies that the determinant does not vanish. 
By multiplying the inverse matrix, and taking linear combinations, we 
get eight relations, four of which are exactly the definitions of contact 
Schwarzian derivative, and the others read 

Vt(Do) 1 ( 2 
~ = D Vt (X)v2(Z) + vt(X)v1v2(Z) 

- v1v2(X)v1(Z)- v2(X)v1 2(Z)) 

v2(.6.) 1 ( 2 
~ = D v2v1(X)v2(Z) + Vt(X)v2 (Z) 

- v22(X)vt(Z)- v2(X)v2v1(Z)) 

Vt(Do) 1 
~ = D (v1(X)v3(Z)- v3(X)v1(Z)) 

~(D.) 1 ) ~ = D (v2(X)v3(Z)- v3(X)v2(Z) . 

The first two equations are equivalent to 

These equations imply that D. is a constant multiple of D. Furthermore, 
this fact allows us to write the last two equalities as 

These equations amount to the condition that guarantees the existence of 
the solution of the equation vi(Y) = Zvi(X) (i = 1, 2) (cf. Lemma 3.2). 

Q.E.D. 
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Proposition 5.2. If a transformation¢: (x, y, z) r---t (X, Y, Z) is 
contact, then the functions X, Z and W = 2Y - X Z satisfy 

v12(n) = ( Q + v1 ~)) v1 (n) - Pv2(n) 

(Ct) v4(0) = ( 2R + v2i~)) v1(n)- ( 2Q- v1i~)) v2(n) 

v22(n) = Sv1(n)- ( R- v2i~))v2(n), 

provided (P,Q,R,S) = S(¢) and~=~(¢). 

Proof. If (x,y,z) r---t (X,Y,Z) is contact, then we have 
vi(Y) = Zvi(X) (i = 1, 2) (see Lemma 3.1), and therefore the func­
tion W = 2Y - X Z satisfies 

Differentiating it by Vj, we get 

Vjvi(W) = Zvjvi(X)- Xvjvi(Z) + E:ij~, 
where ~ is the contact Jacobian, and en = c22 = 0 and c12 = 1 = -E:21. 

Reminding that X and Z are solutions of (Ct-s), we find that the func­
tion W satisfies the equations 

2 v1(~) 
v1 (W) = Qv1(W)- Pv2(W) + ~v1(W) 

v1(~) 
v2v1(W) = Rv1(W)- Qv2(W) + ~v2(W) + ~ 

v2(~) 
v1v2(W) = Rv1(W)- Qv2(W) + ~v1(W)- ~ 

v22(W) = Sv1(W)- Rv2(W) + v2i~) v2(W). 

By adding the second to the third expression, this system is reduced to 
the system (Ct). Therefore W satisfies the PDE system (Ct). Since the 
system (Ct-s) also reduces to (Ct), it follows, by Proposition 5.1, that 
X and Z also satisfy (Ct). Q.E.D. 

If the functions {1, X, Z, W} in the above proposition form a linear 
basis of the solution space, then the solution space of the system (Ct-s) 
is a subspace spanned by {1, X, Z}, and is characterized by the linear 
equation 

(4) 
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Subtracting the third equation of (Ct-s) from the second, we get (4). 
The function W = 2Y - X Z stays on the affine subspace parallel to this 
subspace, and characterized by 

If a function Y corresponds to independent solutions X and Z 
of (Ct-s) so that¢= (X, Y, Z) is contact, then the function 

- 1 ( Y =- (ad- be)(2Y- XZ) +(aX+ bZ)(eX + dZ)). 
2 

corresponds to the solutions X = aX + bZ and Z = eX + dZ for any 
constant a, b, e and d with ad - be =1- 0. The resulting contact trans­
formation J = (X, Y, Z) has the same contact Schwarzian derivatives 
S(J) = S(¢), and the contact Jacobian is equal to f}.(J) =(ad-be)!}.(¢). 
Thus the PDE s;ystems (Ct-s) and (Ct) remain the same for the contact 
transformation ¢. 

We study equations that contact Jacobians !}. = !}.( ¢) satisfy. 
Suppose (Ct-s) has two linearly independent non-constant solutions X 
and Z. They necessarily satisfy 

Since 0 =X or Z is a solution of (Ct-s), the above is equivalent to 

where Fi and Gi are the operators given by 

F2(!}.) = -2( -vi2([).) + Qvl(f}.)- Pv2(f}.) + ~(vi(f}.)) 2 - 2Mn) 

F1(!}.) = G2([).) 

= -v4(f}.) + 2Rvl(f}.)- 2Qv2([).) + vl(f}.)v2([).)- 4M4 

G1([).) = -2( -v22([).) + Sv1(f}.)- Rv2(f}.) + ~(v2([).)) 2 - 2M22). 

The independence of X and Z implies Fi(f}.) = Gi(f}.) = 0 (i = 1, 2), 
which amounts to the PDE system 

(6) 
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This PDE system is nonlinear. The change of variable{)= 1/Vf5. (taking 
one branch of square root) linearizes it, and the resulting PDE system 
is exactly the same as (Sp). 

Proposition 5.3. If Ll is a contact Jacobian, then 1/Vf5. is a solu­
tion of the PDE system (Sp) whose coefficients P, Q, RandS are equal 
to the contact Schwarzian derivatives. 

Remark 5.4. The PDE system (6) is a necessary condition for Ll to 
have a nonconstant solution of the PDE system (Ct-s), but not sufficient. 
If, in addition, P, Q, RandS satisfy the relations (IC), then the PDE 
system ( Ct-s) has a nonconstant solution. This fact can be shown after 
a quite long calculation. In order to perform it, we used the computer 
program "Maple". 

§6. Construction of contact transformation via solutions of 
PDE system 

Let I be the skew product on the solution space S(P, Q, R, S) of the 
PDE system (Sp) defined in Proposition 4.4. We prove, in this section, 
the following 

Theorem 6.1. If a map ¢>: (x, y, z) f-+ (X, Y, Z) is contact, then 
there exists a symplectic basis { {), ~, (, 17} of the solution space S ( S ( 1>)) 
of the PDE system (Sp) such that 1> is given by 

(7) ( ~ 1 (77 ~') ') (x,y,z) f-+ ~' 2 ~ + {)2 , ~ . 

Conversely, given a symplectic basis { {), ~' (, 77} of the solution space 
S(P,Q,R,S) of(Sp), the map 1> defined by (7) is a contact transforma­
tion whose contact Schwarzian derivatives S ( 1>) is equal to ( P, Q, R, S). 

(8) 

Here if we say a linear basis {~0,6,6,6} is symplectic, we mean 

where J = ( 
0 0 0 1) 0 0 1 0 
0 -1 0 0 ' 

-1 0 0 0 

and c is a nonzero constant. We denote by Sp2 (IK) and CSp2(IK) the 
Lie groups defined by 

Sp2(IK) = {g E G£(4; IK) I gJl = J} 
CSp2(IK) = {gJl = cJ for some nonzero constant c E IK}. 
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In order to emphasize the PDE systems (Sp-s), (Ct-s) and (Ct) to 
contain the functions 1J and b. in their coefficients, we use the nota­
tions (Sp-s) 19 , (Ct-s)t:.. and (Ct)t:... Their solution spaces are denoted by 
s(P, Q, R, S; 1J), t(P, Q, R, S; b.) and T(P, Q, R, S; b.), respectively; 

S(P, Q, R, S) =the solution space of the PDE system (Sp) 

s(P, Q, R, S; 1J) =the solution space of the PDE system (Sp-s) 19 

T(P, Q, R, S; b.)= the solution space of the PDE system (Ct)t:.. 

t(P, Q, R, S; b.)= the solution space of the PDE system (Ct-s)t:.. 

We find a relation among those solution spaces in the following 

Proposition 6.2. For each nonzero solution {) of (Sp ), the pro­
jectification ~ 1--+ ~j{) gives a linear map between the solution spaces 
S(P, Q, R, S) and T(P, Q, R, S; b.), provided b. is a constant multiple 
of {)-2 • The image of the subspace s(P, Q, R, S; 1J) is contained in the 
subspace t(P, Q, R, S; b.); 

S(P,Q,R,S) 
u 

s(P, Q, R, S; 1J) 

~ T(P,Q,R,S;b.) 
u 

~ t(P,Q,R,S;b.). 

The largest dimension of the solution spaces S(P, Q, R, S) and 
T(P, Q, R, S; b.) are 4, and those of s(P, Q, R, S; B) and t(P, Q, R, S; b.) 
are 3. By Proposition 4.5, the codimension of s(P, Q, R, S; 1J) in 
S(P, Q, R, S) is always 1, provided the PDE system (Sp) has at least one 
nonzero solution 1J. Clearly the map ~ 1--+ ~j{) is injective. Therefore, if 
the dimension of S(P, Q, R, S) is 4, that is, if the PDE system (Sp) is 
integrable, then all the other PDE systems are also integrable. We will 
manage the integrability of (Sp) in the next section. 

Proof. Let a nonzero solution {) of (Sp) be fixed. Suppose ~ is a 
solution of (Sp). Then we have 

v1 2 (~) =v1(;2 (v1(01J-~v1(1J))) 
= ; 4 { (v1 2 (~)1J- ~v1 2 (1J))1J2 -(v1(~)1J- ~v1(1J))(21Jv1(1J))} 

= ; 3 { (Qvl(O- Pv2(~) + Mu~)1J2 

- ~1J(Qv1(1J)- Pv2(1J) + Mu1J) 

- 2v1(~)v1(1J)1J + 2~v1 (1J) 2 } 
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= Q v1(~)79- ~v1(79) _ p v2(~)79- ~v2(79) 
792 792 

_ 2 _vl_( 79_) _vl-'-( ~-'-'--) 79------:-,--:-~-v1_:.( 79-'-) 
79 792 

= ( Q- 2v1~79)) v1 (~)- Pv2 (~)-

If~ is equal to c1J- 2 with c a nonzero constant, then the last expression 
is equal to 

Thus 0 = ~j1J satisfies the first equation in (Ct). In a similar way, 

we verify that 0 = ~j{) satisfies other two equalities of (Ct)~ with 
~ = c1J-2 . The subspaces s(P, Q, R, S; 1J) and t(P, Q, R, S; 1J) are char­
acterized by the equations I( 1J, ~) = 0 and ( 4), respectively. Thus we 
have 

1 
- (~v3(rl)- v1(~)v2(rl) + v2(~)v1(rl)) 
c 

1 V3 ( ~){) - ~V3 ( 1J) 2vl ( 1J) V2 ( ~){) - ~V2 ( 1J) 
= 1)2 1)2 + ~ 1)2 

2v2 ( 1J) VI ( ~){) - ~Vl ( 1J) 
---1)3 1)2 

= 21J-4 I(1J,~). 

Therefore the image of s(P, Q, R, S; 1J) is contained in t(P, Q, R, S; 1J). 
Q.E.D. 

The rest of this section is devoted to the proof of Theorem 6.1. 
Suppose ¢: (x, y, z) f---+ (X, Y, Z) is a contact transformation. From 
Propositions 5.1 and 5.2, we see that {1, X, Z, W = 2Y - X Z} is a 

linear basis of the solution space T(P, Q, R, S; ~) of the system (Ct)~, 
and {1, X, Z} a basis of t(P, Q, R, S; ~) of the system (Ct-s)~, where 
( P, Q, R, S) = S ( ¢) and ~ = ~ ( ¢); the contact Schwarzian derivative 
and the contact Jacobian of¢. 

From Proposition 5.3, we see that, if~(¢) = c1J-2 with c a nonzero 
constant, then 1J satisfies the equations (Sp). Therefore by Proposi­
tion 6.2, we conclude that there exists a linear basis {1J,~,(,ry} (where 
1J satisfies ~ = c1J-2 ) of the solution space S(P, Q, R, S) such that 

'T] 
w = {j" 
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It remains to prove that the basis {'11,~,(,ry} is symplectic in the sence 
of Proposition 4.4. We remind that I (a., (3) is constant, if a. and (3 are 
solutions of the PDE system (Sp). 

By using the functions '11, ~' ( and ry, we calculate the contact 
Jacobian b.(¢) as follows: 

b.(¢)= v1(X)v2(Z)- v1(Z)v2(X) 

= ; 4 { (v1(~)'11- ~v1(-&)) (v2(()'11- (v2('11)) 

- (v1(()'11- (v1('11)) (v2(~)'11- ~v2('11))} 

= ; 3 { (v1(~)v2(()- v1(()v2(~))'11 
(9) + ~(- v1(-&)v2(() + v1(()v2('11)) 

- ((- v1(~)v2('11) + v1(-&)v2(~))} 

= ; 3 { (v1(~)v2(()- v1(()v2(~))'11 
1 1 } - 2((v3(~)'11- ~v3('11))+2~(v3(()'11- (v3('11)) 

= I(~,()-&-2. 

Since b.(¢)= c-&-2, we conclude 

I(~,()= c. 

The function W satisfies (5). If W = ry/'11 and b. = c-&-2, the 
equality (5) is replaced by 

0 = b..v3(f2)- v1(b..)v2(!l) + v2(b..)v1(!l)- 2b..2 

= c( -o- 2 v3 (~)- v1(-&-2)v2 (~) + v2(-&-2)v1 (~)- 2c-&-4) 

= 2c-&-4(I( '11, 7J) -c), 

and thus 
I(-&,ry)=c. 

Since X = ~/'11 and Z = (/'11 are in the solution space t(P, Q, R, S; '11), 
~and (are in the solution space s(P, Q, R, S; '11). Therefore~ and (are 
skew orthogonal to '11; 

I(-&,~)= I(-&,()= 0 

(cf. Proposition 4.5). 
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In order to prove theskew orthogonalities I(ry,~) = I(ry,() = 0, we 
prove the following 

Lemma 6.3. For solutions {), ~' ( and 'Tf of (Sp), put X = ~j{), 
Z = (j{) and W = ryj{). Then the equalities vi(W) = vi(X)Z- Xvi(Z) 
(i = 1, 2) hold, if and only if I(ry,~) = I(ry,() = 0. 

Proof. For each point p = (x, y, z) in the domain, the evaluation 
map lv: 

is a symplectic linear map with respect to the skew products I 
on S(P, Q, R, S) and J on IK4 . If{), ~' ( and 'T/ is a symplectic basis, 
then the matrix 

(
{)) ({)(p) vl({))(p) v2({))(p) v3({))(p)/2) 
~ ~(p) VI(~)(p) V2(~)(p) V3(~)(p)j2 
( - ((p) v1(()(p) v2(()(p) v3(()(p)j2 
'Tf p 'Tf(p) VI('Tf)(p) V2('Tf)(p) V3('Tf)(p)j2 

is in the symplectic group Sp2(1K). Since the complex structure J sat­
isfies J-1 = Jt = -J, the transpose of this matrix is also in Sp2 (IK). 
Thus we have 

fori= 1, 2. These are equivalent to 

This completes the proof. Q.E.D. 

Since ¢> = (X, Y, Z) is contact, W = 2Y -X Z satisfies the equality 
of the above lemma. Therefore we conclude the equalities 

I(ry, ~) = I(ry, () = 0, 

and complete the proof of the first half of Theorem 6.1. 
Now we prove the latter half of the theorem. Suppose { {), ~, (, 'T/} is 

a symplectic basis of the solution space S(P, Q, R, S), and put X= ~j{), 
Z = (j{) and W = ryj{). From Lemma 6.3, it follows that the function 
Y = (W +XZ)/2 satisfies the equalities vi(Y) = Zvi(X) (i = 1, 2). Put 
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b. = v1 ( X)v2 ( Z)- v2 ( X)v1 ( Z). Then the same caluculation as ( 9) shows 
that b. is equal to J(~,()iJ- 2 , where J(~,() is a nonzero constant, and 
thus b. does not vanish. Therefore the map ¢ = (X, Y, Z) is a contact 
transformation ( cf. Corollary 3.4). 

Since X and Z are solutions of (Ct-s).6. with b.= ciJ-2 (cf. Proposi­
tion 6.2), it follows, from Proposition 5.1, that the given function P, Q, 
R and S are the contact Schwarzian derivatives of¢; ( P, Q, R, S) = S ( ¢), 
and also that the contact Jacobian b.(¢) is equal to ciJ- 2 • 

This completes the proof of Theorem 6.1. 

§7. Integrability conditions 

The higher derivatives of the solutions of the PDE systems are deter­
mined by the lower terms. For the systems (Sp) and (Ct), the initial 
values iJ(p ), v1 ( iJ)(p ), v2( iJ)(p) and v3( iJ)(p) at a fixed point p = (x, y, z) 
in the domain determine all higher derivatives 

Here the coefficient functions are required to satisfy certain compatibility 
conditions, which we call the integmbility condition of the PDE system. 
The solution spaces of (Sp) and (Ct) is of dimension at most 4. The max­
imality holds, if and only if the integrability condition is fulfilled. On the 
other hand, the solution spaces ofthe PDE systems (Sp-s) and (Ct-s) are 
parameterized by the initial values iJ(p), v1 (7'J)(p) and v2 (7'J)(p). There­
fore the maximal dimension is equal to 3. The PDE systems that satisfy 
the maximality for the dimension of the solution spaces are said to be 
integmble. 

As we investigated in the previous two sections, if the system (Sp) 
is integrable, then for each nonzero solution iJ of (Sp), the other systems 

~ ~-2 ~-2 
(Sp-s) , (Ct-s) and (Ct) are integrable (see Proposition 6.2). If 
one of the other systems is integrable, then, by Theorem 6.1, there exists 
a contact transformation whose contact Schwarzian derivatives are equal 
toP, Q, Rand S, and thus they necessarily satisfy the condition (IC) 
(see Remark 4.2). Theorem 4.1 says that the condition (IC) is the inte­
grability condition of this system. Therefore, in order to clarify the 
integrability conditions of those PDE systems, it remains to prove The­
orem 4.1. 

Denote by F the ring of quadruples (!0 , fi, h, h) of functions fi of 
(x, y, z), and define differential operators V1 and V2 on F by 



358 T. Ozawa and H. Sato 

where 9ii are defined by 

2 
901 = v1Uo) + Muh + M4h + 3(*)h 

911 = (v1 + Q)(h) + fo + Rh + 2M4h 
921 = (v1- Q)(h)- Ph- 2Muh 

1 
931 = v1(h)- 2h 

2 
9o2 = v2(Jo) + M4h + M22h + 3(**)h 

912 = (v2 + R)(h) + Sh + 2M22h 
922 = (v2- R)(h) + fo- Qh- 2M4h 

1 
932 = v2(h) + 2h· 

(*)and(**) read as 

(*) = -v1(M4) + v2(Mu) + 2QM4- RMu- PM22 

(**) == -v1(M22) + v2(M4)- SMu + 2RM4- QM22-

The idea how these operators V1 and V2 came out is the following: 
suppose the equation (Sp) has a 4-dimensional solution space, and fix a 
non-zero solution{). If we consider the module over the ring offunctions 
on (x,y,z) with{), v1({)), v2({)), v3 ({)) as a formal basis; 

then on this module the operators v1 and v2 operate naturally. Remind­
ing that{) is a solution of (Sp), and using 9ji, we actually calculate the 
operations as 

Vi (fo{) + fivi ( {)) + hv2( {)) + /3v3( {))) 

= 90i{) + 9IiVI({)) + 92iV2({)) + 93iV3({)). 

Here we used the equalities 

1 
v2v1({)) = 2(v4({)) +v3({))) 

1 
VIV2({)) = 2(v4({))- V3({))) 

VI V2VI ( {)) = ~ ( V2VI 2 ( {)) + VI V4 ( {))) 

v2viv2({)) = ~(v2vi2 ({)) +v2v4({))) 
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v3v1('!9) = v1v3('!9) = ~(2vzvi 2 ('19)- vlv4(19)) 

v3vz('l9) = vzv3('!9) = ~(-2vlvz2 ('19) +vzv4(19)). 

Proposition 7.1. Define the operator V3 by V3 = [V2 , Vi]. The 
following three conditions on the four functions P, Q, R and S are 
equivalent: 

(a) the PDE system (Sp) is integrable, that is, the solution space is 
of dimension equal to 4, 

(b) [V3, Vi]= 0, (i = 1, 2), and 
(c) P, Q, R and S satisfy the relations (IC). 

If 'l9i (i = 0, 1, 2, 3) are 4 independent solutions of (Sp), then the 
vectors 

are linearly independent at each point p = (x, y, z). Thus the dimension 
of the solution space of (Sp) is at most 4. 

The higher derivatives Vi 1 Vi 2 • • • vin ( '19) (p) can be expressed as unique 
linear combinations of { 'l9(p), v1 ( '19) (p), vz ( '19) (p), v3 ( '19) (p)}. Those coeffi­
cients are uniquely determined, provided the operators V1 and V2 satisfy 
the Heisenberg relation [V3, Vi] = 0. 

The equivalence of the conditions (a) and (b) is deduced from these 
facts and the definition of Vi. The equivalence of (b) and (c) is deduced 
by the following calculation: for elements 

e0 = (1, 0, 0, 0) 

e2 = (0, 0, 1, 0) 

of F, we define functions a7j by 

3 

[V3, Vi](ej) = :~.:::>~jek, 
k=O 

e1 = (0, 1, 0, 0) 

e3 = (0, 0, 0, 1) 

(i = 1, 2, j = 0, 1, 2, 3). 

All these functions are polynomials of P, Q, R, S and their derivatives. 
Let Ci (i = 0, 1, 2, 3) be functions of (x, y, z) defined by 

c0 = -6( -v3(P) + 2(v1 - 2Q)(M11 ) + 4PM4) 

c1 = -4(-3v3(Q) + 2(vz- 4R)(Mn) + 4(vl + Q)(M4) + 4PMzz} 

c2 = 6- 2( -3v3(R) + 2(v1 + 4Q)(Mzz) + 4(vz- R)(M4)- 4SMn) 

c3 = -6( -v3(S) + 2(vz + 2R)(Mzz)- 4SM4), 
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so that the condition (IC) amounts to the condition co = c1 = c2 = c3 = 
0. Our purpose is to explain a7j as polynomials of the derivatives of co, 
c1, c2 and c3. 

The equalities a70 = 0 (Vi, Vk) are obvious, since we have [v3, Vi] = 0. 
The other functions are as follows: 

a~1 = ~(-v1(c1) +v2(co)- 2Rco +4Qcl- 2Pc2), 
12 

a~ 1 = c1, ai1 =co, 

a~2 = ~ (-v1(c2) + v2(c1)- Sco + Rc1 + Qc2- Pc3), 
12 

a~2 = c2, ai2 = c1, 

a~3 = 2( -v1(a~2 ) + v2(a~1 )- Pag2 + 2Qa~2 - Ra~1 ) 
1 

-3 (M22Co- 2M4cl + Muc2), 

0 0 1 2 
a21 = al2' a21 = c2, a21 = c1' 

ag2 = 1
1
2 ( -v1 (c3) + v2(c2) - 2Scl + 4Rc2 - 2Qc3), 

a~2 = c3, a~2 = c2, 

ag3 = 2( -vl(ag2) + v2(a~2 )- Qag2 + 2Ra~2 - Sa~ 1 ) 
1 -3 (M22c1- 2M4c2 + Muc3), 

1 20 2 20 a23 = a22' a23 = al2' 
a;j = 0 (Vi, j = 0, ... , 3), 

all of which are polynomials of the derivatives of eo, c1, c2, c3. The 
necessary and sufficient condition for (b) is the vanishings of all a7j = 0. 
Therefore we established the equivalence of (b) and (c). 

§8. Connection formula of contact Schwarzian derivatives 

In this section, we use the notation ( x, y, z) = ( xl, x3 , x2 ) for the 
coordinate functions. The superscript is unusual, but this simplifies the 
expressions that follow. And then the contact form on JK3 is dx 3 -x2 dx 1 , 

and three vector fields v1 , v2 and v3 are 

f) 2 f) 
VI = [)xl +X [)x3' and 

Proposition 8.1. The contact Schwarzian derivatives of a compo­
sition of contact transformations (x1 , x 3, x2 ) f--+ (yl, y3, y 2 ) f--+ (z1 , z3, z2 ) 
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satisfy the formula 

2 

( ) S ( ) S ( ) " S ( )vi(yP)vj(Yq)vk(Yr) 
10 {ijk} z,x = {ijk} y,x + ~ {pqr} z,y A( x) · 

p,q,r=l y, 

In the rest of this section, we prove the above proposition. We use 
the following notations: 

8 2 8 
vl = 8xl + x 8x3 ' 

8 2 8 
Ul = 8yl + y 8y3 ' 

8 
v2 = 8x2' 

8 
u2 = 8y2· 

For a contact transformation (xi, x3, x2 ) f---+ (yl, y3, y2 ) and a 
function f(yl, y3, y2 ), it holds that vi(!) = I:~=l up(f)vi(yP) (see 
Lemma 3.5), and differentiating this by Vj, it holds that 

2 2 

Vjvi(f) = L up(f)vjvi(YP) + L uqup(f)vj(Yq)vi(yP). 
p=l p,q=l 

Using this, we calculate S[ij,kJ(z,x) as follows: 

S[ij,kj(z,x) = vivj(z1 )vk(z2 )- vivj(z2 )vk(z1 ) 

= L(up(z1 )uq(z2 )- up(z2 )uq(z1 ))vivj(yP)vk(Yq) 
p,q 

p,q,r 

Concerning the first summation of the last expression, the sum for 
(p, q) = (1, 1) and (2, 2) is equal to 0, and for (p, q) = (1, 2) and (2, 1), 
it is equal to 

A(z, y)s[ij,k] (y, x). 

By summing up them for (i,j, k) cyclically permuted, and dividing it 
by 3, we thus get 

(11) A(z, x)S{ij,k}(Y, x), 

which is the first term of the expression (10). 
For the second term 

p,q,r 

we calculate the sum of them for (i,j, k) cyclically permuted as follows: 
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(i) for (p,q,r) = (1, 1, 1), the summand is equal to 

3~(z, y)S{ln} (z, y)vi (y1 )vj (y1 )vk(y1 ), 

where we used the formula ~(z, x) = ~(z, y)~(y, x) (Lemma 3.6). 
(ii) the sum over (p, q, r) = (1, 1, 2), (1, 2, 1) and (2, 1, 1) is equal to 

3~(z, y)S{112}(z, y) x 

(vi(Y2)vj(y1 )vk(Y1 ) + vi(Y1 )vj(Y2)vk(Y1 ) + vi(Y1 )vj(Y1 )vk(Y2)), 

(iii) the sum over (p, q, r) = (1, 2, 2), (2, 1, 2) and (2, 2, 1) is calculated 
in the same way as above, and 

(iv) for (p, q, r) = (2, 2, 2), it is equal to 

3~(z, y)S{222} (z, y)vi(y2)vj (y2)vk(y2). 

Adding up them with (11), we finally get the formula (10). 

§9. Contact transformations with vanishing contact Schwar­
zian derivatives 

We regard JK4 a linear symplectic space with the symplectic form w 
defined by 

w((ao, ab a2, a3), (bo, b1, ~' b3)) = (ao, a1, a2, a3)J(bo, bb b2, b3)t 

= a0b3- a3bo + a1b2- a2b1. 

where the complex structure J is defined in (8). 
Let ~i ( i = 0, ... , 3) be functions defined by 

~o(x, y, z) = 1, 

6(x, y, z) = z, 

6(x,y,z) = x, 

6(x, y, z) = 2y- xz. 

Then we easily verify that these functions form a symplectic basis of the 
solution space S(O, 0, 0, 0) of the PDE system (Sp) with P = Q = R = 
S = 0. Using these functions ~i, we define a map cp: JK3 ---> JK4 by 

(12) cp: (x,y,z) f-+ (~o,6,6,6)-

The contact structure of JK3 and the symplectic structure of IK4 are 
related to each other via the map cp as follows: for each point p E ]!(3 , 

the pull back of the skew orthogonal plane cp(p ).l coincides with the 
contact distribution at p. This follows from the equalities 

(i = 1, 2), 
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and implies the following 

Lemma 9.1. The projectification of the Sp2 (IK)-action on JK4 

induces a contact transformation of JK3 (or on a domain in JK3 ) through 
the map <p. 

The image of <p is an affine 3-space that does not pass the origin 
of IK4 . Therefore, if a Lagrangian plane intersects with the image of <p, 

the inverse image of the Lagrangian plane by <p is a Legendrian curve 
in ][(3 . Moreover it follows that 

Lemma 9.2. The inverse image of a Lagrangian plane by <p is a 
graph 

x f-t (x, ax2 + 2bx + c, 2ax + 2b) 
of a quadratic function y = ax2 + 2bx + c, provided it is nonempty. 

Proof. It suffices to consider Lagrangian planes that are the images 
of linear maps 

(u,v) f-t (u,v,2(bu+av),2(cu+bv)). 

The inverse image of those planes by <p are described by 

x f-t (x, y = ax2 + 2bx + c, z = 2(ax +b)). 

and actually they satisfy dyjdx = z. Q.E.D. 

The symplectic structure on IK4 and the standard contact structure 
on P 3 (JK) are related as follows: let a map 'lj;: ][(3 ----> IK4 be central 
(here "central" mean that, at each point p, the line through the origin 
of IK4 and 'lj;(p) is transversal to the tangent space of the image of 'lj; 
at 'lj;(p)). If 'lj; mediates between the contact structure on the source and 
the symplectic structure on the target as the map <p mediates, then the 
projectification of 'lj; is a contact map ][(3 ----> P 3 (JK). 

In order to prove the following lemma, it suffices to use the same 
argument as in the proof of Lemma 6.3. 

Lemma 9.3. Let {1Jo,1J1,1J2,1J3} be a symplectic basis of the solu­
tion space S(O, 0, 0, 0). Then the map 

is contact. 

We denote by Cont(P3 (IK)) the group of contact isomorphisms of 
the projective space P 3 (JK). 

<I>: CSp2 (IK)----> Cont(P3 (IK)). 
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The kernel of the homomorphism consists of the scalar matrices; 

ker(<I>) = lK · h 

Thus the image of <I> is isomorphic to 

(JK = JR) 
(JK = q, 

where I' denotes the diagonal matrix diag(1, 1, -1, -1). 
We denote by [cp]: ][(3 -+ P 3 (JK) the contact map obtained by pro­

jectifying the map cp in (12). 

Proposition 9.4. If a map ¢: D -+ D' is a contact transforma­
tion with Schwarzian derivative S(¢) = 0, then there exists a contact 
transformation [g] E Im( <I>) that commutes the following diagram; 

D ~ D' 

p3 (JK) ~ p3 (JK) 

Proof. Let ¢ be a contact transformation with Schwarzian deriv­
ative S(¢) = 0. It follows, from Theorem 6.1, that there exists a sym­
plectic basis { 7]o, 771 , 7]2, 773 } of the solution space S(O, 0, 0, 0) such that ¢ 
is given by the equation (7) for these functions 'T/i· Then we find an 
element g = (g{) E CSp2 (1K) such that 

where ~j are the functions given as above. The projectification <I>(g) = [g] 
satisfies the required property. Q.E.D. 

Thus we obtain the 

Theorem 9.5. The set of all contact transformations whose con­
tact Schwarzian derivatives vanish forms a Lie group isomorphic to 
Sp2(0C)j{±I4} ifOC = C, and to Sp2 (1K)/{±I4} x {hi'} ifOC =JR. 

As is stated in Introduction, if we transform the ordinary differential 
equation y"' = 0 by a contact transformation¢= (X, Y, Z), we get the 
equation 

y"' = P + 3Q(y") + 3R(y") 2 + S(y") 3 , 

where the functions P, Q, R, Son (x, y, z) form the Schwarzian deriva­
tive of¢; S(¢) = (P,Q,R,S), and the variable z stands for y' = dyjdx. 
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Therefore, if the Schwarzian derivative (P, Q, R, S) of¢: D--+ D' van­
ishes, the map ¢ transforms the set of graphs on D of all quadratic 
functions y = ax2 + 2bx + c into that on D'. The inverse implication is 
also true, because the solution space determines the differential equation. 
Thus we obtain 

Corollary 9.6. If ¢: D --+ D' is a diffeomorphism between two 
domains D and D' in K 3 that gives a one-to-one correspondence on the 
sets of graphs of quadratic functions in D and D', then ¢ is a restriction 
of the projectification of a linear symplectic isomorphism on K 4 through 
the embedding cp(x, y, z) = (1, x, z, 2y- xz), where we regarded the map 
gi' with g E Sp2 (IR.) to be symplectic in case K =JR.. 

Schwarzian derivative of contact transformations on contact mani­
folds that are projectively flat, like P 3 (K), will be discussed in a forth­
coming paper [0-82]. 
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