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#### Abstract

. We prove a new backward estimate and a new strong unique continuation property for solutions $u \in \mathcal{C}=C^{o}\left((0, T) ; H^{2}\left(\mathbf{R}^{n}\right.\right.$; $\left.\left.e^{-\alpha|x|^{2}} d x\right)\right) \cap C^{1}\left((0, T) ; L^{2}\left(\mathbf{R}^{n} ; e^{-\alpha|x|^{2}} d x\right)\right)$ of parabolic differential equations $\frac{\partial u}{\partial t}=\Delta u+V(x, t) u$ under certain conditions on $V$, where $\alpha>0$ is a fixed number.


## §1. Main results

We consider the following parabolic differential equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+V(x, t) u \quad \text { in } \quad \mathbf{R}^{n} \times(0, T) \tag{1.1}
\end{equation*}
$$

where $V$ is real-valued, $T>0$, and $n \geq 3$. Let $\alpha>0$ be a fixed number and let $w(x)=e^{-\alpha|x|^{2}}$. We denote by $L^{2}\left(\mathbf{R}^{n} ; w(x) d x\right)$ the closure of $C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$ under the norm $\|u\|_{L^{2}(w)}=\left(\int_{\mathbf{R}^{n}}|u(x)|^{2} w(x) d x\right)^{1 / 2}$. We also denote by $H^{2}\left(\mathbf{R}^{n} ; w(x) d x\right)$ the closure of $C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$ under the norm $\|u\|_{H^{2}(w)}=\left(\sum_{0 \leq|\beta| \leq 2}\left\|D^{\beta} u\right\|_{L^{2}(w)}^{2}\right)^{1 / 2}$, where $D^{\beta}=\partial_{1}^{\beta_{1}} \cdots \partial_{n}^{\beta_{n}}, \partial_{j}=$ $\frac{\partial}{\partial x_{j}},|\beta|=\sum_{j=1}^{n} \beta_{j}$ for $\beta=\left(\beta_{1}, \cdots, \beta_{n}\right)$. Put $\mathcal{C}=C^{o}\left((0, T) ; H^{2}\left(\mathbf{R}^{n} ;\right.\right.$ $w(x) d x)) \cap C^{1}\left((0, T) ; L^{2}\left(\mathbf{R}^{n} ; w(x) d x\right)\right)$. We say $u \in \mathcal{C}$ is a solution of (1.1) if $u$ satisfies (1.1) in $L^{2}\left(\mathbf{R}^{n} ; w(x) d x\right)$ for each $t \in(0, T)$.

For a point $z_{o}=\left(x_{o}, t_{o}\right) \in \mathbf{R}^{n} \times(0, T)$ and $0<R<\sqrt{t_{o}}$, we set $S_{R}\left(t_{o}\right)=\left\{z=(x, t) \in \mathbf{R}^{n} \times(0, T) \mid t=t_{o}-R^{2}\right\}$. By using the backward heat kernel $G_{z_{o}}(z)=\frac{1}{\left(4 \pi\left(t_{o}-t\right)\right)^{n / 2}} \exp \left(-\frac{\left|x-x_{o}\right|^{2}}{4\left(t_{o}-t\right)}\right)$ which is defined
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for $t<t_{o}$, we define the weighted $L^{2}$ norm $H_{z_{o}}(R ; u)$ and the weighted energy $I_{z_{o}}(R ; u)$ over $S_{R}\left(t_{o}\right)$ as follows:

$$
\begin{aligned}
H_{z_{o}}(R ; u) & =\frac{1}{2} \int_{S_{R}\left(t_{o}\right)} u^{2} G_{z_{o}} d x \\
I_{z_{o}}(R ; u) & =\frac{1}{2} R^{2} \int_{S_{R}\left(t_{o}\right)}\left(|\nabla u|^{2}-V u^{2}\right) G_{z_{o}} d x
\end{aligned}
$$

Under certain assumptions on $V$ we shall study the behaviour of $H_{z_{o}}(R ; u)$ and $I_{z_{o}}(R ; u)$ as $R \rightarrow 0$ and prove a 'monotonicity formula' for the weighted energy $I_{z_{o}}(R ; u)$ (Lemma 3.1) and a doubling property for $H_{z_{o}}(R ; u)$ (Theorem 1.3).

To state our assumptions on $V$, we first recall the definitions of the Fefferman-Phong class $F_{t}$ and the Kato class $K_{n} . V \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ is said to be of the Kato class $K_{n}$ if

$$
\lim _{r \rightarrow 0} \eta^{K}(r ; V)=0, \quad \eta^{K}(r ; V)=\sup _{x \in \mathbf{R}^{n}} \int_{B_{r}(x)} \frac{|V(y)|}{|x-y|^{n-2}} d y
$$

where $B_{r}(x)=\left\{y \in \mathbf{R}^{n}| | x-y \mid<r\right\}$ for $r>0$. For $1 \leq t \leq n / 2$, $V \in L_{\text {loc }}^{t}\left(\mathbf{R}^{n}\right)$ is said to be of the Fefferman and Phong class $F_{t}$ if

$$
\|V\|_{F_{t}}=\sup _{x \in \mathbf{R}^{n}, r>0} r^{2}\left(\frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)}|V|^{t} d y\right)^{1 / t}<+\infty
$$

We note that $F_{n / 2}=L^{n / 2}\left(\mathbf{R}^{n}\right) \subset F_{t} \subset F_{s}$ for $1 \leq s \leq t \leq n / 2$ and weak- $L^{n / 2}\left(\mathbf{R}^{n}\right) \subset F_{t}$ for every $t \in[1, n / 2) ; V \in K_{n}$ implies $V \in F_{1}$; but $L^{n / 2}\left(\mathbf{R}^{n}\right)$ and $K_{n}$ are incomparable for $n \geq 3$.

For $1<t \leq n / 2$, we define the function space $Q_{t}$ by $Q_{t}=\{V=$ $\left.V_{1}+V_{2} ; V_{1} \in K_{n}, V_{2} \in F_{t}\right\}$ and for $V \in Q_{t}$ set

$$
\begin{equation*}
\|V\|_{Q_{t}}=\|V\|_{Q_{t}}^{R_{o}}=\inf _{V=V_{1}+V_{2} \in Q_{t}}\left\{\eta^{K}\left(R_{o} ; V_{1}\right)+\left\|V_{2}\right\|_{F_{t}}\right\} \tag{1.2}
\end{equation*}
$$

for $R_{o}>0$. Throughout this paper we fix $R_{o}>0$.
Definition 1.1. For $1 \leq t \leq n / 2, p \geq 1$, we say $V$ belongs to the class $Q_{t, p}(0, T)$, if $V$ satisfies
(1) for each $t_{o} \in(0, T)$, there exist positive functions $W, U \geq 0$ and a compact set $K \subset \mathbf{R}^{n}$ such that

$$
\begin{equation*}
\left|V\left(x, t_{o}-s\right)\right| \leq W(x, s)+U(s), \quad \operatorname{supp}_{x} W(\cdot, s) \subset K \tag{1.3}
\end{equation*}
$$

for every $s \in\left(0, t_{o}\right)$,
(2) $|W(\cdot, s)|^{p} \in Q_{t}$ for every $s \in\left(0, t_{o}\right)$.

Now we state our assumptions for $V$.

Assumption (A). $\quad V$ satisfies the following conditions for $1<t \leq$ $n / 2, p>2$.
(i) $V \in Q_{t, p}(0, T)$ and $\tilde{V}=2 V+\left(x-x_{o}\right) \cdot \nabla_{x} V+2\left(t-t_{o}\right) \partial_{t} V \in Q_{t, p}(0, T)$;
(ii) for the expression $|V| \leq W_{1}+U_{1}$ and $|\tilde{V}| \leq W_{2}+U_{2}$, put $f_{j}^{\left(t_{o}\right)}(s)$ $=s^{2-4 / p}\left\|\left|W_{j}\left(s^{2}\right)\right|^{p}\right\|_{Q_{t}}^{1 / p}+s^{2} U_{j}\left(s^{2}\right), j=1,2$. Then there exists $s_{1}>0$ such that

$$
\begin{equation*}
f_{1}^{\left(t_{o}\right)}(s) \rightarrow 0(s \rightarrow 0), \quad \int_{0}^{s_{1}} \frac{f_{2}^{\left(t_{o}\right)}(s)}{s} d s<+\infty \tag{1.4}
\end{equation*}
$$

for every $t_{o} \in(0, T)$.
Example 1.2. (1) If $V \in C^{1}\left(\mathbf{R}^{n} \times(0, T)\right)$ and $V,(1+|x|)|\nabla V|$, $\left|\partial_{t} V\right| \in L^{\infty}\left(\mathbf{R}^{n} \times(0, T)\right)$ and have compact support for each $t \in(0, T)$, then $V$ satisfies Assumption (A).
(2) Let $V(x, t)=V(x)$ be independent of time variable. If $|V|^{p}$ and $|\tilde{V}|^{p}, \tilde{V}=2 V+\left(x-x_{o}\right) \cdot \nabla_{x} V$, belong to the class $Q_{t}$ for some $1<t \leq n / 2$ and $p>2$ and have compact support, then $V$ satisfies Assumption (A).

We state our main results.
Theorem 1.3 (Backward Estimate). Suppose Assumption (A). Let $u \in \mathcal{C}$ be a solution of (1.1). Then for $z_{o}=\left(x_{o}, t_{o}\right) \in \mathbf{R}^{n} \times(0, T)$, there exist constants $R^{*}$ and $C_{o}>0$ such that

$$
\begin{equation*}
\int_{S_{2 R}\left(t_{o}\right)} u^{2} G_{z_{o}} d x \leq C_{o} \int_{S_{R}\left(t_{o}\right)} u^{2} G_{z_{o}} d x \tag{1.5}
\end{equation*}
$$

for every $0<R<R^{*}\left(<\sqrt{t_{o}}\right)$. Here $C_{o}$ is a constant independent of $R$.
Theorem 1.3 implies
Theorem 1.4 (Unique Continuation). Suppose Assumption (A). Let $u \in \mathcal{C}$ be a solution of (1.1) and let $0 \leq \gamma<1$. If $u$ satisfies, for some $z_{o}=\left(x_{o}, t_{o}\right) \in \mathbf{R}^{n} \times(0, T)$ and for arbitraly $N>0$,

$$
\begin{equation*}
\int_{S_{R}\left(t_{o}\right) \cap\left\{\left|x-x_{o}\right|<R^{\gamma}\right\}} u^{2} G_{z_{o}} d x=O\left(R^{N}\right) \text { as } \quad R \rightarrow 0 \tag{1.6}
\end{equation*}
$$

then $u(x, t) \equiv 0$ on $\mathbf{R}^{n} \times\left(t_{o}-\left(R^{*}\right)^{2}, t_{o}\right)$, where $R^{*}>0$ is the number given in Theorem 1.3.

As a corollary of the proof of Theorem 1.3, we obtain backward uniqueness, if we assume

Assumption ( $\mathbf{A}^{\prime}$ ). In addition to Assumption (A), $V$ satisfies that the compact set $K$ (associated with the definition $V \in Q_{t, p}(0, T)$ ) can be taken uniformly in $t_{o} \in(0, T)$ and $F_{1}(s) \equiv \sup _{t_{o} \in(0, T)} f_{1}^{\left(t_{o}\right)}(s) \rightarrow$ 0 as $s \rightarrow 0$, where $f_{1}^{\left(t_{o}\right)}(s)$ is the function defined in Assumption (A) (ii).

Corollary 1.5 (Backward Uniqueness). Suppose Assumption ( $\mathrm{A}^{\prime}$ ). If the solution $u \in \mathcal{C}$ of (1.1) satisfies $u\left(\cdot, t_{o}\right) \equiv 0$ for some $t_{o} \in(0, T)$, then $u(\cdot, t) \equiv 0$ for every $t \in\left(0, t_{o}\right)$.

We note that if the assumption ( $\mathrm{A}^{\prime}$ ) is satisfied, then we can take $R^{*}=\min \left(1 / \sqrt{8 \alpha}, \sqrt{t_{o}}, R_{*}\right), R_{*}$ is independent of $t_{o}$. By this observation Corollary 1.5 follows easily (cf. [GL], [Ku]). As a direct consequence of Theorem 1.4 we have

Corollary 1.6 (Weak UCP). Suppose the Assumption (A). If the solution $u \in \mathcal{C}$ of (1.1) vanishes in some open set $\omega \subset \mathbf{R}^{n} \times(0 . T)$, then $u$ vanishes in the horizontal component of $\omega$ in $\mathbf{R}^{n} \times(0 . T)$.

There are several results on backward uniqueness and unique continuation theorems (see e.g., [L], [M], [So], [SS], [LP]), but Theorem 1.3 is new even in the case $V \equiv 0$, and Theorem 1.4 yields the different type of strong unique continuation property for solutions of (1.1). Moreover, the method of this paper is different from the previous works. This work is a parabolic version of $[\mathrm{Ku}]$.

If $\Omega \subset \mathbf{R}^{n}$ is bounded, smooth, and convex, we can show the same results for solutions $u$ of

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+V(x, t) u \quad \text { in } \quad \Omega \times(0, T), \quad u=0 \quad \text { on } \quad \partial \Omega \times(0, T) \tag{1.7}
\end{equation*}
$$

Recently we also proved similar results for weak solutions. However, we do not know whether the backward estimate of type (1.5) also holds or not for $u$ satisfying (1.7) locally (that is, without boundary condition).

## §2. Preliminaries

In this section we show an inequality which controls singularities of $V$ in the proof of Theorems. Let $z_{o}=\left(x_{o}, t_{o}\right) \in \mathbf{R}^{n} \times(0, T)$ and put

$$
\Phi_{z_{o}}(R ; u)=\frac{1}{2} R^{2} \int_{S_{R}\left(t_{o}\right)}|\nabla u|^{2} G_{z_{o}} d x, \quad N_{z_{o}}(R ; u)=\frac{I_{z_{o}}(R ; u)}{H_{z_{o}}(R ; u)}
$$

Then we have

Lemma 2.1. Suppose $V \in Q_{t, p}(0, T)$ with $1<t \leq n / 2, p \geq 1$. Then there exists a constant $C>0$ such that

$$
\begin{align*}
& \int_{S_{R}\left(t_{o}\right)}|V| u^{2} G_{z_{o}} d x \leq U\left(R^{2}\right) H_{z_{o}}(R ; u)  \tag{2.1}\\
& \quad+C R^{-4 / p}\left\|\left|W\left(R^{2}\right)\right|^{p}\right\|_{Q_{t}}^{1 / p}\left(\Phi_{z_{o}}(R ; u)+H_{z_{o}}(R ; u)\right)
\end{align*}
$$

for every $\sqrt{t_{o}}>R>0$ and $u \in C^{o}\left((0, T) ; C_{o}^{\infty}\left(\mathbf{R}^{n}\right)\right)$, where $U$ and $W$ are functions associated with $V$ by Definition 1.1.

As an easy consequence of Lemma 2.1 we have
Lemma 2.2. Suppose that $V \in Q_{t, p}(0, T)$ with $1<t \leq n / 2, p>2$ and that $f^{\left(t_{o}\right)}(s) \equiv s^{2} U\left(s^{2}\right)+s^{2-4 / p}\left\|\left|W\left(s^{2}\right)\right|^{p}\right\|_{Q_{t}}^{1 / p} \rightarrow 0$ as $s \rightarrow 0$. Then there exist $C>0$ and sufficiently small $R_{*}$ such that

$$
\begin{equation*}
C^{-1} \Phi_{z_{o}}(R: u) \leq I_{z_{o}}(R: u) \leq C \Phi_{z_{o}}(R ; u) \tag{2.2}
\end{equation*}
$$

for every $0<R<R_{*}$ satisfying $N_{z_{o}}(R ; u)>1$.
To prove Lemma 2.1, first we note that if $V \in K_{n}$,

$$
\int_{\mathbf{R}^{n}}|V| u^{2} \leq C(n) \eta^{K}(r ; V)\left(\int_{\mathbf{R}^{n}}|\nabla u|^{2} d x+\frac{1}{r^{2}} \int_{\mathbf{R}^{n}} u^{2} d x\right)
$$

for every $r>0$ and $u \in C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$, and that if $V \in F_{t}$ with $1<t \leq n / 2$,

$$
\int_{\mathbf{R}^{n}}|V| u^{2} \leq C(n, t)\|V\|_{F_{t}} \int_{\mathbf{R}^{n}}|\nabla u|^{2} d x
$$

for every $u \in C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$ (see e.g. [F], [Si]). Hence if $V \in Q_{t}$ with $1<t \leq$ $n / 2$, we have

$$
\begin{equation*}
\int_{\mathbf{R}^{n}}|V| u^{2} \leq C\left(n, t, R_{o}\right)\|V\|_{Q_{t}}\left(\int_{\mathbf{R}^{n}}|\nabla u|^{2} d x+\int_{\mathbf{R}^{n}} u^{2} d x\right) \tag{2.3}
\end{equation*}
$$

for every $u \in C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$, where $R_{o}>0$ is a fixed constant.
Proof of Lemma 2.1. Let $t_{o} \in(0, T)$. We use the notaion $S_{R}=$ $S_{R}\left(t_{o}\right)$ and $G=G_{z_{o}}$ for the sake of simplicity. Since $V \in Q_{t, p}(0, T)$, by the definition there exist $W, U \geq 0$ and a compact set $K \subset \mathbf{R}^{n}$ such that $\left|V\left(x, t_{o}-R^{2}\right)\right| \leq W\left(x, R^{2}\right)+U\left(R^{2}\right)$ with $\operatorname{supp}_{x} W\left(\cdot, R^{2}\right) \subset K$ for every
$0<R^{2}<t_{o}$. Let $\eta \in C_{o}^{\infty}\left(\mathbf{R}^{n}\right)$ satisfy $\eta(x) \equiv 1$ on $K, 0 \leq \eta(x) \leq 1$, and $|\nabla \eta(x)| \leq C$. By Hölder's inequality, we have

$$
\begin{aligned}
& \int_{S_{R}}\left|W\left(x, R^{2}\right)\right| u^{2} G d x \\
& \leq\left(\int_{S_{R}}\left|W\left(x, R^{2}\right)\right|^{p} u^{2} G d x\right)^{1 / p}\left(\int_{S_{R}} u^{2} G d x\right)^{1 / q} \\
&=(2 H(R ; u))^{1 / q}\left(\int_{S_{R}}\left|W\left(x, R^{2}\right)\right|^{p} u^{2} G d x\right)^{1 / p}
\end{aligned}
$$

where $1 / p+1 / q=1$. The inequality (2.3) yields

$$
\int_{S_{R}}|W|^{p} u^{2} G d x
$$

$$
\begin{align*}
& \leq \int_{S_{R}}|W|^{p}(\eta u)^{2} G d x  \tag{2.4}\\
& \leq C(n, t)\left\||W|^{p}\right\|_{Q_{t}}\left(\int_{S_{R}}\left|\nabla\left(\eta u G^{1 / 2}\right)\right|^{2} d x+\int_{S_{R}} u^{2} G d x\right)
\end{align*}
$$

Since $\left|\nabla\left(\eta u G^{1 / 2}\right)\right|^{2} \leq C(n)\left(u^{2}+|\nabla u|^{2}\right) G+C(n, K) \frac{u^{2}}{R^{4}} G$, we obtain

$$
\begin{aligned}
& \int_{S_{R}}|W|^{p} u^{2} G d x \\
& \leq C(n, t, K)\left\||W|^{p}\right\|_{Q_{t}}\left(\left(1+\frac{1}{R^{4}}\right) H(R ; u)+\int_{S_{R}}|\nabla u|^{2} G d x\right) .
\end{aligned}
$$

Hence it follows that
(2.6)

$$
\begin{aligned}
& \int_{S_{R}}|V| u^{2} G d x \\
& \qquad \begin{array}{l}
\quad \leq \int_{S_{R}}|W| u^{2} G d x+U\left(R^{2}\right) \int_{S_{R}} u^{2} G d x \\
\quad \leq 2 U\left(R^{2}\right) H(R ; u) \\
\quad+C(n, t, p)\left\|\left.W\right|^{p}\right\|_{Q_{t}}^{1 / p} H(R ; u)^{1 / q}\left(\frac{H(R ; u)}{R^{4}}+\frac{\Phi(R ; u)}{R^{2}}\right)^{1 / p} \\
\quad \leq 2 U\left(R^{2}\right) H(R ; u) \\
\quad+C(n, t, p) R^{-4 / p}\left\|\left.W\right|^{p}\right\|_{Q_{t}}^{1 / p}(H(R ; u)+\Phi(R ; u))
\end{array} .
\end{aligned}
$$

Q.E.D.

Proof of Lemma 2.2. Note that $I(R ; u)=\Phi(R ; u)-\Psi(R ; u)$ and that $N(R ; u)>1$ implies $H(R ; u)<I(R ; u)$ by definition. By Lemma 2.1 we have, for $R>0$ satisfying $N(R ; u)>1$,

$$
\begin{equation*}
|\Psi(R ; u)| \leq C f^{\left(t_{o}\right)}(R) \Phi(R ; u) \tag{2.7}
\end{equation*}
$$

Hence, by the assumption $f^{\left(t_{o}\right)}(s) \rightarrow 0$ as $s \rightarrow 0$, there exists $R_{*}>0$ such that $C f^{\left(t_{o}\right)}(R)<1 / 2$ for every $0<R<R_{*}$. Hence we obtain the desired estimate.
Q.E.D.

## §3. Proof of theorems

In this section we prove theorems. Suppose that $V$ satisfies Assumption (A) and $u \in \mathcal{C}$ is a solution of (1.1) throughout this section. Without loss of generality, we may assume $z_{o}=(O, 0)$ and consider (1.1) for $t<0$. We write $S_{R}=S_{R}(0)=\left\{(x, t) \mid t=-R^{2}\right\}, G_{o}=G_{(O, 0)}$, $H(R)=H_{(O, 0)}(R ; u), I(R)=I_{(O, 0)}(R ; u)$ and $N(R)=N_{(O, 0)}(R ; u)$, and use the notation $P(u)=x \cdot \nabla u+2 t \partial_{t} u$. Let $R^{*}=\min \left(1 / \sqrt{8 \alpha}, R_{*}\right)$, where $R_{*}$ is the number determined by Lemma 2.2 with respect to $t_{o}=0$. Then we have

Lemma 3.1. For $0<R<R^{*}, I(R)$ is differentiable and satisfies

$$
\begin{align*}
& I^{\prime}(R)= \frac{1}{2 R}  \tag{3.1}\\
& \quad \int_{S_{R}} P(u)^{2} G_{o} d x \\
&-\frac{R}{2} \int_{S_{R}}\left(2 V+x \cdot \nabla V+2 t \partial_{t} V\right) u^{2} G_{o} d x
\end{align*}
$$

If $u(x, t) \not \equiv 0$ on $\mathbf{R}^{n} \times\left(-\left(R^{*}\right)^{2}, 0\right)$, then it follows that $H(R)>0$ for every $0<R<R^{*}$. We note that this fact can be proved by the similar argument as in [GL;p264] ( see also the proof of Theorem 1.5 in [Ku]). Therefore we may assume that $H(R)>0$ for every $0<R<R^{*}$, and hence $N(R)$ is also differentiable on $\left(0, R^{*}\right)$. Let $\tilde{V}=2 V+x \cdot \nabla V+2 t \partial_{t} V$ have the expression $|\tilde{V}| \leq W_{2}+U_{2}$ by the assumption $\tilde{V} \in Q_{t, p}(0, T)$. Then by Lemma 3.1 we obtain the following differential inequality for $N(R)$.

Lemma 3.2. $\quad$ There exists $C>0$ such that

$$
\begin{equation*}
\frac{N^{\prime}(R)}{N(R)} \geq-C\left(\frac{R^{2} U_{2}\left(R^{2}\right)+R^{2-4 / p}\left\|\left|W_{2}\left(R^{2}\right)\right|^{p}\right\|_{Q_{t}}^{1 / p}}{R}\right) \equiv-C \frac{f_{2}^{(0)}(R)}{R} \tag{3.2}
\end{equation*}
$$

for $0<R<R^{*}$ satisfying $N(R)>1$.
Proof of Lemma 3.1. We follow the computation of Struwe [St]. Let $u_{R}(x, t)=u\left(R x, R^{2} t\right)$. Then we have $\Phi(R ; u)=\Phi\left(1, u_{R}\right)$. If $u$ is a solution of $\frac{\partial u}{\partial t}=\Delta u+V(x, t) u$, then $u_{R}$ is a solution of $\frac{\partial u_{R}}{\partial t}=$ $\Delta u_{R}+V_{R}(x, t) u_{R}$, where $V_{R}(x, t)=R^{2} V\left(R x, R^{2} t\right)$. By noting $\nabla G_{o}=$ $-\left(x / 2 R^{2}\right) G_{o}$ on $S_{R}$, we obtain

$$
\begin{aligned}
\Phi^{\prime}(R ; u) & =\frac{d \Phi\left(1 ; u_{R}\right)}{d R} \\
& =\int_{S_{1}} \nabla u_{R} \cdot \nabla\left(\frac{d u_{R}}{d R}\right) G_{o} d x \\
& =-\int_{S_{1}}\left(\Delta u_{R} G_{o}+\nabla u_{R} \cdot \nabla G_{o}\right) \frac{d u_{R}}{d R} d x \\
& =\int_{S_{R}} \frac{P(u)}{R}\left(\frac{P(u)}{2}+R^{2} V u\right) G_{o} d x \\
& =\frac{1}{2 R} \int_{S_{R}} P(u)^{2} G_{o} d x+R \int_{S_{R}} P(u) V u G_{o} d x
\end{aligned}
$$

On the other hand, since $\Psi(R ; u)=\frac{1}{2} \int_{S_{R}} V u^{2} G_{o} d x=\frac{1}{2} \int_{S_{1}} V_{R} u_{R}^{2} G_{o} d x$,
we have

$$
\begin{align*}
\Psi^{\prime}(R ; u)= & \frac{1}{2} \int_{S_{1}} \frac{d V_{R}}{d R} u_{R}^{2} G_{o} d x+\int_{S_{1}} V_{R} \frac{d u_{R}}{d R} u_{R} G_{o} d x \\
= & \frac{R}{2} \int_{S_{R}}\left(2 V+x \cdot \nabla V+2 t \partial_{t} V\right) u^{2} G_{o} d x  \tag{3.4}\\
& +R \int_{S_{R}} P(u) V u G_{o} d x
\end{align*}
$$

Combining (3.3) with (3.4) we complete the proof.
Q.E.D.

Proof of Lemma 3.2. $\quad$ Since $H(R ; u)=H\left(1 ; u_{R}\right)$, we have

$$
\begin{equation*}
H^{\prime}(R)=H^{\prime}(R ; u)=\int_{S_{1}} u_{R} \frac{d u_{R}}{d R} G_{o} d x=\frac{1}{R} \int_{S_{R}} u P(u) G_{o} d x \tag{3.5}
\end{equation*}
$$

On the other hand, multiplying $u G_{o}$ to (1.1) and integrating over $S_{R}$, we obtain

$$
\int_{S_{R}} u \partial_{t} u G_{o} d x=-\int_{S_{R}}|\nabla u|^{2} G_{o} d x-\int_{S_{R}} u \nabla u \cdot \nabla G_{o} d x+\int_{S_{R}} V u^{2} G_{o} d x
$$

Since $\nabla G_{o}=\frac{x}{2 t} G_{o}$ on $S_{R}$, this implies

$$
\begin{equation*}
I(R)=\frac{1}{4} \int_{S_{R}} P(u) u G_{o} d x \tag{3.6}
\end{equation*}
$$

Hence we obtain $H^{\prime}(R)=\frac{4}{R} I(R)$. Therefore, for $0<R<R^{*},(3.1)$ and (3.7) yield

$$
\begin{align*}
\frac{N^{\prime}(R)}{N(R)}= & \frac{I^{\prime}(R)}{I(R)}-\frac{H^{\prime}(R)}{H(R)} \\
= & \frac{\int_{S_{R}} P(u)^{2} G_{o} d x}{2 R I(R)}-\frac{4 I(R)}{R H(R)}  \tag{3.7}\\
& \quad-\frac{R}{2 I(R)} \int_{S_{R}}\left(2 V+x \cdot \nabla V+2 t \partial_{t} V\right) u^{2} G_{o} d x .
\end{align*}
$$

By Schwarz's inequality,

$$
\begin{align*}
\frac{\int_{S_{R}} P(u)^{2} G_{o} d x}{2 R I(R)} & -\frac{4 I(R)}{R H(R)} \\
& =\frac{\int_{S_{R}} P(u)^{2} G_{o} d x}{\frac{R}{2} \int_{S_{R}} P(u) u G_{o} d x}-\frac{\int_{S_{R}} P(u) u G_{o} d x}{\frac{R}{2} \int_{S_{R}} u^{2} G_{o} d x} \geq 0 \tag{3.8}
\end{align*}
$$

Thus we arrive at

$$
\begin{equation*}
\frac{N^{\prime}(R)}{N(R)} \geq-\frac{R}{2 I(R)} \int_{S_{R}}\left(2 V+x \cdot \nabla V+2 t \partial_{t} V\right) u^{2} G_{o} d x \tag{3.9}
\end{equation*}
$$

for $0<R<R^{*}$. By Lemmas 2.1 and 2.2 we can conclude the desired esimate.
Q.E.D.

Proof of Theorem 1.3. Note that the set $\left\{0<R<R^{*}: N(R)>1\right\}$ is open, because $N(R)$ is continuous. Hence there exist countable open disjoint intervals $\left(R_{j}, R_{j+1}\right)$ such that $\left\{0<R<R^{*}: N(R)>1\right\}=$ $\cup_{j=1}^{\infty}\left(R_{j}, R_{j+1}\right)$. By Assumption (A) and Lemma 3.2, we have

$$
\log \left(\frac{N\left(R_{j+1}\right)}{N\left(R_{j}\right)}\right) \geq-C \int_{0}^{R^{*}} \frac{f_{2}(s)}{s} d s
$$

for each $j=1,2, \cdots$. This implies

$$
\begin{equation*}
N(R) \leq \max \left(1, N\left(R^{*}\right)\right) \exp \left(-C \int_{0}^{R^{*}} \frac{f_{2}(s)}{s} d s\right)\left(\equiv N_{o}\right) \tag{3.10}
\end{equation*}
$$

for $0<R<R^{*}$. Since $H^{\prime}(R)=(4 / R) I(R)$, we obtain

$$
\begin{equation*}
H(2 R) \leq H(R) \exp \left(4 N_{o} \log 2\right), 0<R<R^{*} \tag{3.11}
\end{equation*}
$$

This complete the proof of Theorem 1.3.
Q.E.D.

Proof of Theorem 1.4. It is well-known that when the doubling estimate (1.5) in Theorem 1.3 holds, the condition that $H(R)=O\left(R^{N}\right)$ for every $N>0$ as $R \rightarrow 0$ implies $H(R) \equiv 0$ for every $R \in\left(0, R^{*}\right)$ (see e.g.,[GL]). Hence it suffices to show $H(R)=O\left(R^{N}\right)$ for every $N>0$. Let $0 \leq \gamma<1$ and put

$$
g(R)=\int_{S_{R}\left(t_{o}\right) \cap\left\{x ;\left|x-x_{o}\right| \geq R^{\gamma}\right\}} u^{2} G_{z_{o}} d x
$$

Then it is easy to see that there exists a constant $M$ such that

$$
g(R) \leq \frac{M}{R^{n}} \exp \left(-\frac{1}{8 R^{2(1-\gamma)}}\right)
$$

Actually we can take

$$
M=\sup _{t \in\left[t_{o}-\left(R^{*}\right)^{2}, t_{o}\right]} \int_{\mathbf{R}^{n}} u^{2}(x, t) e^{-\frac{\left|x-x_{o}\right|^{2}}{8\left(R^{*}\right)^{2}}} d x<+\infty
$$

since $R^{*} \leq 1 / \sqrt{8 \alpha}$. Hence $g(R)=O\left(R^{N}\right)$ for every $N>0$. By the assumption $f(R)=\int_{S_{R}\left(t_{o}\right) \cap\left\{x ;\left|x-x_{o}\right|<R^{\gamma}\right\}} u^{2} G_{z_{o}} d x=O\left(R^{N}\right)$, we can conclude that $H(R)=O\left(R^{N}\right)$ for every $N>0$. Thus we complete the proof.
Q.E.D.
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