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Eigenvalue Properties of Schrodinger Operators 

W. D. Evans, Roger T. Lewis and Yoshimi Saito 

Abstract. 

In Evans-Lewis (5] and Evans-Lewis-Saito (6], (7], (8], (9] we have 
been discussing conditions for the finiteness and for the infiniteness 
of bound states of Schrodinger-type operators using geometric meth
ods. Here the ideas and results obtained so far are summarized and 
presented in an expository manner. These bound states correspond 
to eigenvalues below the essential spectrum of the operator. After 
basic results are presented, Schrodinger operators of atomic type will 
be discussed to show how these basic results can be applied to various 
types of N-body Schrodinger operators. 

Introduction 

In [5], [6], [7], [8] and [9] we have been considering criteria for the 
bound states of Schri::idinger-type operators 

(0.1) 
n 

p = - L ajajk(x)ak + q(x) 
j,k=l 

a 
XE Rn, a- - -

J - ax
J 

to be finite or infinite (see Assumption 1.1 for the properties satisfied 
by the coefficients ajk(x) and q(x)). These bound states correspond to 
eigenvalues below the essential spectrum of the operator. The goal of 
this paper is twofold: 

(1) In §1 the basic results for the operator (0.1) will be presented in 
a more self-contained and unified way, which we hope makes these basic 
results easier to be understood. Our arguments are based on the geomet
ric method using the Agmon spectral function which was introduced in 
Agmon[l]. We are going to show that our arguments become smoother 
and more streamlined by restricting the operator P using only smooth 
cut-off functions. This was introduced in [9]. Here we have an opportu
nity to modify our way of deriving the basic results obtained in [5] and 
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[6]. Other important ingredients are the results of Glazman [10, Chapter 
1] on counting the eigenvalues of an abstract selfadjoint operator in a 
given interval. Since the proofs of some of his theorems in (10] are too 
succinct, we are proving these theorems in a more self-contained way so 
that our main theorems will be understood more easily. 

(2) In §2 we sha.ll discuss the Schrodinger operator of atomic type 

where 

(0.3) i (i i i)ER,,, x = x 1 ,x2 ,··•,x,_, , 

(see Assumption 2.1). We chose the operator (0.2) as an example to 
give an idea how the general results obtained in §1 can be applied to 
various types of N -body Schrodinger operators since it is easier to be 
treated without being bothered by technical troubles. We are going to 
compare our results to the celebrated results by Zhislin ([22], (23], (24], 
(25]), Yafaev ([20], (21]) and others for the atomic Hamiltonian given by 

(0.4) 
N 1 Z 1 

p = P(N,Z) = ~(--2 .6.i - -I ·1) + ~ I . l L...,; m x• L...,; x• - xJ 
i=l l~i<j~N 

We are also giving an another proof for the finiteness of the bound states 
of the operator (0.2) with "short-range" potentials Vjk, 0 ~ j < k ~ N, 
i.e., 

(0.5) (0 ~ j < k ~ N). 

The results given in §1 can be applied to other types of N-body 
Schrodinger operators. In [8] we discussed N-body Schrodinger oper
ators with their center of mass removed. Then the operator becomes 
unitarily equivalent to the operator in §1, and hence we can develop 
essentially the same theory as in §1 and §2. Thus we are able to treat 
molecular Hamiltonians. We also discussed molecular Hamiltonians with 
symmetry restrictions in [9]. The N-body Schrodinger operator with its 
center of mass removed is considered in the L2 space whose elements are 
square integrable functions over 
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satisfying specified syinmetry conditions. Again we found that we can 
construct a parallel theory to those in §1 and §2. For these details see 
[8] and [9]. 

While we try to make this work self-contained, we refer to our works 
[5], [6], [7] and [8] when we use the exactly same propositions given in 
the above papers. Some technical lemmas and theorems are proved in 
the Appendices. 

§1. The bound states of Schrodinger-type operators 

Consider the Schrodinger-type operator 

n 

(1.1) p = - L ajaik(x)ak + q(x) 
j,k=l 

Assumption 1.1. The coefficients aik and q of the operator Pis 
assumed to satisfy the following (i) ~ (iii): 

(i) Each aik is a bounded, continuous, real-valued function on Rn. 
(ii) The matrix A(x) = (aik(x)) is uniformly positive definite on 

Rn, i.e., there exists a constant c0 > 0 such that 

n n 

(1.2) L aik(x)ejek 2:'. Co L 1e12 

j,k=l 

for all x E Rn and (6,6,· .. ,en) E en. 
(iii) q E L1(Rn)1oc• 

We start with the following definition. 

j=l 

Definition 1.2. (i) Let 'f/ be a nonnegative, bounded C00 function 
on Rn. Let the sesquilinear form on Cg"(Rn) x Cif(Rn) be defined by 

(1.3) p.,[</>,cp] = f {< V('fJ<P), V('fJcp) >A +q'f/2</>cp}dx, 
}Rn 

where 

n 

< e,( >A= L ajkej(k 
(1.4) j,k=l 

(e= (6,6,··•,en),(= ((1,(2,···,(n) E en). 

We set p.,[</>] := p.,[</>,</>]. For 'f/ = 1 we denote p1[, ] simply by p[, ]. 
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(ii) Define the Hilbert space L2,11 (Rn) by 

(1.5) L2,77 (Rn) = L2(Rn,712dx). 

The inner product and norm of L2,77 (Rn) are denoted by ( , )77 and 
II , 11 77 , respectively. For 7/ = 1 we simply write L2(Rn), ( , ), and II II-

The following assumption guarantees that p77 is closable on L2,77 (Rn). 

Assumption 1.3. For every E E (0, 1) there is a C(E) > 0 such 
that 

where q_(x) = max(-q(x),O). 

It is known (Schechter [16, Theorem 7.3, p.138]) that (1.6) holds if 
q_ belongs to the Kato class, i.e., 

(1.7) 

where 

(1.8) 

lim r g(x,y)lq(y)ldy = o, 
r--+0 Jlx-yi<r 

{ 
Ix -yl2-n 

g(x,y) = tnlx-yll 

if n ~ 3, 

if n = 2, and 

if n = 1. 

Remark 1.4. Assumptions 1.1 and 1.3 are slightly more strict than 
those given in [6], [7], [8], [9] although usual N-body Schrodinger oper
ators satisfy our assumptions. Since we assume that the matrix A(x) is 
uniformly positive, the condition on q_ seems to be easier to check ( cf. 
the condition H(l) in [6, p.383]). 

Proposition 1.5. Let Assumptions 1.1 and 1.3 be satisfied. Let p11 

be as in Definition 1.2. Then p11 is densely defined, symmetric, bounded 
below, and closable in L2,11 (Rn). 

Proof. (1) Since it is easy to see that p77 is densely defined, sym
metric, and bounded below, we are going to give the proof that p77 is 
closable. Let {c/>j} be a sequence in Ccf(Rn) such that 

(1.9) 
(j---+ oo), 

(j, k---+ oo). 
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We have only to prove that p.,[c/>j] --+ 0 as j--+ oo. 
(2) It follows from Assumption 1.1, (ii) and Assumption 1.3 that 

there exists a positive constant C1 such that 

for cp E C0 (Rn), where q+(x) = max{q(x),O}, and hence {'T/c/>j} is a 
Cauchy sequence in both H 1 (Rn) and L2 (Rn, q+dx). Further, since 
'T/<Pi--+ 0 in L2(Rn) as j--+ oo, it follows that 

(1.11) s - _lim 'T/<Pi = 0 
J->00 

(j--+ 00) 

in both H 1 (Rn) and L2(Rn,q+dx) which implies that p.,[c/>j]--+ 0. 
Q.E.D. 

Definition 1.6. Let p., be as above. Denote the closure of p., by 
p.,. Let H., be the selfadjoint operator in L2 ,.,(Rn) associated with p., 
(see, e.g., Kato [13, Chapter VI]). For 'T/ = 1 H 1 will be denoted simply 
by H. Define ~(H.,) by 

(1.12) ~(H.,) = inf ae(H.,), 

where ae(H.,) is the essential spectrum of H.,. 

Now we are in a position to introduce the Agmon spectral function. 

Definition 1.7. Let sn-l be the unit sphere. For any set UC 
sn- l and for positive numbers R and 8 define 

(1.13) 

U5 := {w E sn-l : dist(w: U) < 8}; 

r(U5,R) := {x E Rn: x = tw for w E U5 and t > R} 

K(U5, R; P) := inf{p[<p] : <p E Co(r(U5, R)), ll'PII = 1 }; 

K(U: P) := lim lim K(U5 R· P)· 
8!0 R->oo ' ' ' 

and 

M := {w E sn-l: K(w: P) = inf K(w: P)}, 
wESn-1 

where we write K(w : P) instead of K( {w} : P), and the set M C sn-l 
is called the minimizing set. 

The following properties of the Agmon spectral function are impor
tant. 
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Proposition 1.8. Suppose that Assumptions 1.1 and 1.3 hold. Let 
H be as in Definition 1.6. 

(i) Then K(w: P) is a lower semicontinuous function on sn-l and 
we have 

(1.14) ~(H) := min K(w : P), 
wESn-1 

and the minimizing set M is a compact set in sn- l with 

(1.15) M = {w E sn-l: K(w: P) = min K(w: P)}. 
wESn-1 

(ii) For any U C sn-l, 

(1.16) K(U: P) = K(U: P) = inf.K(w: P) 
wEU 

The first part of the above proposition is due to Agmon [1, Lemma 
2.7, p.38]. For the proof of (ii) see [6, Lemma 5, p.380]. 

Let us give a necessary condition for the bound states to be finite. 

Theorem 1.9 ([6, Theorem 8]). Let Assumptions 1.1 and 1.3 hold. 
Let H be the selfadjoint operator associated with the closure p of p in 
L2 (Rn). A necessary condition for the finiteness of the number of eigen
values of H below ~(H) is that for some 80 > 0 and some Ro> 0 

(1.17) 
K(M 0 , R; P) = K(M : P) = ~(H) for all 8 2'. 80 and R 2'. Ro. 

Before proving the theorem we mention a simple fact on a linear 
space. 

Lemma 1.10. Let Y be a vector space over C. Let Y1 and Y2 

be linear subspaces of Y such that dim Y2 < oo and Y is the direct 
sum of Y1 and Y2 (i.e., Y1 n Y2 = {O}, and Y = Y1 + Y2). Let Yo be 
another linear subspace of Y such that dim Yo > dim Y2 . Then we have 
dim(Yo n Yi) 2'. 1. 

Proof Let dim Y2 = m and let ¢1, ¢2, · · ·, ¢m be a base of Y2. 
Let {!j}, j = 1, 2, · · · , m + 1, be a set of m + 1 independent vectors 
in Yo. Since Y is the direct sum of Y1 and Y2, there exist Uj E Y1, 
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j = 1, 2, · · ·, m+ 1 and ajk EC, j = 1, 2, · • •, m+ 1, k = l, 2, • • •, m such 
that 

m 

(1.18) Ji = Uj + L ajk</>k (j = 1,2,···,m+l). 
k=l 

Note that the system of linear equations 

(1.19) 
m+l 
L Cjajk = 0 
j=l 

k = 1,2,···,m 

has a nontrivial solution (c1 , c2 , • · ·, Cm+1)- Then we have 

m+l m+l 
(1.20) Jo := L cifi = L ciui 

j=l j=l 

is nontrivial and belongs to Y0 nY1 , which completes the proof. Q.E.D. 

Proof of Theorem 1.9. We are going to prove that the number of 
eigenvalues of H below r.(H) is infinite if 

(1.21) K(Mc, R; P) < K(M : P) = r.(H) (8 > 0 and R > 0). 

The proof is divided into several steps. 
(1) It follows from (1.21) that for each j = 1, 2, • • • there exist a 

positive number Rj and </>i E Crf(r(M(i/j),Rj)) such that 

(1.22) l (a) R1 < R2 < · · · < Ri <···-too, 

(b) 111>ill 2 = 1 (j = 1, 2, .. ·), 

(c) supp(</>j) n supp(¢k) = 0 (j =I= k), 

(d) p[</>j] < r.(H) (j = 1,2,···). 

Let X 0 be the linear subspace spanned by { </>j }~1 . Note that it follows 
from (b) and (c) of (1.22) that 

(1.23) p[f] < r.(H)IIJll 2 

for any f E Xo. 
(2) Let s be a positive number such that 

(1.24) P[</>l + sll</>11 2 ~ o 
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Define the sesquilinear form pCs) on C8°(Rn) x C8°(Rn) by 

(1.25) P(s) [¢, cp] = p[¢, cp] + s( ¢, 'P) 

Since the potential q(s) = q(x) +s satisfies Assumptions 1.1 and 1.3, p(s) 

is closable with its closure p(s). Let H(s) be the nonnegative selfadjoint 
operator determined through p(s). Obviously we have D(p(s)) = D(p). 
It follows from the uniqueness of the selfadjoint operator determined 
by a symmetric closed sesquilinear form (Kato [13, Chapter VI, Theo
rem 2.1 and Corollary 2.4, pp.322-323]) that H(s) = H + sl, where I 
is the identity operator on L2(Rn). Let E(sl(,) be the spectral mea
sure associated with H(s). Applying the second representation theorem 
(Kato [13, Chapter VI, Theorem 2.23, p.331]) to the nonnegative closed 
sesquilinear form p( 8 ) , we see that 

(1.26) (f E D(pCsl) = D(p)). 

Therefore we have 

(1.27) { 
E(sl((-oo, .X)) = E((-oo, .X - s)) (.XE R) 

p[J] = L .XdllE(.X)Jll 2 (j E D(p)), 

where E(·) is the spectral measure associated with H. 
(3) Suppose that dim E(-oo, E(H)) = m < oo. Then, setting 

(1.28) { 
Yi = E([E(H), oo))L2(Rn), 

Y2 = E((-oo, E(H))L2(Rn), 

Yo =Xo 

in Lemma 1.10, we see that there exists a nonzero Jo E L2 (Rn) which 
belongs to both X 0 and E([E(H),oo))L2(Rn). Therefore, Jo satisfies 
(1.23) with J replaced by Jo, and it follows from the second relation of 
(1.27) that 

(1.29) 

p[Jo] = L .XdllE(.X)Joll2 

= r= .XdllE(.X)Joll2 
lr.(H) 

2: E(H)IIJoll 2-

These two inequalities contradict each other, which completes the proof. 
Q.E.D. 
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In order to give a sufficient condition for the bound states of H to 
be finite we are going to start with 

Proposition 1.11 (cf. [5, Theorem 15], [6, Theorem 10]). Sup
pose that Assumptions I.I and 1.3 hold. Let T/ be a nonnegative, bounded 
c= function on Rn. Let H,., be the selfadjoint operator given by Defini
tion 1.6. For any R > 0 define 

(1.30) 

where 

(1.31) 

{
Kn= Kn(H,.,) = in~{p,.,[¢] : ¢ E C(f(En), 111>11,., = 1}, 

K= = K=(H,.,) = hm Kn, 
n--+= 

Then, setting K= = limn ...... = Kn, we have 

(1.32) K= = E(H,,). 

Since the idea of the proof is essentially the same as the proof of 
[5], Theorem 10 or [6], Theorem 15, we are going to give the proof in 
Appendix. 

The following corollary will be used later. 

Corollary 1.12. Let T/ be a nonnegative, bounded c= function 
on Rn such that all the first derivatives 8jT/, j = I, 2, • • •, n are also 
bounded on Rn. Let p,., and p = p1 be as in Definition 1.2. 

(i} Then we have D(p) C D(p,.,), i.e., for u E D(p) and for any 
sequence { </>j} C ego (Rn) such that </>j ----, u in D(p), we have 

(1.33) { 
s- _lim </>j = u in D(p,.,), 

J--+(X) 

_lim p,.,[</>j] = p,.,[u]. 
J--+(X) 

(ii) On the other hand, for u E p,., we have TJU E D(p) 

Proof. Since it follows from (1.10) that { </>j} is a Cauchy sequence 
both in H 1 (Rn) and L2 (Rn, q+dx). Then it is easy to see that { </>j} 
is also a Cauchy sequence in the norm II 11P~. The second part of the 
corollary follows directly from the fact that p,.,[¢] = p[TJ1>] for any 1> E 
C(f(Rn). Q.E.D. 
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Assumption 1.13. Let M be the minimizing set associated with 
the operator P give in Definition 1. 7. We assumed that M is a proper 
subset of the unit sphere sn-1. 

Assumption 1.13 is introduced to exclude a phenomenon known as 
the Efimov effect in the case of N-body Schrodinger operators. For more 
detailed discussion and the references, see [6, p.381-382]. 

Lemma 1.14. Let Assumption 1.13 be satisfied. Let 8 be a suf
ficiently small positive number, and let R be a positive number. Then 
there exist a= ao,R, /3 = /3o,R E C0 (Rn) satisfying 

(i) a(x), /3(x) E [O, 1] and a(x)2 + /3(x) 2 = 1 for all x E Rn; 
(ii) supp(a) C I'(M0 ;R/2), with a= 1 in I'(M~;R); 

2 

(iii) supp(/3) c X \ I'(M~; R); 
2 

(iv) a and /3 are homogeneous of degree O in Rn\ B(R); and 
( v) given E > 0 there exists C ( E) > 0 such that 

where x~ is the characteristic function of the set fl. := I'(M0; R/2) \ 
I'(M~; R), and M is the minimizing set. 

2 

For the proof see [6, Lemmas 9, 10, and Definition 11]. See also [9, 
Lemma 3.1]. We can take /3 as win (i) of Definition 11 of (6]. 

Proposition 1.15. Let Assumptions 1.1, 1.3 and 1.13 be satisfied. 
Let /3 = /3o,R, 8, R > 0, be as in Lemma 1.14. Let Pr, and Hr, be as in 
Definitions 1.2 and 1.6 with rJ replaced by /3, respectively. Then we have 

(1.34) E(Hr,) > E(H). 

Proof. Set N(8) = sn-l \ M 0 , and let 'Y be a (sufficiently small) 
positive number. Set 

(1.35) N'(8)-r = {w E sn-i: dist(w: N'(8)) < 7}. 

Let T > R. Then it follows that 

(1.36) 

where KT(Hr,) is as in Proposition 1.11, K(N'(8)-y, T: P) is as in (1.13), 
and we should note that pr,[¢] = p(/3¢], ll<t>llr, = 11/34>11, and the cone 
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r(N(6)-r, T) contains r(N(6), T). Letting T--+ oo first and letting 'Y--+ 
0 next, we obtain 

(1.37) K 00 (Hr,) 2: K(N(6) : P), 

which implies by Proposition 1.11 that 

(1.38) E(Hr,) 2: K(N(6) : P). 

Since dist(N(6),M) > 0, Proposition 1.8 can be applied to get 

(1.39) E(Hr,) 2: K(N(6) : P) > K(M : P) = E(H), 

which completes the proof Q.E.D. 

Theorem 1.17, which is one of our main results in this section, is 
the application of an abstract result by Glazman [10] to the operator H. 
Here we are going to give his result as follows: 

Proposition 1.16 (Glazman, [10, p.13-15]). Let A be a selfad
joint operator defined in a Hilbert space 1{,. Let >.0 be a fixed real number. 
Let E(·) be the spectral measure associated wi,th A. Then the dimension 
of E ( ( -oo, >.0 )) 1{, is finite if and only if there exists a linear subspaces 
F and G of rt such that dimG < oo, 1{, is the direct sum of F and G, 
and 

(1.40) (Af - >.of, f) 2: 0 (f E F n D(A)), 

where ( , ) denotes the inner product ofrt, and D(A) denotes the domain 
of A. Then the number of eigenvalues >. of A such that >. < >.o does not 
exceed the dimension of G. 

Since the proof is given rather implicitly in Glazman [10], we shall 
give a proof in Appendix. 

Let E: > 0. In order to give a sufficient condition for the finiteness of 
the bound states of H, we are going to introduce an operator P, defined 
by 

(1.41) {. 
P, = - _t 8;aik(x)8k + q,(x), 

3,k=l 
(: 

q,(x) = q(x) - lxl2Xa, 
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where Xli. is as in Lemma 1.14. Since the behavior of q, at infinity is the 
same as q, we have 

(1.42) E(H,) = K(M : P,) = K(M : P) = E(H). 

Theorem 1.17 ([7, Theorem 13]). Let Assumptions 1.1, 1.3, and 
1.13 hold. Suppose that there exist 80 > 0, E > 0, and Ro > 0 such that 

(1.43) K(M0 , R; P,) = E(H) for all c5 :S c5o, and R 2: Ro. 

Then H has no more than a finite number of eigenvalues in (-oo, E(H)). 

Proof. (1) Let a= a 00 ,R0 , (3 = (300 ,R0 be as in Lemma 1.14. Let 
<p E C0 (Rn). Then, using the IMS localization formula (Ismagilov [12], 
Morgan [14], Morgan and Simon [15]), and (v) of Lemma 1.14, we have 

(1.44) 

p[</>] = Ln {lv'(a</>)I~ + qla</>1 2 - (lal~ + 1/31~)1</>1 2 } dx + p13[</>] 

2: f {lv'(a</>)l~+q,la</>l2}dx+p13[</>]- f lcl~X£i.lf3</>l 2 dx, Jan Jan X 

where C, is a positive constant depending only on E and Xli. is as in 
Lemma 1.14 with Rand c5 replaced by Ro and c50 . Then (1.44) is com
bined with (1.43) to give 

(1.45) 

p[</>] 2: E(H)lla</>11 2 + P13[</>] - Ln 1~•2 X£J.l/3</>l 2 dx 

(2) Define the linear form Pp on C0 (Rn) x C0 (Rn) by 

Then, since the potential 

(1.47) q'(x) = q(x) -
1
~•2 X£i.(x) 

satisfies Assumptions 1.1 and 1.3, the linear form p~ is closable with its 

closure Pp· Let H~ be the selfadjoint operator in L 2 ,13(Rn) determined 

through Pp· Thus, using the denseness of C0 (Rn) in D(p) and Corollary 
1.12, we obtain from (1.45) 

(1.48) p[u] 2: E(H)llaull 2 + Pp[u] (u E D(p)). 
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(3) By noting that q'(x)-q(x)---+ 0 uniformly as lxl---+ oo, it follows 
from Propositions 1.11 and 1.15 that 

(1.49) E(H~) = E(H/3) > E(H). 

Therefore, the spectrum of H~ in (-oo, E(H)) is only a finite number 
of eigenvalues with finite multiplicity. Let cp1 , cp2 , ···,'Pm be the eigen
functions corresponding to these eigenvalues. Set 

(1.50) F = {u E L2(Rn): (u,(32cpj) = O, j = 1, 2, · · · ,m}. 

Then FJ_ is the linear m-dimensional subspace spanned by 'Pi, j 
1, 2, · · ·, m. Let u E D(jj) n F. Then ·it follows from the second repre
sentation theorem of the closed symmetric linear form (e.g., Kato [13, 
Chapter IV, Theorem 2.23]) that 

(1.51) 

p~[u] = l ,\dllE~(,\)ulli 

= tX) >. dllE~(>.)ull~ 
j'E(H) 

~ E(H) IIJ3ull 2 , 

where E~ ( •) is the spectral measure associated with H~. This, together 
with (1.48), gives 

(1.52) p[u] ~ E(H){llaull 2 + IIJ3ull2} = E(H)llull 2 

for any u E D(jj) n F, and hence we have 

(1.53) (Hu - E(H)u, u) ~ 0 (u E D(H) n F). 

Thus, the condition (1.40) in Proposition L16 was verified, which com
pletes the proof. Q.E.D. 

Corollary 1.18. The number of eigenvalues of H below E(H) is 
less than the number of eigenvalues of H~ below E(H) for H~ given 
above. 

Remark 1.19. Notice the gap between the conditions (1.17) in The
orem 1.9 and (1.43) in Theorem 1.17. We are led to the following ques
tion: 

Under Assumptions 1.1, 1.3 and 1.13, are there conditions which 
can be imposed upon M that will insure that (1.17) is a necessary and 
sufficient condition for the finiteness of a(H) n (-oo, E(H))? 
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When stronger conditions are imposed on q, then {1.17) (with sn-l 

substituted for M 6 and the location of M left unspecified) is known to 
be a sufficient condition for the finiteness of a(H) n (-oo, E{H) ), see 
Simon [18, pp.517-518], and the related "open question" on p.518 of 
that article. However, these stronger conditions do not include N-body 
systems for N ~ 3. 

Recently Donig [3] answered the open question in the affirmative. 
While the conditions imposed on his potential is slightly more strict than 
ours, Coulomb potentials satisfy his condition. 

§2. Schrodinger operators of atomic type 

In this section we consider the (N + 1)-body Schrodinger operator 
of atomic-type 

in RvN, where N ~ 3, 

{
xi= (xi, x;, · · ·, xt) E Rv {i = 1, 2, · · ·, N), 

{2.2) mi> 0 {i = 1, 2, · · ·, N), 

x = (x1 x2 • • • xN) E RvN 
' ' ' ' 

and ~i is the Laplacian in Rv with respect to the variables xi 
(xi, x~, · · ·, xt) with v ~ 3. The atomic Hamiltonian is given by 

{2.3) 
N 1 Z 1 

P = P(N,Z) = '°'(--~i - -I ·1) + '°' I . "I' ~ 2m x• ~ x• - xJ 
i=l 1-5,.i<j-5,.N 

where N, v are as above, and m and Z are positive numbers correspond
ing to the mass and charge of the nucleus, respectively. 

The sesquilinear form p associated with the operator {2.1) is given 
by 

{2.4) 
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for¢, cp E Ccf'(R11N), where 

(2.5) 

for i = 1, 2, · · ·, N. For the potentials Vij, we assume the following 

Assumption 2.1. For O ::Si< j ::SN, Vij is a real-valued function 
satisfying 

(i) Vij E Lf0 c(R11 ), 

(ii) limlyl--+oo Vij (y) = 0, and 
(iii) (vii)- E M(R11 ). 

Then, setting 

(2.6) 
(i = O,j = 1, 2, · · ·, N), 

(1 ::Si < j ::S N), 

where x = (x1, x2 , • • •, xN) E R 11N as in (2.2), and 

N 

(2.7) q(x) = L Voj(x) + L ¼i(x), 
j=l l~i<j~N 

we easily see that q(x) satisfies Assumptions 1.1 and 1.3 (see Agmon [1, 
Lemma 4.7] for the proof that q_ E M(R11N). Thus, the corresponding 
sesquilinear form p (or, more exactly, the closure p of p) determines a 
selfadjoint operator in L2 (R11N). Henceforth, the selfadjoint realization 
will be denoted by P again. 

We are now introducing the subsystems of the operator P. 

Definition 2.2 (Subsystems of P). 
Let svN-l be the unit sphere of R 11N. For W E svN-l define the 

subsystem Pw of P by 

N 1 . . . 
Pw = - L ~-6.i + L Voi(x') + L Vij(x' - x3), 

j=l m3 w'=D w'=w3 

(2.8) 

where w = (w1 , w2 , · · ·, wN) and ~w'=D [or ~w'=w3 ] means summation 
over those indices i for which wi = 0 [or those pair of indices (i, j), 
1 ::S i < j ::S N, for which wi = wi]. The self adjoint realization of Pw in 
L2(R11N) will continue to be denoted by Pw. -

The following fact given by Agmon [1, Lemma 4.8, p.66] will play an 
important role: 
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Proposition 2.3 (K(w) and subsystems (Agmon [1, Lemma 4.8])). 
Let P be as in (2.2) and satisfy Assumption 2.1. Let Pw be the sub

system of P defined above. Then, for any w E svN-l 

(2.9) K(w; P) = K(w; Pw) = E(Pw) = A(Pw), 

where A(A) and E(A) denote the infimum of the spectrum and essential 
spectrum of A, respectively. 

Let M be the minimizing set for the Schrodinger operator P of 
atomic type ( see Definition 1. 7). 

Definition 2.4 (Sets Mi and subsystems Pi)• For i = 1, 2, · · ·, N, 
define 

(2.10) 
Mi= {w = (w1,w2 , ••. ,wN) : wi = Dij'f/ for 'f/ E sv-1,j = 1,2, ... ,N}, 

where 8ii = 1 and Dij = 0 for j -/- i. The set Mi is a closed subset of 
svN-l. Let Pw be given by (2.8). Since for any w E Mi the subsystem 
Pw has the same form, we set Pw = Pi for w E Mi, i.e., 

N 

(2.11) Pi = - L 2:. 6.j + L Voj(xi) + L Vjk(xi - xk). 

j=l 3 #i 1'.5,j<k'.5,N 
j,f.i and k,f.i 

The subsystem Pi is the subsystem of (N-1) electrons x1, • • •, xi-i, xi+1, 

.•. ,XN 

In this section we assume that the lower bound E(P) of the essential 
spectrum of P is determined only by subsystems of N - l electrons. 

Assumption 2.5. Let P be the atomic-type Hamiltonian (2.1). 
Let M be the minimizing set of P. Assume that 

(2.12) 
N 

Mc LJMi. 
i=l 

Assumption 2.5 implies that the minimizing set M is not only a 
closed set of svN-l, but also a proper subset of svN-l_ Thus, this 
assumption implies Assumption 1.12 for our operator P. 
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Definition 2.6 (Operators Pf and Li)• Let P be as above and for 
each i = 1, 2, · · ·, N define 

(2.13) 
. k 

Vjk(x3 - X ), 

The selfadjoint realization of Pf in L2(Rv(N-l)) is also denoted by Pf. 
We also set 

(2.14) ' 1 . I: Li= P- P. = --.D.i + Voi(x') + 
• 2m· 

• 1::5,j<k::5,N 
j=i or k=i 

. k 
Vjk(X3 - X ). 

Now we are in a position to give a criterion for the finiteness of the 
bound states of the atomic-type Hamiltonian P. 

Theorem 2.7 (Finiteness of bound states ([7, Theorem 3.4)). 
Let P be given by (2.1) and let Assumptions 2.1 and 2.5 be satisfied. 

Let Pf and Li be as above. Suppose there exist positive numbers 80, Ro, 
and E such that 

(2.15) 

for each i = l, 2, · · ·, N such that Mi C M and for every </> E 
C0 (r((Mi)00 ; Ro)). Then P has at most a finite number of bound 
states. 

For the proof see the proof of Theorem 3.4 in [7]. 

Let us next discuss the infiniteness of the bound states. It follows 
from Assumption 2.5 that there exist some i C {1, 2, · · ·, N} such that 
Mi CM. In view of Theorem 1.9 we are looking for a condition which 
guarantees the existence of a sequence of functions { Fn} such that 

(2.16) 

with On ! 0 and Rn j oo as n ---+ oo, and 

(n=l,2,···,N), 

which gives the inequality (1.21) immediately. Write x E RvN as 

(2.18) x = (xi,x') 
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We are going to find Fn with the form 

(2.19) (n = No, No+ 1, · · ·), 

where No is a positive integer determined later. As for 0n, we have the 
following 

Proposition 2.8 [7, Proposition 4.4]. Let q > 1. Then there exists 
a sequence {0n} = {0n,q} of functions on Rv such that, for n = 1, 2, · · ·, 

1) 0n E Co'(Rv), 

2) ll0nllL2(Rv) = 1, 
3) supp0n C {xi E Rv: nq::; lxil::; 5nq}, 
4) there exists a constant C2 = C2(q), independent of n = 1, 2, · · ·, 

satisfying 

The construction of 0n, n = 1, 2, · · ·, is easy and direct. See the 
proof of Proposition 4.4 of [7]. 

In order to discuss the construction of <Pn(x'), we need the next 

Assumption 2.9. The potentials Vij, 0::; i < j::; N, satisfy 

Let i be as above. Then it follows from the HVZ theorem (see [11], 
[19], [22]) combined with Assumption 2.5 that E(P) = A(PI) < 0 and 
E(P[) > A(PI), and hence A(P[) is the lowest eigenvalue (ground state) 
of Pf with the eigenfunction <Pi(x'). In fact, suppose that E(P[) = A(P[). 
Then we see from the HVZ theorem that there should exist a subsystem 
Pf' of Pf such that 

(2.21) A(PI') = E(Pf) = A(Pf) = E(P). 

This contradicts Assumption 2.5 since the lower bound A(PI') of the 
subsystem Pf', which is different from any PJ, j = 1, 2, • • • , N coincides 
with E(P). It follows from [1, Theorem 5.9] that the eigenfunction <I>i(x') 
decays exponentially. Similarly, using Assumption 2.9, too, we can prove 
that any first derivatives of <I>i(x') decay exponentially ([7, Proposition 
4.2]). Now we shall prove that <Pn(x') in (2.19) can be constructed by 
truncating <I>i using a smooth function, and then approximating with 
functions in C0 (Rv(N-l)). 
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Proposition 2.10. Let Assumptions 2.1, 2.5, and 2.9 hold. Then, 
for some positive integer No and each integer n ~ No, there exists ¢n E 
C0 (Rv(N-l)) satisfying 

(2.22) supp¢n C {x' E R"'(N-l) : lx'I :5 2n}, { 

ll</Jnll£2(Rv(N-1)) = 1, 

(Pf </Jn, </Jn) £2(Rv(N-1)) :5 :E(P) + C1 e-:co 

with positive constants Co and C1 . 

For an integer 1 :5 i :5 N set 

(2.23) 

We have P = Pi + h 

l::::_j<k::::_N 
j=i or k=i 

. k 
Vjk(xJ - X ). 

Theorem 2.11 (Infiniteness of bound states, [7, Theorem 4.7]). 
Let Assumptions 2.1, 2.5 and 2.9 be satisfied. Suppose that there 

exists an integer 1 :5 i :5 N, Mi CM, positive numbers 80 , R 0 , c*, and 
s E (0, 2) such that 

(2.24) 

Then P has infinitely many bound states. 

For the proof see the proof of [7, Theorem 4.7] and [7, Proposition 
4.5]. We have only to show that the sequence {Fn} above satisfies (2.17). 

The following theorem on the finiteness and infiniteness of the bound 
states for the atomic Hamiltonian is well-known: Zhislin ([22], [23], [24], 
[25]), Yafaev ([20], [21]), and others. 

Theorem 2.12 (Zhislin ([22], [23], [24], [25]), Yafaev ([20], [21]), 
and others). Let N, v ~ 3 be integers. Suppose that Assumption 3.2 is 
satisfied for P = P(N, Z) given by (2.2). 

(i) Suppose that 

(2.25) Z:SN-1. 

Then P = P(N, Z) has at most a finite number of bound states. 
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(ii) Suppose that 

(2.26) Z>N-1. 

Then P = P(N, Z) has infinitely many bound states. 

Using Theorems 2.7 and 2.11 we can give a proof of the above cele
brated theorem except the case Z = N - 1. Let Z < N - 1. Since it is 
easy to see that, for x E r((Mi)6 ; R) with O < 28 < 1, we have 

(2.27) { 
lxil > (1 - 8)lxl, 

lxi - xjl < (1 + 28)lxl, 

it follows that, for cp E C8"(r((Mi).5i R)), 

(2.28) 

if 8 > 0 is sufficiently small and R > 1, where 

(2.29) 
N-1 Z 

E = 1 + 28 - 1 - 8 > Q. 

Thus we see that the condition (2.15) in Theorem 2.7 is satisfied for 
every i = 1, 2, • · •, N. In the case that Z > N - 1, see the proof of 
Theorem 4.8 of [7]. 

Concerning Assumption 2.5, [7] gave a proof of the following theorem 
(Theorem 5.2): 

Theorem 2.13. Let N, v ~ 3 be integers and P = P(N, Z) be as 
in (2.2). Suppose that 

(2.30) Z > N - 2. 

Then the operator P = P(N, Z) satisfies Assumption 2.5, i.e., the lower 
bound of P is determined only by subsystems of N - 1 electrons. 

Finally consider the case where the potentials are "short-range", i.e., 
Vij E Lv;2 (Rv). It is known that the bound states are finite in this case 
(Sigal [17]). We are going to give another simple proof for the slightly 
more general version. 
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Theorem 2.14. Let Assumptions 2.1 and 2.5 hold. Suppose that 

(0 ~ j < k ~ N, j = i or k = i) 

for any i such that Mi C M, where (vjk)- is the negative part of Vjk· 
Then the operator P given by (2.1) has at most finite bound states. 

Proof. Let E > 0. Let 80 be a positive number such that 1-280 > 0. 
Then there exists Ro > 0 satisfying 

(2.32) 

[ { {(vjk)-(y)}"12 dyJ2fv < E ~ j < k ~ N, j = i or k = i), 
}IYl>cRo 

where c = 1 - 280. Let¢ E C0 (r((Mi) 00 ; Ro)). Since we have 

(2.33) { 
lxil > (1 - 8o)Ro, 

XE r((Mi)oo; Ro) ===} . . 

Ix' - x1 I > (1 - 28o)Ro, 

it follows from the Holder inequality that 

(2.34) 

r (voi)-(xi)l</>12 dxi 
}Rv 

~ [ r {(voi)-r/2dxi]2/v[ r l<t>l2v/(v-2)dxi](v-2)/v, 
}IYl>cRo }Rv 

r (vjk)-(xj - xk)l</>12 dxi 
}Rv 

~ [ r { (vjk)-r/2 dxffv [ r l</>12v/(v-2) dxifv-2)/v, 
}IYl>cRo }Rv 

where 1 ~ j < k ~ N, j = i or k = i. It follows from a Sobolev-type 
inequality (e.g., [4, Theorem III.3.6]) that 

'Y being a positive constant depending only on 1.1. Then we obtain from 
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(2.34) and (2.35) that 

(2.36) 

1 [(voi)-(xi) + L (vjk)-(xi - xk)]lv'\pl 2 dxi 
Rv l$.j<k$.N 

j=i or k=i 

for any </> E Crf (r( (Mi)o0 ; Ro)). The inequality (2.36) is combined with 
the Hardy inequality 

(2.37) 1 l</>1 2 i 1 l</>1 2 i 4 1 i 2 i 
-I 12 dx :::; -I i 12 dx :::; ( - )2 Iv' </>I dx ' 

R" X R" X V 2 R" 

where</> E Crf(RvN), to give 

(2.38) 

1 r:l</>1 2 
(Li</>, ¢>)L2(R"N) - -I 12 dx 

R"N X 

1 4E · 2 
~ [1- (2N - 1),r: - ( )2]lv''</>I dx 

RvN V- 2 

for any </> E Crf(f((Mi)00 ; Ro)). Therefore, choosing f > 0 suffi
ciently small, we see that the right-hand side of (2.37) is nonnegative for 
</> E Crf(f((Mi)00 ;R0 )). Thus the condition (2.15) is satisfied, which 
complete the proof. Q.E.D. 

Appendices 

A.1 The inti.mum of the essential spectrum of H,, 

Proof of Proposition 1.11. 

(1) Let A E O'e(H.,) with a singular sequence {uj}, i.e., 

(A.1.1) 

(a) Uj E D(H.,) 

(b) lluill., = 1 

(j=l,2,·), 

(j = 1,2,·), 

(c) w - _lim Uj = 0 
1-00 

(d) s - _lim (H., - >..)uj = 0 
1-00 
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Introduce an inner product ( , )p,, and norm 11 lip,, in C0 (Rn) by 

(A.1.2) { 
(</>, 'P)p,, = p'I)[</>, 'Pl+ C1(</>, 'P)'I), 

11</>llp,, = [(</>, </>)p,,] 112, 
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where the positive constant C1 is as in (1.10). Note that we obtain from 
(1.10) 

(A.1.3) 

for¢ E C0 (Rn). Then C0 (Rn) becomes a pre-Hilbert space with the 
inner product ( , )p,, and norm II lip,,, and the domain D(p'1) of the 
closed linear form p'1 is the completion of C0 (Rn) by 11 llp,,· The inner 
product and norm of D(p'1) will be denoted again by ( , )p,, and norm 
II lip,,. We have 

(A.1.4) { 
(u,v)p,, = p'1[u,v] + C1 (u,v)'1, 

llullp,, 2: 11</>II~ 

for u, v E D(p'1). 

(2) Since C0 (Rn) is dense in the Hilbert space D(p'1), there exists 
a sequence {</>j} C C0 (Rn) such that 

(A.1.5) (j - oo). 

Then it follows that 

(A.1.6) { 
(a) ll</>i11'7 - 1 (j - oo), 
(b) w - _lim </>j = 0 in D(p'1), 

J->00 

(c) p'7[</>j] - .X (j - oo). 

In fact, (a) follows directly from (b) of (A.1.1) and (A.1.3). As for (b), 
we have for any v E D(p'1) 

(A.1.7) 
(</>j, v)p,, = (</>j - Uj, v)p,, + (uj, v)p,, 

= (</>j - Uj, v)p,, + ((H'1 - .X)uj, v)'1 + (.X + C1)(uj, v) 

-o 
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as j -+ oo, where we have used (c), {d) of (A.1.1), and we should note 
that 

(A.1.8) 

{see, e.g., Kato [13, Theorem VI.2.1, p.322]). Finally, since we have 

Pr,['Pj] = ll4>i11;'1 - C1lli/>jll~ 

(A.1.9) 

= llujll;'l - C1lluill~ +,j 
= Pr,[uil + 'Yi 

= ((H11 - .X)uj, uj)r, + .Xlluill~ + 'Yi 

= .X + ((H11 - .X)uj, Uj)r, + 'Yj, 

where 'Yi-+ 0 and ((H11 - .X)uj,Uj)r, converge to Oas j-+ oo, we obtain 
{d). 

{3) Let a(x) be a C 00 function on Rn such that 

(A.1.10) a(x) = { ~ x E Bn = {x E Rn: lxl:::; R}, 

x E En+i, 

0:::; a:::; 1, and lv'al is bounded on Rn. Set 1e1A = [< e,e >A] 1/ 2 for 
e E en. Then it follows from the identity 

(A.1.11) 

IV(a17¢)I~ = a 2IV(17i/>)I~ + IVal~l114>12 + 2a17?R{¢ < v'(174>), Va >A}, 

where q> E Ccf' {Rn), that 

(A.1.12) IV(a17¢)I~:::; {1 + 8)lv'(17¢)I~ + C8XR,R+1l114>12 

for q> E Ccf (Rn), where 8 is an arbitrary positive number, XR,R+l is the 
characteristic function of {x E Rn: R < lxl:::; R+ 1}, and 

(A.1.13) 

Further we have 

(A.1.14) q(x)a2l114>12 = q+a2l114>12 - q_a2l114>12 

= a 2q+l114>1 2 - q-1114>1 2 + {1 - a 2 )q_ 1114>1 2 

:::; ql114>1 2 + (1 - a 2 )q_ 1114>1 2. 

Therefore, it follows that 



Eigenvalue Properties of Schrodinger Operators 

(A.1.15) 

p,,,[a¢]:::; (1 +8)p,,,[¢] + 08 r 1'11¢1 2 dx + r (l - a 2)q-l'IJ¢12 dx. 
JBR+l }Rn 

Here it follows from Assumption 1.3 and (A.1.3) that 

(A.1.16) 

{ (l - a 2 )q_ 1'11¢12 dx 
}Rn 

:::; { r q_ 1'11¢12 dx} 1/2 { r q_ I (1 - a2)'11¢12 dx} 1/2 
}Rn }Rn 

:::; { Ln lv'(ry¢)1 2 dx + 0(1)11¢11~} l/2 

{ 82 Ln lv'((l - a 2)ry¢)12 dx + 0(82)11(1 - a 2)¢11~} 112 

:::; 02ll¢llr') { 8ll¢11r') + 0'(8)[ r 1'11¢1 2 dx] 1l2}, 
JBR+l 

51 

where 0(1) and 0( 82 ) are as in (1.6) with E replaced by 1 and 82 , re
spectively, 0 2 is a positive constant independent of 8, and 0'(8) is a 
positive constant which may depend on 8. Thus, combining (A.1.14) 
with (A.1.15), substituting¢= ¢,j, and taking note of the definition of 
KR, we obtain with another constants 0~ and 0"(8) 

(A.1.17) 

KRlla¢jll~ 

:::; p,,,[a¢j] 

:::; (1 + 8)p,,,[¢j]+O~ll¢jllr') { 8ll¢jllr') +0"(8)[ { l'l1¢jl2 dx] 112 }. 
~BR+l 

( 4) Using (A.1.6) and the Rellich theorem, we see that, for any 
0 < R < oo, 

(A.1.18) 

as j ----, oo, where we should note that (c) of (A.1.1) and (A.1.5) imply 
that 

(A.1.19) w- Hm ¢j = o 
J-HXJ 
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From (A.1.18) we see that 

(A.1.20) _lim lla<t>j II; 
J--->00 

= _lim { { 1¢J771 2 dx + { (1 - a 2 ) 1¢J771 2 dx} 
1~00 lan }Rn 

= _lim ll<t>J II; 
J--->00 

= 1. 

Thus, by letting j----, oo in (A.1.17) and using (c) of (A.1.6), (A.1.18), 
and (A.1.20), it follows that 

(A.1.21) K 00 ::; (1 + 8)A + 8C~C3 

with C3 = supj 11¢J lip.,. Since 8 is arbitrary, we have proved that Koo ::; A 
for any A E ae(H.,), i.e., K00 ::; I:,(H.,). 

(5) Let µ < I:,(H.,). Then in (-oo, µ] the spectrum a(H.,) of H., 
consists of a finite number (M say) of eigenvalues Ak, k = 1, 2, · · ·, M, 
repeated according to multiplicity, with corresponding eigenfunctions 
'Pk E D(H.,) C D(p.,). Let E.,(·) be the spectral measure associated 
with H.,. Then note that we have 

(A.1.22) p.,[¢] = (H.,¢, ¢)., 

= f:Akl(¢,'Pk).,l 2 + J,00 Ad(E.,(A)cp,¢)., 
k=l µ 

M 

2: L Aki(¢, 'Pk).,12 + µIIE.,((µ, 00))¢11; 
k=l 
M 

= L(Ak - µ)I(¢, 'Pk).,1 2 + µll<t>II; 
k=l 

for cp E D(H.,). Further, since D(H.,) is dense in D(p.,), the inequality 
(A.1.22) holds for any¢ E D(p.,). Now choose {¢J} C C8"(Rn) such 
that 

{ 

(a) _lim Pr,['PJ] = Roo, 
J--->00 

(b) ll<t>JII., = 1 (j = 1, 2, .. ·), 

(c) supp¢J n supp¢£= 0 (j, C = 1, 2, • • •, j-/- C). 

(A.1.23) 

Let cp = 'PJ and make j ----, oo in (A.1.22). Then it follows that 

(A.1.24) 



Eigenvalue Properties of Schrodinger Operators 53 

where we should note that ¢3 converges to O weakly in L2 ,77 (Rn) as 
j -t oo. Since µ < E(H.,) is arbitrary, we obtain K 00 ~ E(H.,), which 
completes the proof. Q.E.D. 

A.2 Proof of Glazman's theorem 

Proof of Proposition 1.16. 

(1) Suppose that the dimension of E((-oo, Ao))rl. is finite. Then set 

(A.2.1) { 
F = E([Ao, oo) )rl., 

G = E((-oo, Ao))rl.. 

Then the dimension of G is finite, and 1i. is the direct sum of F and G. 
Further, for f E D(A) n F we have 

(A.2.2) 

(Af, !) = 100 
A dllE(A)/11 2 

>.o 

~ AollE({Ao, oo))/11 2 

= Ao(/,!), 

where II II denotes the norm of rl., and we have used the relation 
IIE([Ao, oo))/11 = 11/11 for/ E F. This implies that (1.40) is satisfied. 

(2) Suppose that there exists subspaces F and G of M satisfying 
the conditions in Proposition 1.16. Set m = dim.G and suppose that 

I 

(A.2.3) dimE((-oo,A0))1i. ~ m+ 1. 

Then it follows from Lemma A.1.1 that 

(A.2.4) E((-oo, Ao))rl. n F =I- 0. 

In fact we can assume that there exists a nonzero element Jo such that 

(A.2.5) /o E E((-oo, Ao - µ))rl. n F n D(A) 

with µ > 0 because we can choose the m + 1 independent elements 
Ii, /2, · · ·, fm+i in E((-oo, Ao)rl. so that all /j belong to E((-oo, Ao -
µ)rl.nD(A), which is possible in either case where the spectrum of A in 
(-oo, Ao) contains the essential spectrum or it consists on,ly the discrete 
spectrum. Thus it follows that 

(Afo,fo) = 1-:-µ AdllE(A)foll 2 

< AollE((-oo, Ao - µ))/011 2 
(A.2.6) 

= Ao(/o, lo)-
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This contradicts (1.40). Therefore, we have shown that 

(A.2. 7) dimE((-oo, >.0 ))7-i :Sm, 

which completes the proof. Q.E.D. 
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