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## §0. Introduction

The purpose of this paper is to reformulate the fundamental results of E.J. Wilczynski's book [5] by applying E. Cartan's method of moving frames.

Let $E$ be a vector bundle over a 1-dimensional manifold $M$. By taking a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{1}, \cdots, e_{r}\right\}$ of $E$, we express each cross section $s$ of $E$ in the form:

$$
\begin{equation*}
s=\sum_{\alpha=1}^{r} y_{\alpha} e_{\alpha} \tag{0.1}
\end{equation*}
$$

where $y_{1}, \cdots, y_{r}$ are functions on $M$. Let $\mathcal{D}$ be a system of homogeneous linear ordinary differential equations on $E$ of order $n$ given in the form:

$$
\begin{equation*}
\left(\frac{d}{d t}\right)^{n} y_{\alpha}+\sum_{k=1}^{n} \sum_{\beta=1}^{r} a_{\alpha \beta}^{(k)}(t)\left(\frac{d}{d t}\right)^{n-k} y_{\beta}=0, \quad \alpha=1, \cdots, r \tag{0.2}
\end{equation*}
$$

Corresponding to (0.2), we define $r \times r$ matrices $A^{(1)}(t), \cdots, A^{(n)}(t)$ by

$$
\begin{equation*}
A^{(k)}(t)=\left(a_{\alpha \beta}^{(k)}(t)\right), \quad k=1, \cdots, n \tag{0.3}
\end{equation*}
$$

For another local coordinate system in $M$ and another moving frame, we also express $\mathcal{D}$ in a similar way as (0.2) and give $r \times r$ matrices as (0.3).

In modern terminology, Wilczynski showed the following facts:
(A) There exists a pair $\left(t,\left\{e_{\alpha}\right\}\right)$ satisfying the following condition

$$
\begin{equation*}
A^{(1)}(t)=0 \quad \text { and } \quad \operatorname{Tr} \quad A^{(2)}(t)=0 \tag{L.F}
\end{equation*}
$$
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(B) If both $\left(t,\left\{e_{\alpha}\right\}\right)$ and $\left(t^{\prime},\left\{e_{\alpha}^{\prime}\right\}\right)$ satisfy the condition (L.F), then there exists $T=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{R})$ and $C=\left(c_{\alpha \beta}\right) \in G L(r, \mathbb{R})$ such that

$$
\begin{aligned}
t^{\prime} & =\frac{a t+b}{c t+d} \\
e_{\beta}^{\prime} & =(c t+d)^{n-1} \sum_{\alpha=1}^{r} c_{\alpha \beta} e_{\alpha}, \quad \beta=1, \cdots, r .
\end{aligned}
$$

(C) Let $\left(t,\left\{e_{\alpha}\right\}\right)$ be a pair satisfying the condition (L.F). For each integer $k, 2 \leqq k \leqq n$, let $\theta_{k}$ be the cross section of the vector bundle $\stackrel{k}{\otimes} T(M)^{*} \otimes \operatorname{End}(E)$ which corresponds to the $r \times r$ matrix valued $k$ covariant tensor field

$$
\sum_{j=0}^{k-2}(-1)^{j} \frac{(2 k-j-2)!(n-k+j)!}{j!(k-j-1)!}\left(\frac{d}{d t}\right)^{j} A^{(k-j)}(t)(d t)^{k}
$$

under the trivialization with respect to $\left\{e_{\alpha}\right\}$. Then the definition of $\theta_{k}$ does not depend on the choice of $\left(t,\left\{e_{\alpha}\right\}\right)$, and hence $\theta_{k}$ is an invariant of $\mathcal{D}$. Moreover $\theta_{2}, \cdots, \theta_{n}$ form a fundamental system of invariants of $\mathcal{D}$.

He studied mainly the case $r=1$ and gave

$$
\frac{k!(k-2)!}{n!(2 k-3)!} \theta_{k}, \quad k=3, \cdots, n
$$

as a fundamental system of invariants. (In this case, the invariant $\theta_{2}$ automatically vanishes.) On the other hand, for the case $r \geqq 2$, he did not give a fundamental system of invariants. Following him, we will call the system (0.2) with the condition (L.F) a Laguerre-Forsyth's canonical form of $\mathcal{D}$.

Let us proceed to the description of the contents of this paper. Let $\left\{s_{1}, \cdots, s_{n r}\right\}$ be a fixed family of linearly independent solutions of $\mathcal{D}$. We define a map $\kappa$ of $M$ into the Grassmann manifold $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ as follows: By using a pair $\left(t,\left\{e_{\alpha}\right\}\right)$, we define an $n r \times r$ matrix $Y_{1}(x)=\left(y_{\alpha \beta}(x)\right)$, $x \in M$, by

$$
\begin{equation*}
s_{\alpha}(x)=\sum_{\beta=1}^{r} y_{\alpha \beta}(x) e_{\beta x}, \quad \alpha=1, \cdots, n r \tag{0.4}
\end{equation*}
$$

and an $n r \times n r$ matrix $Y(x), x \in M$, by

$$
\begin{align*}
Y(x) & =\left(Y_{1}(x), \cdots, Y_{n}(x)\right), \\
Y_{k}(x) & =\frac{1}{(k-1)!}\left(\frac{d}{d t}\right)^{k-1} Y_{1}(x), \quad k=2, \cdots, n . \tag{0.5}
\end{align*}
$$

Then we define $\kappa(x)$ to be the point of $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ corresponding to the $r$-dimensional subspace of $\mathbb{R}^{n r}$ spanned by the column vectors of $Y_{1}(x)$.

The general linear group $G L(n r, \mathbb{R})$ acts transitively on $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$. Let $K$ be the isotropy subgroup of $G L(n r, \mathbb{R})$ at an origin of $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$. Then we regard $G L(n r, \mathbb{R})$ as a principal $K$-bundle over $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ with projection $\pi_{0}$. Let $P$ be the principal $K$-bundle over $M$ defined by

$$
P=\left\{(x, Z) \in M \times G L(n r, \mathbb{R}) \mid \kappa(x)=\pi_{0}(Z)\right\}
$$

and let $\omega$ be the $g l(n r, \mathbb{R})$ valued 1-form on $P$ induced by the MaurerCartan form of $G L(n r, \mathbb{R})$.

The main result is to show the unique existence of a normal reduction $Q$ of $P$. Here the normal reduction $Q$ is defined by the condition that the restriction of $\omega$ to $Q$ is $\mathfrak{h}+\mathfrak{m}$ valued, where $\mathfrak{h}$ (resp. $\mathfrak{m}$ ) is the subalgebra (resp. the subspace) of $g l(n r, \mathbb{R})$ defined in $\S 2$. The restriction of $\omega$ to $Q$ is decomposed into the two components $\chi_{\mathfrak{h}}$ and $\chi_{\mathfrak{m}}$. The 1-form $\chi_{\mathfrak{h}}$ is a flat Cartan connection in $Q$ and the 1-form $\chi_{\mathfrak{m}}$ induces differential invariants in $Q$ corresponding to $\theta_{1}, \cdots, \theta_{n}$. Using the absolute parallelism induced by the Cartan connection $\chi_{\mathfrak{h}}$, we give a vector field on $Q$ whose integral curve corresponds to a LaguerreForsyth's canonical form of $\mathcal{D}$. We apply Cartan's reduction method developed in [1] to the construction of the normal reduction $Q$.

In Appendix, we construct $Q$ as a reduction of the frame bundle $\mathcal{F}\left(J^{n-1}(E)\right)$ of $J^{n-1}(E)$, where $J^{n-1}(E)$ is the $(n-1)$-th jet bundle of $E$. The connection form of the affine connection of $J^{n-1}(E)$ which is associated with $\mathcal{D}$ takes the place of the 1 -form $\omega$, in this case.

## Preliminary remarks

1. Throughout this paper, we always assume the differentiability of class $C^{\infty}$, though the argument goes through in complex analytic category with suitable modifications.
2. As we are mainly concerned with local properties of linear ordinary differential equations, base manifolds will be assumed to be simply connected unless otherwise stated.
3. We will frequently write any $n r \times n r$ matrix $A$ in the form:

$$
A=\left(A_{1} \cdots A_{n}\right) \quad \text { or } \quad A=\left(\begin{array}{ccc}
A_{11} & \ldots & A_{1 n} \\
\vdots & & \vdots \\
A_{n 1} & \ldots & A_{n n}
\end{array}\right)
$$

where $A_{i}, 1 \leqq i \leqq n$ and $A_{i j}, 1 \leqq i, j \leqq n$ are $n r \times r$ matrices and $r \times r$ matrices respectively. We sometimes simply write $A=\left(A_{i}\right)$ or $A=\left(A_{i j}\right)$.
4. As to Lie groups and principal bundles, we use the standard notations and terminology as in [2]. Especially let $K$ be a Lie group and $P$ a principal $K$-bundle over a base manifold $M$. For $A \in K, R_{A}$ denotes the right translation induced by $A$. Let $\mathfrak{k}$ be the Lie algebra of $K$. For $X \in \mathfrak{k}, X^{*}$ denotes the vertical vector field on $P$ induced by the 1-parameter group of right translations $\left\{R_{\exp t X}\right\}$. The vector field $X^{*}$ is called the fundamental vector field corresponding to $X$.
5. Cartan connections. Let $H / H_{0}$ be a homogeneous space of a Lie group $H$ over its closed subgroup $H_{0}$. Let $\mathfrak{h}$ and $\mathfrak{h}_{0}$ be the Lie algebras of $H$ and $H_{0}$ respectively. Let $Q$ be a principal $H_{0}$-bundle over a manifold $M$, where $\operatorname{dim} M=\operatorname{dim} H / H_{0}$, and let $\omega$ be a $\mathfrak{h}$ valued 1 -form on $Q$. Then we say that $\omega$ is a Cartan connection on $Q$ of type $H / H_{0}$ if the following conditions are satisfied:
(C.1) $\quad \omega(v) \neq 0$ for every non-zero tangent vector $v$ of $Q$.
(C.2) $\quad R_{A *} \omega=\operatorname{Ad}\left(A^{-1}\right) \omega, \quad A \in H_{0}$.
(C.3) $\quad \omega\left(X^{*}\right)=X$ for every $X \in \mathfrak{h}_{0}$.

Let $\Omega$ be the 2 -form on $Q$ defined by

$$
\Omega=d \omega+\frac{1}{2}[\omega \wedge \omega] .
$$

The 2 -form $\Omega$ is called the curvature form of the Cartan connection $\omega$. If $\Omega=0$, then the Cartan connection $\omega$ is said to be flat.

## §1. Characteristic maps

### 1.1. Characteristic maps

Let $E$ be a vector bundle over a 1 -dimensional manifold $M$. As noted in Preliminary remarks, we assume that $M$ is simply connected. Let $\mathcal{D}$ be a system of homogeneous linear ordinary differential equations on $E$ as considered in Introduction.

Let $\operatorname{Sol}(\mathcal{D})$ denote the space of all solutions of $\mathcal{D}$. As is well known, $\operatorname{Sol}(\mathcal{D})$ is an $n r$-dimensional vector space. For a moment, let us fix a basis $\left\{s_{1}, \cdots, s_{n r}\right\}$ of $\operatorname{Sol}(\mathcal{D})$.

Taking a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{1}, \cdots\right.$, $\left.e_{r}\right\}$ of $E$, we define, for each $x \in M$, the matrices $Y_{1}(x), \cdots, Y_{n}(x)$ and $Y(x)$ by (0.4) and (0.5). It is well known that $Y(x)$ is non-singular, and in particular the $r$ column vectors of $Y_{1}(x)$ are linearly independent.

Taking another coordinate system $t^{\prime}$ in $M$ and another moving frame $\left\{e_{1}^{\prime}, \cdots, e_{r}^{\prime}\right\}$ of $E$, we define matrices $Y_{1}^{\prime}(x), \cdots, Y_{n}^{\prime}(x)$ and $Y^{\prime}(x)$ in the same way. We write $e_{1}^{\prime}, \cdots, e_{n}^{\prime}$ in the form:

$$
e_{\beta x}^{\prime}=\sum_{\alpha=1}^{r} c_{\alpha \beta}(x) e_{\alpha x}, \quad x \in M
$$

where $C(x)=\left(c_{\alpha \beta}(x)\right) \in G L(r, \mathbb{R})$. The proof of the next lemma is straightforward.

Lemma 1.1. (1) $Y_{1}^{\prime}(x)=Y_{1}(x)^{t} C(x)^{-1}, x \in M$.
(2) For every $k, 2 \leqq k \leqq n, Y_{k}^{\prime}(x)$ can be written in the form:

$$
Y_{k}^{\prime}(x)=\left(\frac{d t}{d t^{\prime}}\right)^{k-1} Y_{k}(x)^{t} C(x)^{-1}+\sum_{j=1}^{k-1} Y_{j}(x) D_{j k}(x)
$$

where $D_{1 k}(x), \cdots, D_{k-1 k}(x)$ are $r \times r$ matrices.
Let $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ be the Grassmann manifold consisting of all $r$-dimensional subspaces of $\mathbb{R}^{n r}$. For each $x \in M$, let $\kappa(x)\left(\in \operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)\right)$ be the subspace of $\mathbb{R}^{n r}$ spanned by the $r$ column vectors of $Y_{1}(x)$. By (1) of Lemma 1.1, the definition of $\kappa(x)$ does not depend on the choice of $\left(t,\left\{e_{\alpha}\right\}\right)$. It is not difficult to see that the assignment $x \rightarrow \kappa(x)$ gives an immersion of $M$ into $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$. We call the map $\kappa$ the characteristic map of $\mathcal{D}$ (corresponding to the basis $\left\{s_{\alpha}\right\}$ of $\operatorname{Sol}(\mathcal{D})$ ).

### 1.2. $\quad$ The induced principal bundles $P$

Consider the general linear group $G L(n r, \mathbb{R})$ acting on $\mathbb{R}^{n r}$ on the left. The group $G L(n r, \mathbb{R})$ acts on the Grassmann manifold $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ in a natural way. Let $o$ be the point of $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ corresponding to the subspace spanned by the first $r$ vectors of the natural basis of $\mathbb{R}^{n r}$. The isotropy subgroup $K$ of $G L(n r, \mathbb{R})$ at $o$ is given by:

$$
K=\left\{A \in G L(n r, \mathbb{R}) \mid A_{21}=\cdots=A_{n 1}=0\right\}
$$

We denote by $\pi_{0}$ the natural projection of $G L(n r, \mathbb{R})$ onto $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right)$ under the identification $\operatorname{Gr}\left(\mathbb{R}^{n r}, r\right) \simeq G L(n r, \mathbb{R}) / K$.

Using the characteristic map $\kappa$, we define a submanifold $P$ of the direct product $M \times G L(n r, \mathbb{R})$ by

$$
P=\left\{(x, Z) \in M \times G L(n r, \mathbb{R}) \mid \kappa(x)=\pi_{0}(Z)\right\}
$$

We denote by $\pi_{M}$ (resp. $\pi_{G}$ ) the projection of $P$ onto $M$ (resp. the projection of $P$ onto $G L(n r, \mathbb{R})$ ). Clearly $P$ is a principal $K$-bundle over $M$ with the projection $\pi_{M}$.

The $g l(n r, \mathbb{R})$-valued 1-form $\omega$ on $P$. Let $\omega$ be the pull back of the Maurer-Cartan form of $G L(n r, \mathbb{R})$ by the projection $\pi_{G}$. The 1-form $\omega$ possesses the following properties:
( $\omega$.1) $\omega(v) \neq 0$ for every non-zero tangent vector $v$ of $P$.
( $\omega .2$ ) $\quad R_{A *} \omega=\operatorname{Ad}\left(A^{-1}\right) \omega \quad$ for all $A \in K$.
( $\omega$.3) $\omega\left(X^{*}\right)=X \quad$ for all $X \in \mathfrak{k}$, where $\mathfrak{k}$ stands for the Lie algebra of $K$.

The standard cross sections. We fix a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{\alpha}\right\}$ of $E$. We define $Y(x) \in G L(n r, \mathbb{R}), x \in M$, by (0.5). Let $\sigma$ be the map of $M$ into $M \times G L(n r, \mathbb{R})$ defined by

$$
\sigma(x)=(x, Y(x)), \quad x \in M
$$

Obviously $\sigma$ is a cross section of $P$, that is, $\sigma(x) \in P$ for all $x \in M$. The cross section $\sigma$ will be called the standard cross section of $P$ (corresponding to $\left.\left(t,\left\{e_{\alpha}\right\}\right)\right)$.

### 1.3. The bundle homomorphism $\varepsilon: P \rightarrow \mathcal{F}(E)$

Let $\mathcal{F}(E)$ be the frame bundle of $E$. Let $\varepsilon: K \rightarrow G L(r, \mathbb{R})$ be the homomorphism defined by

$$
\varepsilon(A)={ }^{t} A_{11}^{-1}, \quad A \in K
$$

Here, we will define a natural bundle homomorphism $\varepsilon$ of $P$ onto $\mathcal{F}(E)$ corresponding to the group homomorphism $\varepsilon: K \rightarrow G L(r, \mathbb{R})$.

For each $p \in P$, we write $p$ in the form:

$$
p=(x, Z), \quad x \in M, \quad Z \in G L(n r, \mathbb{R}) .
$$

We further write $Z$ in the form: $Z=\left(Z_{1}, \cdots, Z_{n}\right)$.
Lemma 1.2. There exists a unique basis $\left\{\varepsilon_{1}(p), \cdots, \varepsilon_{r}(p)\right\}$ of $E_{x}$ such that

$$
s_{\alpha}(x)=\sum_{\beta=1}^{r} z_{\alpha \beta} \varepsilon_{\beta}(p), \quad \alpha=1, \cdots, n r
$$

where $Z_{1}=\left(z_{\alpha \beta}\right)$.
Proof. We take a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{\alpha}\right\}$ of $E$. Let $Y(x)$ be the $n r \times n r$-matrix defined by (0.5). Since $\pi_{0}\left(Z_{1}\right)=\pi_{0}\left(Y_{1}(x)\right)$, we can write $Z_{1}$ in the form:

$$
Z_{1}=Y_{1}(x) C, \quad \text { where } \quad C \in G L(r, \mathbb{R})
$$

Let $\left\{\varepsilon_{1}(p), \cdots, \varepsilon_{r}(p)\right\}$ be the basis of $E_{x}$ defined by

$$
\varepsilon_{\beta}(p)=\sum_{\alpha=1}^{r} c_{\alpha \beta}^{\prime} e_{\alpha x}, \quad 1 \leqq \beta \leqq r
$$

where ${ }^{t} C^{-1}=\left(c_{\alpha \beta}^{\prime}\right)$. It is easy to see that $\left\{\varepsilon_{\alpha}(p)\right\}$ is the desired basis of $E_{x}$. The uniqueness is obvious.
Q.E.D.

Let $\varepsilon: P \rightarrow \mathcal{F}(E)$ be the map defined by

$$
\varepsilon(p)=\left\{\varepsilon_{\alpha}(p)\right\}
$$

It is easily checked that $\varepsilon: P \rightarrow \mathcal{F}(E)$ is a bundle homomorphism corresponding to $\varepsilon: K \rightarrow G L(r, \mathbb{R})$.

Remark. Let $\sigma$ be the standard cross section of $P$ corresponding to $\left(t,\left\{e_{\alpha}\right\}\right)$. Then,

$$
\begin{equation*}
\varepsilon(\sigma(x))=\left\{e_{\alpha x}\right\} \quad \text { for all } \quad x \in M \tag{1.1}
\end{equation*}
$$

### 1.4. Expressions in local coordinate systems

We fix a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{\alpha}\right\}$ of $E$. Here, we will give a local expression of the 1 -form $\omega$ by using ( $t,\left\{e_{\alpha}\right\}$ ). We express $\mathcal{D}$ as (0.2).

Proposition 1.3. Let $\sigma$ be the standard cross section of $P$ corresponding to $\left(t,\left\{e_{\alpha}\right\}\right)$. For each $x \in M$, we write the $n r \times n r$ matrix $\left(\sigma^{*} \omega\right)(d / d t)_{x}$ in the form:

$$
\left(\sigma^{*} \omega\right)\left(\frac{d}{d t}\right)_{x}=\left(X_{i j}(x)\right)
$$

where $X_{i j}(x)$ are $r \times r$ matrices. Then,

$$
\begin{align*}
& X_{k+1 k}(x)=k I, k=1, \cdots, n-1  \tag{1.2}\\
& X_{n-k+1}(x)=-\frac{(n-k)!}{(n-1)!}{ }^{t} A^{(k)}(t(x)), k=1, \cdots, n .  \tag{1.3}\\
& X_{i j}(x)=0 \text { for the remaining pairs of indices }(i, j) . \tag{1.4}
\end{align*}
$$

Proof. We define $Y(x)=\left(Y_{k}(x)\right) \in G L(n r, \mathbb{R}), x \in M$, by (0.5). Then we have the following equalities:

$$
\begin{aligned}
\frac{d Y_{k}}{d t}(x) & =k Y_{k+1}(x), \quad k=1, \cdots, n-1 \\
\frac{d Y_{n}}{d t}(x) & =-\sum_{k=1}^{n} \frac{(n-k)!}{(n-1)!} Y_{n-k+1}(x)^{t} A^{(k)}(t(x))
\end{aligned}
$$

On the other hand, since $Y(x)^{-1} d Y / d t(x)=X(x)$, we have

$$
\frac{d Y_{k}}{d t}(x)=\sum_{j=1}^{n} Y_{j}(x) X_{j k}(x), \quad k=1, \cdots, n
$$

The assertion follows from these equalities. Q.E.D.

Remark. It is easy to verify that if a cross section $\sigma$ of $P$ satisfies (1.1), (1.2) and (1.4), then $\sigma$ is the standard cross section corresponding to $\left(t,\left\{e_{\alpha}\right\}\right)$.

### 1.5. The compatibility relative to the choice of the basis of $\operatorname{Sol}(\mathcal{D})$

Let $\left\{s_{1}^{\prime}, \cdots, s_{n r}^{\prime}\right\}$ be a basis of $\operatorname{Sol}(\mathcal{D})$ such that

$$
s_{\alpha}^{\prime}=\sum_{\beta=1}^{n r} a_{\alpha \beta} s_{\beta}, \quad \alpha=1, \cdots, n r
$$

where $A=\left(a_{\alpha \beta}\right) \in G L(n r, \mathbb{R})$. With respect to $\left\{s_{\alpha}^{\prime}\right\}$, we define $\kappa^{\prime}, P^{\prime}$, $\omega^{\prime}$ and $\varepsilon^{\prime}$ as before. We define a transformation $\Phi$ of $M \times G L(n r, \mathbb{R})$ by

$$
\Phi(x, Z)=(x, A Z), \quad x \in M \quad \text { and } \quad Z \in G L(n r, \mathbb{R})
$$

The next proposition is obvious.
Proposition 1.4. (1) $\kappa^{\prime}=A^{\circ} \kappa$.
(2) $\Phi$ maps $P$ onto $P^{\prime}$ and induces a bundle isomorphism $\Phi_{P}$ of $P$ onto $P^{\prime}$ such that $\Phi_{P} * \omega^{\prime}=\omega$ and $\varepsilon^{\prime} \circ \Phi_{P}=\varepsilon$.

In view of Proposition 1.4, the subsequent argument goes through without reference to the choice of $\left\{s_{\alpha}\right\}$.

## §2. A reduction theorem for the principal bundle $P$

### 2.1. Notations

Let $S^{n-1}\left(\mathbb{R}^{2}\right)$ be the symmetric tensor product of $\mathbb{R}^{2}$ of degree $n-1$ and $S^{n-1}\left(\mathbb{R}^{2}\right) \otimes \mathbb{R}^{r}$ be the tensor product of $S^{n-1}\left(\mathbb{R}^{2}\right)$ and $\mathbb{R}^{r}$. Let $\left\{v_{1}, v_{2}\right\}$ be the natural basis of $\mathbb{R}^{2}$ and $\left\{u_{1}, \cdots, u_{r}\right\}$ be the natural basis of $\mathbb{R}^{r}$. Taking $\left\{\binom{n-1}{0} v_{1}^{n-1} \otimes u_{1}, \cdots,\binom{n-1}{0} v_{1}^{n-1} \otimes u_{r},\binom{n-1}{1} v_{1}^{n-2} \otimes v_{2} \otimes\right.$ $\left.u_{1}, \cdots,\binom{n-1}{1} v_{1}^{n-2} \otimes v_{2} \otimes u_{r}, \cdots,\binom{n-1}{n-1} v_{2}^{n-1} \otimes u_{1}, \cdots,\binom{n-1}{n-1} v_{2}^{n-1} \otimes u_{r}\right\}$ as a basis of $S^{n-1}\left(\mathbb{R}^{2}\right) \otimes \mathbb{R}^{r}$, we identify $S^{n-1}\left(\mathbb{R}^{2}\right) \otimes \mathbb{R}^{r}$ with $\mathbb{R}^{n r}$.

The homomorphism $\rho: S L(2, \mathbb{R}) \rightarrow G L(n r, \mathbb{R})$. Let $\rho_{1}$ be the representation of $S L(2, \mathbb{R})$ on $S^{n-1}\left(\mathbb{R}^{2}\right)$ defined by

$$
\rho_{1}(A) w_{1} \cdots w_{r}=A w_{1} \cdots A w_{r}, \quad A \in S L(2, \mathbb{R}), \quad w_{1}, \cdots, w_{r} \in \mathbb{R}^{2}
$$

and let $\rho_{2}$ be the trivial representation of $S L(2, \mathbb{R})$, i.e.,

$$
\rho_{2}(A) w=w, \quad A \in S L(2, \mathbb{R}), \quad w \in \mathbb{R}^{r}
$$

Then we define $\rho$ to be the homomorphism corresponding to the representation $\rho_{1} \otimes \rho_{2}$ of $S L(2, \mathbb{R})$ on $S^{n-1}\left(\mathbb{R}^{2}\right) \otimes \mathbb{R}^{r}$ under the identification of $S^{n-1}\left(\mathbb{R}^{2}\right) \otimes \mathbb{R}^{r}$ with $\mathbb{R}^{n r}$. Let $\rho_{*}$ denote the homomorphism of $\operatorname{sl}(2, \mathbb{R})$ onto $g l(n r, \mathbb{R})$ induced by $\rho$. Let $\left\{s_{-1}, s_{0}, s_{1}\right\}$ be the basis of $s l(2, \mathbb{R})$ defined by

$$
s_{-1}=\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right), \quad s_{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad s_{1}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
$$

Then $\rho_{*}$ maps $s_{-1}, s_{0}$ and $s_{1}$ respectively to

$$
\begin{aligned}
& U_{-1}=\left(\begin{array}{ccccccc}
0 & & & & & & 0 \\
I & 0 & & & & & \\
& 2 I & 0 & & & & \\
& & \ddots & \ddots & & & \\
& 0 & & & (n-2) I & 0 & \\
& & & & & (n-1) I & 0
\end{array}\right), \\
& U_{0}=\left(\begin{array}{ccccc}
(n-1) I & & & & 0 \\
& (n-3) I & & & \\
0 & & \ddots & & \\
0 & & & -(n-3) I & \\
& & & & -(n-1) I
\end{array}\right),
\end{aligned}
$$

$$
U_{1}=\left(\begin{array}{ccccc}
0 & (n-1) I & & & \\
& 0 & (n-2) I & 0 & \\
& & 0 & \ddots & \\
& & & 2 I & \\
& 0 & & 0 & I \\
& & & & 0
\end{array}\right)
$$

where $I$ stands for the $r \times r$ unit matrix.
The homomorphism $\lambda: G L(r, \mathbb{R}) \rightarrow G L(n r, \mathbb{R})$. Let $\lambda$ be the homomorphism of $G L(r, \mathbb{R})$ onto $G L(n r, \mathbb{R})$ defined by

$$
\lambda(C)=\left(\begin{array}{cccc}
{ }^{t} C^{-1} & & & \\
& { }^{t} C^{-1} & & 0 \\
0 & & \ddots & \\
& & & { }^{t} C^{-1}
\end{array}\right), \quad C \in G L(r, \mathbb{R})
$$

The subgroups $H$ and $H_{0}$ of $G L(n r, \mathbb{R})$. Let $H$ be the subgroup of $G L(n r, \mathbb{R})$ defined by

$$
H=\rho(S L(2, \mathbb{R})) \cdot \lambda(G L(r, \mathbb{R}))
$$

and let $H_{0}$ be the subgroup of $K$ defined by

$$
H_{0}=H \cap K
$$

Let $S L(2, \mathbb{R})_{0}$ be the set of all upper triangular matrices of $S L(2, \mathbb{R})$. Then it should be noted that

$$
H_{0}=\rho\left(S L(2, \mathbb{R})_{0}\right) \cdot \lambda(G L(r, \mathbb{R}))
$$

and hence

$$
H / H_{0} \simeq S L(2, \mathbb{R}) / S L(2, \mathbb{R})_{0} \simeq P\left(\mathbb{R}^{2}\right)
$$

where $P\left(\mathbb{R}^{2}\right)$ is the real projective line. We denote by $\mathfrak{h}$ and $\mathfrak{h}_{0}$ the Lie algebras of $H$ and $H_{0}$ respectively.

The subspace $\mathfrak{m}$ of $g l(n r, \mathbb{R})$. Let $\mathfrak{m}$ be the subspace of $g l(n r, \mathbb{R})$ consisting of all elements $X=\left(X_{i j}\right)$ of $g l(n r, \mathbb{R})$ satisfying

$$
\begin{aligned}
& X_{i j}=0 \quad \text { for } \quad j \neq n \\
& X_{n n}=0 \\
& \operatorname{Tr} X_{n-1}=0
\end{aligned}
$$

One should note that $\mathfrak{m}$ is $\operatorname{Ad}\left(H_{0}\right)$ invariant.

### 2.2. The normal reduction of $P$ to $H_{0}$

Let $P$ be the principal $K$-bundle over $M$ defined as in 1.2. A reduction $Q$ of $P$ to $H_{0}$ is said to be normal if the restriction of $\omega$ to $Q$ takes values in $\mathfrak{h}+\mathfrak{m}$.

Proposition 2.1. Let $Q$ be a normal reduction of $P$ to $H_{0}$, and $\chi$ be the restriction of $\omega$ to $Q$. Let $\chi_{\mathfrak{h}}$ and $\chi_{\mathfrak{m}}$ be the $\mathfrak{h}$-component of $\chi$ and the $\mathfrak{m}$-component of $\chi$ respectively. Then,
(1) $\chi_{\mathfrak{h}}$ is a flat Cartan connection of type $H / H_{0}$ in $Q$.
(2) $\chi_{\mathfrak{m}}$ is a tensorial form, that is, the following equalities are satisfied:

$$
\begin{array}{lll}
R_{A *} \chi_{\mathfrak{m}}=\operatorname{Ad}\left(A^{-1}\right) \chi_{\mathfrak{m}} & \text { for all } & A \in H_{0} . \\
\chi_{\mathfrak{m}}\left(X^{*}\right)=0 & \text { for all } & X \in \mathfrak{h}_{0} .
\end{array}
$$

Proof. Since both $\mathfrak{h}$ and $\mathfrak{m}$ are $\operatorname{Ad}\left(H_{0}\right)$ invariant, we have

$$
R_{A *} \chi_{\mathfrak{h}}=\operatorname{Ad}\left(A^{-1}\right) \chi_{\mathfrak{h}} \quad \text { and } \quad R_{A *} \chi_{\mathfrak{m}}=\operatorname{Ad}\left(A^{-1}\right) \chi_{\mathfrak{m}}
$$

for any $A \in H_{0}$. By definition, we have

$$
\chi_{\mathfrak{h}}\left(X^{*}\right)=X \quad \text { and } \quad \chi_{\mathfrak{m}} \quad\left(X^{*}\right)=0 \quad \text { for any } \quad X \in \mathfrak{h}_{0} .
$$

Clearly we have $\chi_{\mathfrak{h}}(v) \neq 0$ for every non-zero tangent vector $v$ of $Q$. Therefore $\chi_{\mathfrak{h}}$ is a Cartan connection of type $H / H_{0}$ in $Q$. Since $M$ is 1-dimensional, $\chi_{\mathfrak{h}}$ is flat.
Q.E.D.

We are now in a position to state the main theorem.
Theorem 2.2. There exists a unique normal reduction of $P$ to $H_{0}$.

This theorem will be proved in the next section. The uniqueness of the normal reduction yields the following

Proposition 2.3. Let $Q$ be the normal reduction of $P$. Let $\sigma$ be $a$ cross section of $P$ and $\sigma^{*} \omega$ be the pull back of $\omega$ by $\sigma$. If $\sigma^{*} \omega$ takes values in $\mathfrak{h}+\mathfrak{m}$, then $\sigma(x) \in Q$ for all $x \in M$. In other words, $\sigma$ is a cross section of $Q$.

Proof. Let $Q^{\prime}$ be the reduction of $P$ to $H_{0}$ which contains the subset $\sigma(M)$ of $P$. We want to show that the reduction $Q^{\prime}$ is normal. Let $\chi^{\prime}$ be the restriction of $\omega$ to $Q^{\prime}$. We first show that $\chi^{\prime}(v) \in \mathfrak{h}+\mathfrak{m}$, for any $v \in T(Q)_{\sigma(x)}, x \in M$. It is sufficient to consider the following two cases:

Case 1. $v$ is vertical. In this case $v$ can be written in the form $v=X^{*}$, where $X \in \mathfrak{h}_{0}$. Hence we have

$$
\chi^{\prime}(v)=X \in \mathfrak{h}_{0} \subset \mathfrak{h}+\mathfrak{m} .
$$

Case 2. $\quad v=\sigma_{*}(d / d t)$, where $t$ is a local coordinate system in $M$. We have

$$
\chi^{\prime}(v)=\left(\sigma^{*} \omega\right)\left(\frac{d}{d t}\right) \in \mathfrak{h}+\mathfrak{m}
$$

We can write any point $q$ of $Q^{\prime}$ in the form:

$$
q=\sigma(x) A, \quad x \in M, \quad A \in H_{0}
$$

From the equality $R_{A *} \chi_{q}^{\prime}=\operatorname{Ad}\left(A^{-1}\right) \chi_{\sigma(x)}^{\prime}$ and the fact that $\mathfrak{h}+\mathfrak{m}$ is $\operatorname{Ad}\left(H_{0}\right)$ invariant, it follows that $\chi_{q}^{\prime}$ takes values in $\mathfrak{h}+\mathfrak{m}$. Therefore $Q^{\prime}$ is a normal reduction.
Q.E.D.

## §3. Proof of Theorem 2.2

In this section, we will prove Theorem 2.2.

### 3.1. Algebraic preliminaries

For each integer $k,-n+1 \leqq k \leqq n-1$, let $\mathfrak{g}_{k}\left(\right.$ resp. $\left.\mathfrak{g}^{(k)}\right)$ be the subspace of $g l(n r, \mathbb{R})$ consisting of all elements $X=\left(X_{i j}\right)$ such that

$$
\begin{aligned}
X_{i j}=0 & \text { for } \quad j \neq i+k \\
\text { (resp. } X_{i j}=0 & \text { for } \quad j<j+k) .
\end{aligned}
$$

It is easy to see that $g l(n r, \mathbb{R})$ becomes a graded Lie algebra with the direct sum decomposition $\operatorname{gl}(n r, \mathbb{R})=\sum_{k} \mathfrak{g}_{k}$, that is, $\left[\mathfrak{g}_{j}, \mathfrak{g}_{k}\right] \subset \mathfrak{g}_{j+k}$, for any $-n+1 \leqq j, k \leqq n-1$. One should note that, for any $k \geqq$ $0, \mathfrak{g}^{(k)}$ becomes a graded subalgebra of $\operatorname{gl}(n r, \mathbb{R})$ with the direct sum decomposition $\mathfrak{g}^{(k)}=\sum_{j \geq k} \mathfrak{g}_{j}$.

For $k=-1,0,1$, let $\ell_{k}$ be the subspace of $s l(2, \mathbb{R})$ defined by $\ell_{k}=\mathbb{R} s_{k}$. It is also easy to see that $s l(2, \mathbb{R})$ becomes a graded Lie algebra with the direct sum decomposition $\operatorname{sl}(2, \mathbb{R})=\sum_{k} \ell_{k}$, and that $\rho_{*}\left(\ell_{k}\right) \subset \mathfrak{g}_{k}$ for $k=-1,0,1$.

The operators $\partial_{k}$. For each integer $k,-n+2 \leqq k \leqq n$, we put $C^{k, 0}=\mathfrak{g}_{k-1}$ and $C^{k, 1}=\mathfrak{g}_{k-1} \otimes \ell_{-1}^{*}$. On the analogy of the so-called Spencer complex, we define an operator $\partial_{k}: C^{k, 0} \rightarrow C^{k-1,1}$ by

$$
\left(\partial_{k} X\right)(s)=\left[\rho_{*}(s), X\right], \quad X \in C^{k, 0} \quad \text { and } \quad s \in \ell_{-1}
$$

A simple calculation shows the following

Lemma 3.1. (1) $\operatorname{Ker} \partial_{k}=0,2 \leqq k \leqq n$.
(2) $C^{k, 1}=\operatorname{Im} \partial_{k+1}+(\mathfrak{h}+\mathfrak{m})_{k-1} \otimes \ell_{-1}^{*}$, for any $k$, where $(\mathfrak{h}+$ $\mathfrak{m})_{k-1}=\mathfrak{g}_{k-1} \cap(\mathfrak{h}+\mathfrak{m})$.

The subgroup $H^{(0)}$ of $K$. Let $G_{0}$ and $G^{(0)}$ be the subgroups of $G L(n r, \mathbb{R})$ defined respectively by

$$
\begin{aligned}
G_{0} & =\left\{A=\left(A_{i j}\right) \mid A_{i j}=0 \quad \text { for } \quad i \neq j\right\} \\
G^{(0)} & =\left\{A=\left(A_{i j}\right) \mid A_{i j}=0 \quad \text { for } \quad i>j\right\} .
\end{aligned}
$$

Clearly, $G_{0} \subset G^{(0)} \subset K$. It is easy to see that the Lie algebras of $G_{0}$ and $G^{(0)}$ agree with $\mathfrak{g}_{0}$ and $\mathfrak{g}^{(0)}$ respectively. The next lemmas are obvious.

Lemma 3.2. (1) $\mathfrak{g}_{k}$ is $\operatorname{Ad}\left(G_{0}\right)$-invariant for every $k$.
(2) $\mathfrak{g}^{(k)}$ is $\operatorname{Ad}\left(G^{(0)}\right)$-invariant for every $k \geqq 0$.

Lemma 3.3. (1) Every element $A$ of $G^{(0)}$ can be written uniquely in the form:

$$
A=A_{0} \exp X_{1} \cdots \exp X_{n-1}
$$

where $A_{0} \in G_{0}$ and $X_{k} \in \mathfrak{g}_{k}$. Moreover the assignment $A \rightarrow A_{0}$ gives a homomorphism of $G^{(0)}$ onto $G_{0}$.
(2) Every element $A$ of $H_{0}$ can be written uniquely in the form:

$$
A=A_{0} \exp X_{1}, \quad A_{0} \in \dot{G}_{0} \cap H, \quad X_{1} \in \mathfrak{g}_{1} \cap \mathfrak{h} .
$$

Let $H^{(0)}$ be the set of all elements $A$ of $G^{(0)}$ of the form:

$$
\begin{equation*}
A=A_{0} \exp X_{1} \cdots \exp X_{n-1}, \quad A_{0} \in G_{0} \cap H, \quad X_{k} \in \mathfrak{g}_{k} \tag{3.1}
\end{equation*}
$$

Clearly $H_{0} \subset H^{(0)} \subset K$. By (1) of Lemma 3.3, $H^{(0)}$ is a subgroup of $G^{(0)}$ whose Lie algebra $\mathfrak{h}^{(0)}$ coincides with the subspace $\mathfrak{h}_{0}+\mathfrak{g}^{(1)}$ of $g l(n r, \mathbb{R})$.

Lemma 3.4. (1) $\mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$ is $\operatorname{Ad}\left(H^{(0)}\right)$-invariant.
(2) $\mathfrak{m}$ is $\operatorname{Ad}\left(H^{(0)}\right)$-invariant.

Proof. We will prove only (1). The proof of (2) is much easier. Let $A$ be any element of $H^{(0)}$. By definition $A$ can be written in the form

$$
A=A_{0} \exp X_{1} \cdots \exp X_{n-1}, \quad A_{0} \in G_{0} \cap H, \quad X_{k} \in \mathfrak{g}_{k}
$$

Since $A \in G^{(0)}$, we have $\operatorname{Ad}(A) \mathfrak{g}^{(0)}=\mathfrak{g}^{(0)}$. Hence to prove the assertion, it suffices to show that $\operatorname{Ad}(A) U_{-1} \in \mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$. Clearly we have, for any $k \geqq 1$,

$$
\operatorname{Ad}\left(\exp X_{k}\right)\left(U_{-1}\right) \equiv U_{-1} \quad\left(\bmod \mathfrak{g}^{(0)}\right)
$$

and hence

$$
\operatorname{Ad}(A)\left(U_{-1}\right) \equiv \operatorname{Ad}\left(A_{0}\right)\left(U_{-1}\right) \quad\left(\bmod \mathfrak{g}^{(0)}\right)
$$

Since $A_{0} \in H$, we have

$$
\operatorname{Ad}\left(A_{0}\right)\left(U_{-1}\right) \in \mathfrak{h} \subset \mathbb{R} U_{-1}+\mathfrak{g}^{(0)}
$$

Therefore we have the assertion.
Q.E.D.

The subgroups $H^{(1)}, \cdots, H^{(n-1)}$ of $K$. Let $H^{(1)}, \cdots, H^{(n-1)}$ be the subgroups of $K$ defined inductively by

$$
H^{(k)}=\left\{A \in H^{(k-1)} \mid \operatorname{Ad}(A) \text { preserves } \mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}\right\}
$$

where $\mathfrak{h}^{(k-1)}$ stands for the Lie algebra of $H^{(k-1)}$.
Lemma 3.5. (1) For any integer $k \geqq 1, H^{(k)}$ consists of the elements $A$ of $G^{(0)}$ of the form:

$$
A=A_{0} \exp X_{1} \exp X_{k+1} \cdots \exp X_{n-1}
$$

where $A_{0} \in G_{0} \cap H, X_{1} \in \mathfrak{g}_{1} \cap \mathfrak{h}$ and $X_{j} \in \mathfrak{g}_{j}$ for $j \geqq k+1$. In particular $H^{(n-1)}=H_{0}$.
(2) For every $A \in H^{(k-1)} \backslash H^{(k)}$,

$$
\operatorname{Ad}(A)\left(\mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}\right) \cap\left(\mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}\right)=\mathfrak{h}^{(k-1)}+\mathfrak{m}
$$

Proof. (1) We first remark that

$$
H^{(k)}=\left\{A \in H^{(k-1)} \mid \operatorname{Ad}(A) U_{-1} \in \mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}\right\}
$$

In fact $\mathfrak{h}^{(k-1)}$ is $\operatorname{Ad}\left(H^{(k-1)}\right)$-invariant, and by Lemma 3.4, $\mathfrak{m}$ is also $\operatorname{Ad}\left(H^{(k-1)}\right)$-invariant.

The proof is by induction on $k$. We first consider the case where $k=1$. By definition, any element $A$ of $H^{(0)}$ can be written as (3.1). Since $\operatorname{Ad}\left(A_{0}\right) U_{-1} \in \mathfrak{h} \subset \mathbb{R} U_{-1}+\mathfrak{h}^{(0)}$, we have $A_{0} \in H^{(1)}$. Hence $A \in H^{(1)}$, if and only if $A_{0}^{-1} A \in H^{(1)}$. In a similar way as in the proof of Lemma 3.4, we can show that

$$
\operatorname{Ad}\left(A_{0}^{-1} A\right)\left(U_{-1}\right) \equiv\left[X_{1}, U_{-1}\right] \quad\left(\bmod \mathbb{R} U_{-1}+\mathfrak{h}^{(0)}\right)
$$

Therefore $A \in H^{(1)}$ if and only if $\left[X_{1}, U_{-1}\right] \in \mathfrak{g}_{0} \cap \mathfrak{h}$. A simple calculation shows that this is equivalent to $X_{1} \in \mathfrak{g}_{1} \cap \mathfrak{h}$.

Assume that the assertion is true for $k-1$. Then, any element $A$ of $H^{(k-1)}$ can be written in the form: $A=A_{0} \exp X_{1} \exp X_{k} \cdots \exp X_{n-1}$, where $A_{0} \in G_{0} \cap H, X_{1} \in \mathfrak{g}_{1} \cap \mathfrak{h}$ and $X_{j} \in \mathfrak{g}_{j}$ for $j \geqq k$. Hence $\mathfrak{h}^{(k-1)}=\mathfrak{h}_{0}+\mathfrak{g}^{(k)}$. As above, we can show that $A_{0} \exp X_{1} \in H^{(k)}$. Accordingly, without loss of generality, we may assume that $A$ is of the form

$$
A=\exp X_{k} \cdots \exp X_{n-1}, \quad X_{j} \in \mathfrak{g}_{j} \quad j=k, \cdots, n-1
$$

Then we have

$$
\operatorname{Ad}(A)\left(U_{-1}\right) \equiv\left[X_{k}, U_{-1}\right] \quad\left(\bmod \mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}\right)
$$

Therefore $A \in H^{(k)}$ if and only if

$$
\left[X_{k}, U_{-1}\right] \in \mathfrak{g}_{k-1} \cap(\mathfrak{h}+\mathfrak{m})
$$

This is equivalent to $X_{k}=0$. (2) follows from the above arguments.
Q.E.D.

### 3.2. The normal reduction of $P$ to $H^{(0)}$

A reduction $Q^{(0)}$ of $P$ to $H^{(0)}$ is said to be normal if the restriction of $\omega$ to $Q^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$.

Proposition 3.6. There exists a unique normal reduction of $P$ to $H^{(0)}$.

Proof. We need the next lemma, which follows immediately from the definition of the group $H^{(0)}$.

Lemma 3.7. Let $A, A^{\prime} \in G L(n r, \mathbb{R})$. The following conditions are mutually equivalent:
(i) There exists $B \in H^{(0)}$ such that $A^{\prime}=A B$.
(ii) There exist $a \in \mathbb{R} \backslash\{0\}, C \in G L(r, \mathbb{R})$ and a family of $r \times r$ matrices $D_{j k}, j<k$, such that

$$
A_{k}^{\prime}=a^{k-1} A_{k} C+\sum_{j=1}^{k-1} A_{j} D_{j k} \quad k=1, \cdots, n
$$

We first show the existence. We take a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{\alpha}\right\}$ of $E$. Let $\sigma$ be the standard cross section
of $P$ corresponding to $\left(t,\left\{e_{\alpha}\right\}\right)$. Let $Q^{(0)}$ be the unique reduction of $P$ which contains the submanifold $\sigma(M)$. By Lemmas 1.1 and 3.7, it follows that the definition of $Q^{(0)}$ does not depend on the choice of $\left(t,\left\{e_{\alpha}\right\}\right)$.

We want to show that $Q^{(0)}$ is a normal reduction of $P$ to $H^{(0)}$. Let $\omega^{(0)}$ be the restriction of $\omega$ to $Q^{(0)}$. We assume that, for any $x \in M, \omega^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$ at $\sigma(x)$. It suffices to consider the following two cases:

Case 1. $v$ is vertical. In this case, $v$ can be written in the form $v=X^{*}$, where $X \in \mathfrak{h}^{(0)}$. Hence we have

$$
\omega^{(0)}(v)=X \in \mathfrak{h}^{(0)} \subset \mathbb{R} U_{-1}+\mathfrak{g}^{(0)}
$$

Case 2. $\quad v=\sigma_{*}(d / d t)$. The assertion is a consequence of Proposition 1.3.

For a general point $q$ of $Q^{(0)}$, we can write $q$ in the form

$$
q=\sigma(x) A, \quad x \in M \quad \text { and } \quad A \in H^{(0)}
$$

Now the assertion follows from Lemma 3.4 and the equality

$$
R_{A *} \omega^{(0)}=\operatorname{Ad}\left(A^{-1}\right) \omega^{(0)}
$$

We next show the uniqueness. Let $Q^{(0)^{\prime}}$, be a normal reduction of $P$ to $H^{(0)}$. We must show that $Q^{(0)^{\prime}}$, coincides with $Q^{(0)}$. Let $\sigma^{\prime}$ be any cross section of $Q^{(0)^{\prime}}$. We write $\sigma^{\prime}$ in the form

$$
\sigma^{\prime}(x)=\left(x, Y^{\prime}(x)\right), \quad x \in M, \quad Y^{\prime}(x) \in G L(n r, \mathbb{R})
$$

By assumption, $\sigma^{\prime *} \omega$ takes values in $\mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$. We can take a coordinate system $t$ in $M$ in such a way that $\mathbb{R} U_{-1}$-component of the function $\left(\sigma^{\prime *} \omega\right)(d / d t)$ is equal to $U_{-1}$. Then we have, for every $x \in M$,

$$
\begin{aligned}
& Y^{\prime}(x)^{-1} \frac{d Y^{\prime}}{d t}(x) \\
& \quad=\left(\sigma^{\prime *} \omega\right)\left(\frac{d}{d t}\right)(x) \\
& \quad=\left(\begin{array}{ccccc}
X_{11}(x) & \cdot & & \cdot & \cdot
\end{array}\right. \\
& I \\
& \\
& \\
& \\
& \\
& \\
& X_{22}(x) \\
& \\
& \\
& 0
\end{aligned}
$$

where $X_{j k}(x), j \leqq k$, are $r \times r$ matrices. From this we obtain the following equalities

$$
\begin{equation*}
Y_{k+1}^{\prime}(x)=\frac{1}{k} \frac{d Y^{\prime}}{d t} k(x)-\frac{1}{k} \sum_{j \leq k} Y_{j}^{\prime}(x) X_{j k}(x), \quad k=1, \cdots, n \tag{3.2}
\end{equation*}
$$

We take a moving frame $\left\{e_{\alpha}\right\}$ of $E$ in such a way that $e_{\alpha}(x)+$ $\varepsilon_{\alpha}\left(\sigma^{\prime}(x)\right), \alpha=1, \cdots, r$, for all $x \in M$, where $\varepsilon=\left\{\varepsilon_{\alpha}\right\}$ denotes the bundle homomorphism of $P$ to $\mathcal{F}(E)$ defined in the paragraph 1.3. We write the standard cross section $\sigma$ in the form

$$
\sigma(x)=(x, Y(x)), \quad x \in M, \quad Y(x) \in G L(n r, \mathbb{R})
$$

Then, for every $x \in M$, we have the following equalities

$$
\begin{equation*}
Y_{k+1}(x)=\frac{1}{k} \frac{d}{d t} Y_{k}(x), \quad x \in M, \quad k=1, \cdots, n-1 . \tag{3.3}
\end{equation*}
$$

Furthermore we have

$$
\begin{equation*}
Y_{1}^{\prime}(x)=Y_{1}(x) \quad x \in M \tag{3.4}
\end{equation*}
$$

Combining (3.2), (3.3) and (3.4), we can inductively show that there exists a family of $r \times r$ matrices $D_{j k}(x), j<k$, such that

$$
Y_{k}^{\prime}(x)=Y_{k}(x)+\sum_{j=1}^{k-1} Y_{j}(x) D_{j k}(x)
$$

for $k=1, \cdots, n$. From Lemma 3.7, we see that there exists $B(x) \in H^{(0)}$ such that $\sigma^{\prime}(x)=\sigma(x) B(x)$. This means that $\sigma^{\prime}(x) \in Q^{(0)}$. Q.E.D.

### 3.3. The normal reduction of $P$ to $H^{(k)}$

For each integer $k \geqq 1$, we say that a reduction $Q^{(k)}$ of $P$ to $H^{(k)}$ is normal if the restriction of $\omega$ to $Q^{(k)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}$. Since $H^{(n-1)}=H_{0}$ and $\mathbb{R} U_{-1}+\mathfrak{h}^{(n-2)}+\mathfrak{m}=\mathfrak{h}+\mathfrak{m}$, a normal reduction of $P$ to $H^{(n-1)}$ is nothing but a normal reduction of $P$ to $H_{0}$ defined in §2. Hence Theorem 2.2 follows from the following

Proposition 3.8. For every $k \geqq 1$, there exists a unique normal reduction of $P$ to $H^{(k)}$.

Proof. The proof is by induction on $k$. Let us consider the case where $k=1$. We first show the existence. Let $Q^{(0)}$ be the normal
reduction of $P$ to $H^{(0)}$ and $\omega^{(0)}$ be the restriction of $\omega$. We define $Q^{(1)}$ to be the set of all points $q$ of $Q^{(0)}$ such that $\omega_{q}^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{h}^{(0)}+\mathfrak{m}$.

Now we want to show that, for every $x \in M$, the fiber $Q_{x}^{(1)}$ of $Q^{(1)}$ over $x$ is non-empty. For this purpose, we fix an arbitrary point $q$ of $Q_{x}^{(0)}$ and an arbitrary subspace $V_{q}$ of $T\left(Q^{(0)}\right)_{q}$ such that the projection $\pi_{M^{*}}: V_{q} \rightarrow T(M)_{x}$ is an isomorphism. For each $j,-n+1 \leqq j \leqq n-1$, let $\omega_{j}^{(0)}$ denote the $\mathfrak{g}_{j}$-component of $\omega^{(0)}$. Since $Q^{(0)}$ is a normal reduction, $\left(\omega_{-1}^{(0)}\right)_{q}$ takes values in $\mathbb{R} U_{-1}\left(=\rho_{*}\left(\ell_{-1}\right)\right)$ and gives an isomorphism of $V_{q}$ onto $\mathbb{R} U_{-1}$. Hence, for every $s \in \ell_{-1}$, there exists a unique element $v(s)$ of $V_{q}$ such that $\left(\omega_{-1}^{(0)}\right)(v(s))=s$.

This being prepared, for each $j,-n+2 \leqq j \leqq n$, we define $u_{j} \in C^{j, 1}$ $\left(=\mathfrak{g}_{j-1} \otimes \ell_{-1}^{*}\right)$ by

$$
\begin{equation*}
u_{j}(s)=\left(\omega_{j-1}^{(0)}\right)(v(s)), \quad s \in \ell_{-1} . \tag{3.5}
\end{equation*}
$$

Since $Q^{(0)}$ is a normal reduction, we have

$$
\begin{aligned}
& u_{j}=0 \quad \text { for } \quad j \leqq-1, \\
& u_{0}=\rho_{*} .
\end{aligned}
$$

Taking any $X \in \mathfrak{g}_{1}$, we put $A=\exp X$ and $q^{\prime}=q A$. For each $j$, $-n+2 \leqq j \leqq n$, we also define $u_{j}^{\prime} \in C^{j, 1}$ by

$$
\begin{equation*}
u_{j}^{\prime}(s)=\left(\omega_{j-1}^{(0)}\right)\left(R_{A *} v(s)\right), \quad s \in \ell_{-1} \tag{3.6}
\end{equation*}
$$

Since $R_{A *} \omega_{j}^{(0)}=\omega_{j}^{(0)}$ for every $j \leqq-1$ and $R_{A *} \omega_{0}^{(0)}=\omega_{0}^{(0)}-\left[X, \omega_{-1}^{(0)}\right]$, we have

$$
\begin{align*}
u_{j}^{\prime} & =u_{j}=0 \quad \text { for all } \quad j \leqq-1 \\
u_{0}^{\prime} & =u_{0}=\rho_{*}  \tag{3.7}\\
u_{-1}^{\prime} & =u_{1}+\partial_{2} X .
\end{align*}
$$

By Lemma 3.1, we can choose $X$ in such a way that

$$
\begin{equation*}
u_{1}^{\prime} \in(\mathfrak{h}+\mathfrak{m})_{0} \otimes \ell_{-1}^{*} . \tag{3.8}
\end{equation*}
$$

Then, by (3.7) and (3.8), we have

$$
\omega^{(0)}\left(R_{A *} v(s)\right) \in \mathbb{R} U_{-1}+\mathfrak{h}^{(0)}+\mathfrak{m}
$$

for all $s \in \ell_{-1}$. On the other hand, we have

$$
\omega^{(0)}(v) \in \mathfrak{h}^{(0)}
$$

for any vertical tangent vector $v$ of $Q^{(0)}$ at $q^{\prime}$. Therefore we see that $\omega_{q^{\prime}}^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{h}^{(0)}+\mathfrak{m}$ and hence $q^{\prime} \in Q_{x}^{(1)}$.

From (2) of Lemma 3.5 and the definitions of $H^{(1)}$ and $Q^{(1)}$, it is clear that $Q^{(1)}$ is a normal reduction of $P$ to $H^{(1)}$.

Next we show the uniqueness. Let $Q^{(1)^{\prime}}$ be a normal reduction of $P$ to $H^{(1)}$. Let $Q^{(0)^{\prime}}$ be the reduction of $P$ to $H^{(0)}$ which contains $Q^{(1)^{\prime}}$. It is not difficult to see that $Q^{(0)^{\prime}}$ is a normal reduction of $P$ to $H^{(0)}$. Hence, $Q^{(1)^{\prime}} \subset Q^{(0)^{\prime}}=Q^{(0)}$. Take any point $q^{\prime}$ of $Q^{(1)^{\prime}}$. From the assumption that $Q^{(1)^{\prime}}$ is normal, we easily see that $\omega_{q^{\prime}}^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{h}^{(0)}+\mathfrak{m}$. Hence we have $q^{\prime} \in Q^{(1)}$. We have thus proved the case $k=1$.

Assume that the assertion is true for $k-1$. Let $Q^{(k-1)}$ be the normal reduction of $P$ to $H^{(k-1)}$ and $\omega^{(k-1)}$ be the restriction of $\omega$ to $Q^{(k-1)}$. In a similar way as in the case $k=1$, let $Q^{(k)}$ be the set of all points $q$ of $Q^{(k-1)}$ such that $\omega_{q}^{(k-1)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{h}^{(k-1)}+\mathfrak{m}$. We claim that, for every $x \in M$, the fiber $Q_{x}^{(k)}$ of $Q^{(k)}$ at $x$ is non-empty. We fix an arbitrary point $q$ of $Q_{x}^{(k-1)}$ and an arbitrary subspace $V_{q}$ of $T\left(Q^{(k-1)}\right)_{q}$ such that $\pi_{M *}: V_{q} \rightarrow T(M)_{x}$ is an isomorphism. Taking any $X \in \mathfrak{g}_{k}$, we define $u_{j}, u_{j}^{\prime} \in C^{j, 1}$ respectively as (3.5) and (3.6). Then we have

$$
\begin{array}{rlrl}
u_{j}^{\prime} & =u_{j} & =0 & \text { for } \\
u_{0}^{\prime} & =u_{0} & =\rho_{*}, & \\
u_{j}^{\prime} & =u_{j} & \in(\mathfrak{h}+\mathfrak{m})_{j-1} \otimes \ell_{-1}^{*}  \tag{3.9}\\
u_{k}^{\prime} & =u_{k}+\partial_{k+1} X . & \text { for } & 1 \leqq j \leqq k-1, \\
\end{array}
$$

By Lemma 3.1, we can take $X \in \mathfrak{g}_{k}$ in such a way that

$$
\begin{equation*}
u_{k}^{\prime} \in(\mathfrak{h}+\mathfrak{m})_{k-1} \otimes \ell_{-1}^{*} \tag{3.10}
\end{equation*}
$$

Then, from (3.9) and (3.10), we see that $q \exp X \in Q^{(k)}$, proving the assertion. It is clear that $Q^{(k)}$ is a normal reduction of $P$ to $H^{(k)}$.

The uniqueness can be shown in quite similar manner as in the case $k=1$.
Q.E.D.

## §4. Canonical forms and differential invariants

Let $Q$ be the normal reduction of $P$ to $H_{0}$. As before, let $\chi$ be the restriction of $\omega$ to $Q$ and $\chi_{\mathfrak{h}}$ (resp. $\chi_{\mathfrak{m}}$ ) be the $\mathfrak{h}$-component of $\chi$ (resp. the $\mathfrak{m}$-component of $\chi$ ).
4.1. The vector field $U_{-1}^{*}$ and the functions $A^{(1)}, \cdots, A^{(n)}$

Since $\chi_{\mathfrak{h}}$ is a Cartan connection in $Q, \chi_{\mathfrak{h}}$ gives a linear isomorphism of $T(Q)_{q}$ onto $\mathfrak{h}$ at each point $q$ of $Q$. For any $X \in \mathfrak{h}$, let $X^{*}$ be the vector field on $Q$ defined by

$$
\begin{equation*}
\chi_{\mathfrak{h}}\left(X^{*}\right)=X \tag{4.1}
\end{equation*}
$$

For $X \in \mathfrak{h}_{0}$, the above notation $X^{*}$ is compatible with the standard notation of the fundamental vector field corresponding to $X$ (see Preliminary remarks).

Lemma 4.1. (1) For any $T=\left(\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right) \in S L(2, \mathbb{R})_{0}$ and any $C \in G L(r, \mathbb{R})$, the following equalities are satisfied:

$$
\begin{aligned}
& R_{\rho(T) *}\left(U_{-1}^{*}\right)=a^{2} U_{-1}^{*}-a b U_{0}^{*}-b^{2} U_{1}^{*} \\
& R_{\lambda(C) *}\left(U_{-1}^{*}\right)=U_{-1}^{*}
\end{aligned}
$$

(2) $\left[U_{0}^{*}, U_{-1}^{*}\right]=-2 U_{-1}^{*}$ and $\left[U_{1}^{*}, U_{-1}^{*}\right]=U_{0}^{*}$.

Proof. These assertions follow immediately from the facts that

$$
R_{A *} \chi_{\mathfrak{h}}=\operatorname{Ad}\left(A^{-1}\right) \chi_{\mathfrak{h}} \quad \text { and } \quad d \chi_{\mathfrak{h}}+\frac{1}{2}\left[\chi_{\mathfrak{h}} \wedge \chi_{\mathfrak{h}}\right]=0
$$

where $A \in H_{0}$.
Q.E.D.

We write the $n r \times n r$ matrix $\chi_{\mathfrak{m}}\left(U_{-1}^{*}\right)_{q}, q \in Q$, in the form:

$$
\chi_{\mathfrak{m}}\left(U_{-1}^{*}\right) q=\left(X_{i j}(q)\right)
$$

where $X_{i j}(q)$ are $r \times r$ matrices. Since $\chi_{\mathfrak{m}}\left(U_{-1}^{*}\right)_{q} \in \mathfrak{m}$, we have

$$
\begin{aligned}
& X_{i j}(q)=0 \quad \text { for } \quad j \neq n \\
& X_{n n}(q)=0 \\
& \operatorname{Tr} X_{n-1}(q)=0
\end{aligned}
$$

For each integer $k, 2 \leqq k \leqq n$, let $A^{(k)}(q)=\left(a_{\alpha \beta}^{(k)}(q)\right), q \in Q$, be the $r \times r$-matrices defined by the equation:

$$
A^{(k)}(q)=-\frac{(n-1)!}{(n-k)!}{ }^{t} X_{n-k+1 n}(q)
$$

Note that $\operatorname{Tr} A^{(2)}(q)=0$.
Lemma 4.2. (1) For any $T=\left(\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right) \in S L(2, \mathbb{R})_{0}$ and any $C \in G L(r, \mathbb{R})$, the following equalities are satisfied:

$$
\begin{aligned}
& A^{(k)}(q \rho(T))=\sum_{j=0}^{k-2} j!\binom{k-1}{j}\binom{n-k+j}{j} a^{-2 k+j}(-b)^{j} A^{(k-j)}(q) \\
& A^{(k)}(q \lambda(C))=C^{-1} A(q) C
\end{aligned}
$$

(2) $U_{0}^{*} A^{(k)}=-2 k A^{(k)}$,

$$
U_{1}^{*} A^{(k)}=-(k-1)(n-k+1) A^{(k-1)}
$$

Proof. (1) We will show only the first equality. The second equality is also proved in a similar manner. The proof is based on (2) of Proposition 2.1 and on (1) of Lemma 4.1. We have

$$
\begin{align*}
\chi_{\mathfrak{m}}\left(U_{-1}^{*}\right)_{q \rho(T)}= & a^{-2} \chi_{\mathfrak{m}}\left(R_{\rho(T) *}\left(U_{-1}^{*}\right)_{q}\right) \\
& +a^{-1} b \chi_{\mathfrak{m}}\left(U_{0}^{*}\right)_{q \rho(T)}+a^{-2} b^{2} \chi_{\mathfrak{m}} \quad\left(U_{1}^{*}\right)_{g \rho(T)}  \tag{4.2}\\
= & a^{-2} \operatorname{Ad}\left(\rho(T)^{-1}\right) \chi_{\mathfrak{m}}\left(U_{-1}^{*}\right)_{q} .
\end{align*}
$$

We write $\rho(T)$ and $\rho(T)^{-1}$ in the form $\rho(T)=\left(T_{i j}\right)$ and $\rho(T)^{-1}=\left(T_{i j}^{\prime}\right)$, where $T_{i j}, T_{i j}^{\prime}, 1 \leqq i, j \leqq n$ are $r \times r$ matrices. Then it is easy to see that

$$
\begin{array}{ll}
T_{i j}=T_{i j}^{\prime}=0 \quad \text { for } \quad i>j, & \text { for } \quad i \leqq j \\
T_{i j}=\binom{n-i}{j-i} a^{n+1-i-j} b^{j-i} I & \text { for } \quad i \leqq j  \tag{4.3}\\
T_{i j}^{\prime}=\binom{n-i}{j-i} a^{-n-1+i+j}(-b)^{j-i} I & \text { for } \quad i \leqq j
\end{array}
$$

From (4.2) and (4.3) it follows that

$$
\begin{aligned}
X_{n-k+1 n}(q \rho(T)) & =a^{-2} \sum_{j=0}^{k-1} T_{n-k+1 n-k+j+1}^{\prime} X_{n-k+j+1 n}(q) T_{n n} \\
& =\sum_{j=0}^{k-1}\binom{k-1}{j} a^{-2 k+j}(-b)^{j} X_{n-k+j+1 n}
\end{aligned}
$$

The assertion follows from this equality.
(2) Substituting $\exp t s_{0}$ for $T$ in the first equality of (1), we have

$$
A^{(k)}\left(q \exp t U_{0}\right)=\exp (-2 k t) A^{(k)}(q)
$$

By differentiating both sides of this equality with respect to the parameter $t$, we obtain the first equality of (2). The second equality is proved quite similarly. Q.E.D.

### 4.2. Laguerre-Forsyth's canonical forms

Here, we will show that there exists one to one correspondence between the Laguerre-Forsyth's canonical forms of $\mathcal{D}$ and the integral curves of the vector field $U_{-1}^{*}$.

Let $\gamma(t)$ be an integral curve of $U_{-1}^{*}$. We write $\gamma(t)$ in the form

$$
\gamma(t)=(x(t), Y(t)), \quad x(t) \in M, \quad Y(t) \in G L(n r, \mathbb{R})
$$

Clearly the map $t \rightarrow x(t)$ is an immersion and hence the parameter $t$ can be regarded as a local coordinate system in $M$. Let $\sigma$ be the cross section of $Q$ defined by the assignment $\sigma: x(t) \rightarrow \gamma(t)$. Then we have

$$
\left(\sigma^{*} \omega\right)\left(\frac{d}{d t}\right)_{x(t)}=\chi\left(U_{-1}^{*}\right)_{\gamma(t)}=U_{-1}+\chi_{\mathfrak{m}}\left(U_{-1}^{*}\right)_{\gamma(t)}
$$

Hence equations (1.2) and (1.4) are satisfied. From the remark following Proposition 1.3, we see that $\sigma$ is the standard cross section of $P$ with respect to $\left(t,\left\{e_{\alpha}\right\}\right)$, where $\left\{e_{\alpha}\right\}$ is defined by

$$
\begin{equation*}
e_{\alpha}(x)=\varepsilon_{\alpha}(\sigma(x)), \quad x \in M, \quad \alpha=1, \cdots, r \tag{4.4}
\end{equation*}
$$

By Proposition 1.3, $\mathcal{D}$ is written in the form

$$
\begin{equation*}
\left(\frac{d}{d t}\right)^{n} y_{\alpha}+\sum_{k=1}^{n} \sum_{\beta=1}^{r} a_{\alpha \beta}^{(k)}(\gamma(t))\left(\frac{d}{d t}\right)^{n-k} y_{\beta}=0, \quad \alpha=1, \cdots, r \tag{4.5}
\end{equation*}
$$

This is nothing but one of the Laguerre Forsyth's canonical forms of $\mathcal{D}$.

Theorem 4.3. For any integral curve $\gamma(t)$ of $U_{-1}^{*}$, (4.5) gives a Laguerre-Forsyth's canonical form of $\mathcal{D}$. Conversely every LaguerreForsyth's canonical form can be thus obtained.

Proof. It is sufficient to show the converse. We take any LaguerreForsyth's canonical form of $\mathcal{D}$. Let $t$ be the corresponding coordinate system in $M$ and $\left\{e_{\alpha}\right\}$ be the corresponding moving frame of $E$, and let $\sigma$ be the standard cross section of $P$ corresponding to $\left(t,\left\{e_{\alpha}\right\}\right)$. By Proposition 1.3, the 1 -form $\sigma^{*} \omega$ takes values in $\mathfrak{h}+\mathfrak{m}$, and by Proposition 2.3, $\sigma$ is a cross section of $Q$. Let $\gamma(t)$ be the curve in $Q$ satisfying $\gamma(t(x))=\sigma(x)$. Clearly $\gamma(t)$ is an integral curve of $U_{-1}^{*}$. It is obvious that the Laguerre-Forsyth's canonical form corresponds to this integral curve $\gamma(t)$.
Q.E.D.

### 4.3. Transformations between canonical forms

Here, we will interpret the fact (B) in terms of the relation between the integral curves of $U_{-1}^{*}$. Let $\gamma(t)$ and $\gamma^{\prime}(t)$ be integral curves of $U_{-1}^{*}$. Regarding $t$ and $t^{\prime}$ as local coordinate systems in $M$, we write $t^{\prime}$ in the form: $t^{\prime}=t^{\prime}(t)$.

Theorem 4.4. There exist $S=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{R})$ and $C=$ $\left(c_{\alpha \beta}\right) \in G L(r, \mathbb{R})$ such that the following equalities are satisfied.

$$
\begin{align*}
& t^{\prime}(t)=\frac{a t+b}{c t+d}  \tag{4.6}\\
& \gamma^{\prime}\left(t^{\prime}(t)\right)=\gamma(t) \rho(T(t)) \lambda(C)
\end{align*}
$$

where $T(t)$ is the element of $S L(2, \mathbb{R})_{0}$ defined by

$$
T(t)=\left(\begin{array}{cc}
(c t+d)^{-1} & -c \\
0 & c t+d
\end{array}\right) .
$$

Proof. For any $S=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{R})$ and any $C \in G L(r, \mathbb{R})$, we define a curve $\delta(s)$ by the right-hand side of (4.6), i.e.,

$$
\begin{aligned}
& s=s(t)=\frac{a t+b}{c t+d} \\
& \delta(s(t))=\gamma(t) \rho(T(t)) \lambda(C)
\end{aligned}
$$

We claim that $\delta(s)$ is an integral curve of $U_{-1}^{*}$. For this purpose, we write $\gamma(t)$ and $\delta(s)$ in the form:

$$
\begin{array}{lll}
\gamma(t)=(x(t), Y(t)), & x(t) \in M, & Y(t) \in G L(r, \mathbb{R}) \\
\delta(s)=(z(s), W(s)), & z(s) \in M, & W(s) \in G L(r, \mathbb{R})
\end{array}
$$

We have $z(s(t))=x(t)$ and $W(s(t))=Y(t) \rho(T(t)) \lambda(C)$. Hence, it follows that

$$
\begin{aligned}
\chi_{\mathfrak{h}}\left(\delta_{*}\left(\frac{d}{d s}\right)\right)= & {\left[W(s)^{-1} \frac{d W}{d s}(s)\right]_{\mathfrak{h}} } \\
= & \left(\frac{d t}{d s}\right) \lambda(C)^{-1} \rho(T(t))^{-1}\left[Y(t)^{-1} \frac{d Y}{d t}(t)\right]_{\mathfrak{h}} \quad \rho(T(t)) \lambda(C) \\
& +\left(\frac{d t}{d s}\right) \lambda(C)^{-1} \rho(T(t))^{-1} \frac{d}{d t} \rho(T(t)) \lambda(C),
\end{aligned}
$$

where $\left[Y(t)^{-1} d Y / d t(t)\right]_{\mathfrak{h}}$ and $\left[W(s)^{-1} d W / d s(s)\right]_{\mathfrak{h}}$ denote the $\mathfrak{h}$ components of $Y(t)^{-1} d Y / d t(t)$ and $W(s)^{-1} d W / d s(s)$ respectively. Using the equality $\left[Y(t)^{-1} d Y / d t(t)\right]_{\mathfrak{h}}=U_{-1}=\rho_{*}\left(s_{-1}\right)$ and the fact that $\rho$ is a homomorphism of $S L(2, \mathbb{R})$ onto $G L(n r, \mathbb{R})$, we have

$$
\begin{aligned}
& \rho\left(T(t)^{-1}\right)\left[Y(t)^{-1} \frac{d Y}{d t}(t)\right]_{\mathfrak{h}} \quad \rho(T(t))=\rho_{*}\left(\operatorname{Ad}\left(T(t)^{-1} s_{-1}\right)\right), \\
& \rho\left(T(t)^{-1}\right) \frac{d}{d t} \rho(T(t))=\rho_{*}\left(T(t)^{-1} \frac{d T}{d t}(t)\right) .
\end{aligned}
$$

A direct calculation shows that

$$
\operatorname{Ad}\left(T(t)^{-1}\right) s_{-1}+T(t)^{-1} \frac{d T}{d t}(t)=\frac{1}{(c t+d)^{2}} s_{-1}
$$

From these equalities and $d t / d s=(c t+d)^{2}$, we conclude that

$$
\chi_{\mathfrak{h}}\left(\delta_{*}\left(\frac{d}{d s}\right)\right)=U_{-1}
$$

Therefore $\delta(s)$ is an integral curve of $U_{-1}^{*}$.
We can choose $T \in S L(2, \mathbb{R})$ and $C \in G L(r, \mathbb{R})$ in such a way that $\gamma^{\prime}\left(t_{0}\right)=\delta\left(t_{0}\right)$ for some $t_{0} \in \mathbb{R}$. Since both $\gamma^{\prime}\left(t^{\prime}\right)$ and $\delta(s)$ are integral curves of $U_{-1}^{*}, \gamma^{\prime}\left(t^{\prime}\right)$ coincides with $\delta(s)$, i.e., $t^{\prime}=s$ and $\gamma^{\prime}\left(t^{\prime}\right)=\delta(s)$.
Q.E.D.

Corollary 4.5. Under the same notations as in Theorem 4.4, the following equalities are satisfied:

$$
\begin{gathered}
\varepsilon_{\beta}\left(\gamma^{\prime}\left(t^{\prime}\right)\right)=(c t+d)^{n-1} \sum_{\alpha=1}^{r} c_{\alpha \beta} \varepsilon_{\alpha}(\gamma(t)), \quad \beta=1, \cdots, r, \\
A^{(k)}\left(\gamma^{\prime}\left(t^{\prime}\right)\right)=\sum_{j=0}^{k-2} j!\binom{k-1}{j}\binom{n-k+j}{j} . \\
(c t+d)^{2 k-j} c^{j} C^{-1} A^{(k-j)}(\gamma(t)) C .
\end{gathered}
$$

Proof. The first assertion follows from the fact that

$$
\varepsilon \circ \rho(T(t))=(c t+d)^{n-1} I \quad \text { and } \quad \varepsilon \circ \lambda(C)=C .
$$

The second assertion follows from (1) of Lemma 4.2.
Q.E.D.

### 4.4. Differential invariants $\Omega_{2}, \cdots, \Omega_{n}$

We say that an $r \times r$ matrix valued function $\Omega=\left(\Omega_{\alpha \beta}\right)$ on $Q$ is said to be an invariant of weight $k$ if it satisfies the following two conditions:

$$
\begin{align*}
& \Omega(q \rho(T))=a^{-2 k} \Omega(q) \\
& \quad \text { for all } \quad T=\left(\begin{array}{cc}
a & b \\
0 & a^{-1}
\end{array}\right) \in S L(2, \mathbb{R})_{0} \quad \text { and all } q \in Q . \tag{I.1}
\end{align*}
$$

$$
\begin{align*}
& \Omega(q \lambda(C))=C^{-1} \Omega(q) C  \tag{I.2}\\
& \quad \text { for all } \quad C \in G L(r, \mathbb{R}) \quad \text { and all } q \in Q
\end{align*}
$$

We may replace condition (I.1) by the following condition:

$$
\begin{equation*}
U_{0}^{*} \Omega=-2 k \Omega \quad \text { and } \quad U_{1}^{*} \Omega=0 \tag{I.1}
\end{equation*}
$$

Let $\chi_{-1}$ denote the $\mathbb{R} U_{-1}$ component of $\chi$ with respect to the direct sum decomposition $\mathfrak{h}=\mathbb{R} U_{-1}+\mathfrak{h}_{0}$. The next lemma is obvious.

Lemma 4.6. (1) $\chi_{-1}(v)=0$ for any vertical tangent vector $v$ of $Q$.
(2) $\quad R_{\rho(T) *} \chi_{-1}=a^{2} \chi_{-1} \quad$ for all $\quad T=\left(\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right) \in S L(2, \mathbb{R})_{0}$, $R_{\lambda(C)}^{*} \chi_{-1}=\chi_{-1} \quad$ for all $\quad C \in G L(r, \mathbb{R})$.

For any invariant $\Omega=\left(\Omega_{\alpha \beta}\right)$ of weight $k$ on $Q$, we define an $r \times r$ matrix valued covariant tensor field $\Omega^{\prime}=\left(\Omega_{\alpha \beta}^{\prime}\right)$ of degree $k$ on $Q$ by

$$
\Omega_{q}^{\prime}=\overbrace{\chi-1 \otimes \cdots \otimes \chi_{-1}}^{k \text { times }} \otimes \Omega(q) .
$$

Proposition 4.7. (1) $\Omega^{\prime}\left(v_{1}, \cdots, v_{k}\right)=0$ whenever at least one of the tangent vectors $v_{i}$ of $Q$ is vertical.
(2) $\quad R_{\rho(T) *} \Omega^{\prime}=\Omega^{\prime} \quad$ for any $\quad T \in S L(2, \mathbb{R})_{0}$. $R_{\lambda(C) *} \Omega^{\prime}=C^{-1} \Omega^{\prime} C \quad$ for any $\quad C \in G L(r, \mathbb{R})$.
(3) There exists a unique cross section $\theta$ of the vector bundle $\stackrel{k}{\otimes} T(M)^{*} \otimes \operatorname{End}(E)$ such that, for every $q \in Q$ and every $\beta, 1 \leqq \beta \leqq r$,

$$
\theta_{q}\left(\pi_{*} v_{1}, \cdots, \pi_{*} v_{k}\right) \varepsilon_{\beta}(q)=\sum_{\alpha=1}^{r} \Omega_{\alpha \beta}^{\prime}\left(v_{1}, \cdots, v_{k}\right) \varepsilon_{\alpha}(q)
$$

where $v_{1}, \cdots, v_{k} \in T(Q)_{q}$ and $\pi$ denotes the projection of $Q$ onto $M$.
Proof. (1) and (2) follow from the definition of the invariants and Lemma 4.6.
(3) For each $x \in M$, we take any $q \in Q$ such that $\pi(q)=x$. From (1), we see that there exists a unique element $\theta_{q}^{\prime}$ of $\stackrel{k}{\otimes} T(M)_{x}^{*} \otimes \operatorname{End}\left(E_{x}\right)$ such that

$$
\theta_{q}^{\prime}\left(\pi_{*} v_{1}, \cdots, \pi_{*} v_{k}\right) \varepsilon_{\beta}(q)=\sum_{\alpha=1}^{r} \Omega_{\alpha \beta}^{\prime}\left(v_{1}, \cdots, v_{k}\right) \varepsilon_{\alpha}(q)
$$

for all $v_{1}, \cdots, v_{k} \in T(Q)_{q}$. We put $\theta_{x}=\theta_{q}^{\prime}$. To see that the definition of $\theta_{x}$ does not depend on the choice of $q$, it suffices to remark the following equalities:

$$
\begin{aligned}
& \varepsilon_{\alpha}(q \rho(T))=a^{-n+1} \varepsilon_{\alpha}(q), 1 \leqq \alpha \leqq r, \text { for all } \quad T \in S L(2, \mathbb{R})_{0} \\
& \varepsilon_{\beta}(q \lambda(C))=\sum_{\alpha=1}^{r} c_{\alpha \beta} \varepsilon_{\beta}(q), 1 \leqq \beta \leqq r, \text { for all } \quad C \in G L(r, \mathbb{R})
\end{aligned}
$$

Q.E.D.

For each integer $k, 2 \leqq k \leqq n$, let $\theta_{k}$ be the $r \times r$-matrix-valued function on $Q$ defined by

$$
\theta_{k}(x)=\sum_{j=0}^{k-2}(-1)^{j} \frac{(2 k-j-2)!(n-k+j)!}{j!(k-j-1)!}\left(U_{-1}^{*}\right)^{j} A^{(k-j)}(x), \quad x \in M .
$$

Remark. In the case where $r=1$, the invariant $\Omega_{2}$ automatically vanishes.

Theorem 4.8. $\Omega_{k}$ is an invariant of weight $k$.

Proof. For the sake of simplicity, we put

$$
A^{(k, j)}=\left(U_{-1}^{*}\right)^{j} A^{(k)}
$$

The assertion is an immediate consequence of the following
Lemma 4.9. (1) $U_{0}^{*} A^{(k, j)}=-2(k+j) A^{(k, j)}$.
(2) $\quad U_{1}^{*} A^{(k, j)}=-(2 k+j-1) j A^{(k, j-1)}-(k-1)(n-k+1) A^{(k-1, j)}$.
(3) $A^{(k, j)}(q \lambda(C))=C^{-1} A^{(k, j)}(q) C$ for all $q \in Q$ and $C \in$ $G L(r, \mathbb{R})$.

Proof. By (2) of Lemma 4.1 and by (2) of Lemma 4.2, we have

$$
\begin{aligned}
U_{0}^{*} A^{(k, j)}= & U_{0}^{*}\left(U_{-1}^{*}\right)^{j} A^{(k)} \\
= & \sum_{i=1}^{j}\left(U_{-1}^{*}\right)^{j-i}\left[U_{0}^{*}, U_{-1}^{*}\right]\left(U_{-1}^{*}\right)^{i-1} A^{(k)} \\
& \quad+\left(U_{-1}^{*}\right)^{j} U_{0}^{*} A^{(k)} \\
= & -2 j\left(U_{-1}^{*}\right)^{j} A^{(k)}-2 k\left(U_{-1}^{*}\right)^{j} A^{(k)} \\
= & -2(k+j) A^{(k, j)},
\end{aligned}
$$

proving (1). Similarly we have

$$
\begin{aligned}
U_{1}^{*} A^{(k, j)}= & U_{1}^{*}\left(U_{-1}^{*}\right)^{j} A^{(k)} \\
= & \sum_{i=1}^{j}\left(U_{-1}^{*}\right)^{j-i}\left[U_{1}^{*}, U_{-1}^{*}\right]\left(U_{-1}^{*}\right)^{i-1} A^{(k)} \\
& \quad+\left(U_{-1}^{*}\right)^{j} U_{1}^{*} A^{(k)} \\
= & \sum_{i=1}^{j}\left(U_{-1}^{*}\right)^{j-i} U_{0}^{*} A^{(k, i-1)} \\
& \quad-(k-1)(n-k+1) A^{(k-1, j)}
\end{aligned}
$$

From (1), it follows that

$$
\begin{aligned}
U_{1}^{*} A^{(k, j)}=- & \sum_{i=1}^{j} 2(k+i-1) A^{(k, j-1)} \\
& -(k-1)(n-k+1) A^{(k-1, j)} \\
= & -(2 k+j-1) j A^{(k, j-1)}-(k-1)(n-k+1) A^{(k-1, j)}
\end{aligned}
$$

proving (2). (3) follows directly from (1) of Lemma 4.1 and (1) of Lemma 4.2.
Q.E.D.

Let $\theta_{k}$ be the cross section of $\stackrel{k}{\otimes} T(M)^{*} \otimes \operatorname{End}(E)$ corresponding to $\Omega_{k}$. Let $\gamma(t)$ be an integral curve of $U_{-1}^{*}$. As in 4.2, we take $t$ as a local coordinate system in $M$ and give the moving frame $\left\{e_{\alpha}\right\}$ of $E$ defined by (4.4). In terms of $\left(t,\left\{e_{\alpha}\right\}\right), \theta_{k}$ is expressed by the $r \times r$-matrix-valued $k$-covariant tensor field

$$
\sum_{j=0}^{k-2}(-1)^{j} \frac{(2 k-j-2)!(n-k+j)!}{j!(k-j-1)!}\left(\frac{d}{d t}\right)^{j} A^{(k-j)}(\gamma(t))(d t)^{k}
$$

Note that $A^{(j)}(\gamma(t)), j=2, \cdots, n$, are coefficients of (4.5).

## §5. Normal reductions and isomorphisms

In this section, we will show the compatibility of the normal reductions of Theorem 2.2 with isomorphisms of linear ordinary differential equations.

### 5.1. Isomorphisms of linear ordinary differential equations

Let $E^{\prime}$ be a vector bundle over a 1-dimensional manifold $M^{\prime}$ of the same rank as $E$. As in $\S 1$, we consider a system $\mathcal{D}^{\prime}$ of linear ordinary differential equations on $E^{\prime}$.

Let $\phi$ be a bundle isomorphism of $E$ onto $E^{\prime}$. For each cross section $s^{\prime}$ of $E^{\prime}$, we define a cross section $\phi^{*} s^{\prime}$ of $E$ by

$$
\left(\phi^{*} s^{\prime}\right)(x)=\phi_{x}^{-1}\left(s^{\prime}\left(\phi^{\prime}(x)\right)\right.
$$

where $x \in M$ and $\phi^{\prime}$ denotes the diffeomorphism of $M$ onto $M^{\prime}$ induced by $\phi$.

We say that $\phi$ is an isomorphism of $\mathcal{D}$ onto $\mathcal{D}^{\prime}$ if $\mathcal{D}^{\prime}$ corresponds to $\mathcal{D}$ under $\phi$. In this case, we have $\phi^{*} s^{\prime} \in \operatorname{Sol}\left(\mathcal{D}^{\prime}\right)$ for any $s^{\prime} \in \operatorname{Sol}\left(\mathcal{D}^{\prime}\right)$.

### 5.2 Normal reductions and isomorphisms

We fix a basis $\left\{s_{1}^{\prime}, \cdots, s_{n r}^{\prime}\right\}$ of $\operatorname{Sol}\left(\mathcal{D}^{\prime}\right)$. For any isomorphism $\phi$ of $\mathcal{D}$ onto $\mathcal{D}^{\prime}$, we define an $n r \times n r$-matrix $A(\phi)=\left(a_{\alpha \beta}(\phi)\right)$ as follows: As we have remarked above, $\phi^{*} s_{\alpha}^{\prime} \in \operatorname{Sol}(\mathcal{D})$ for every $\alpha$. Hence $\phi^{*} s_{\alpha}^{\prime}$ can be written as a linear combination of $s_{1}, \cdots, s_{n r}$. We define $A(\phi)$ by

$$
\phi^{*} s_{\alpha}^{\prime}=\sum_{\beta=1}^{r} a_{\alpha \beta}(\phi) s_{\beta}, \quad \alpha=1, \cdots, n r
$$

Using the matrix $A(\phi)$, we define a bundle isomorphism $\Phi$ of $M \times$ $G L(n r, \mathbb{R})$ onto $M^{\prime} \times G L(n r, \mathbb{R})$ as follows

$$
\Phi(x, Z)=\left(\phi^{\prime}(x), A(\phi) Z\right)
$$

where $x \in M$ and $Z \in G L(n r, \mathbb{R})$.
Associated with $\mathcal{D}^{\prime}$, we define a principal $K$-bundle $P^{\prime}$ over $M^{\prime}$ and a $g l(n r, \mathbb{R})$-valued 1-form $\omega^{\prime}$ on $P^{\prime}$ as before. Let $Q^{\prime}$ be the normal reduction of $P^{\prime}$ to $H_{0}$, and let $\chi^{\prime}$ be the restriction of $\omega^{\prime}$ to $Q^{\prime}$.

Theorem 5.1. (1) For every isomorphism $\phi$ of $\mathcal{D}$ onto $\mathcal{D}^{\prime}, \Phi$ maps $Q$ onto $Q^{\prime}$ and induces a bundle isomorphism $\Phi_{Q}$ of $Q$ onto $Q^{\prime}$ satisfying $\Phi_{Q}^{*} \chi^{\prime}=\chi$.
(2) For every bundle isomorphism $\Psi$ of $Q$ onto $Q^{\prime}$ satisfying $\Psi^{*} \omega^{\prime}$ $=\omega$, there exists a unique isomorphism $\phi$ of $\mathcal{D}$ onto $\mathcal{D}^{\prime}$ such that $\Phi_{Q}=$ $\Psi$.

Proof. (1): We first show that $\Phi$ maps $P$ onto $P^{\prime}$. We choose a moving frame $\left\{e_{\alpha}\right\}$ of $E$ and a moving frame $\left\{e_{\alpha}^{\prime}\right\}$ of $E^{\prime}$ in such a way that $\phi^{*} e_{\alpha}^{\prime}=e_{\alpha}, \alpha=1, \cdots, n$, and then define $Y_{1}$ and $Y_{1}^{\prime}$ by (0.4). It is easy to see that

$$
Y_{1}^{\prime}\left(\phi^{\prime}(x)\right)=A(\phi) Y_{1}(x)
$$

From this we easily see that $\Phi$ maps $P$ onto $P^{\prime}$ and induces a bundle isomorphism $\Phi_{P}$ of $P$ onto $P^{\prime}$. Moreover we have $\Phi_{P}^{*}=\omega$. From the uniqueness of the normal reduction of $P$ to $H_{0}$, we conclude that $\Phi_{P}$ maps $Q$ onto $Q^{\prime}$, that is, $\Phi$ maps $Q$ onto $Q^{\prime}$. Hence $\Phi$ induces a bundle isomorphism $\Phi_{Q}$ of $Q$ onto $Q^{\prime}$. It is clear that $\Phi_{Q}^{*} \chi^{\prime}=\chi$.
(2): We first remark that there exists a unique bundle isomorphism $\phi$ of $E$ onto $E^{\prime}$ which makes the following diagram commutative:

where $\phi_{\mathcal{F}}$ is the natural bundle isomorphism of $\mathcal{F}(E)$ onto $\mathcal{F}\left(E^{\prime}\right)$ induced by $\phi$.

It suffices to show that $\phi$ is an isomorphism of $\mathcal{D}$ onto $\mathcal{D}^{\prime}$. For this purpose, we take an integral curve $\gamma(t)$ of the vector field $U_{-1}^{*}$ on $Q$. Let $\gamma^{\prime}(t)$ be the curve in $Q^{\prime}$ defined by $\gamma^{\prime}(t)=\Psi(\gamma(t))$. From the equality $\Psi^{*} \chi^{\prime}=\chi$, we see that $\gamma^{\prime}(t)$ is an integral curve of $U_{-1}^{* \prime}$, where $U_{-1}^{*}$ is the vector field on $Q^{\prime}$ defined in the same way as $U_{-1}^{*}$. It is obvious that the canonical form of $\mathcal{D}^{\prime}$ corresponding to $\gamma^{\prime}(t)$ coincides with that of $\mathcal{D}$ corresponding to $\gamma(t)$.
Q.E.D.

## §6. Appendix

### 6.1. Jet bundles

Let $E$ be a vector bundle over a 1-dimensional manifold $M$. We denote by $\Gamma(E)$ the space of all cross sections of $E$ on $M$. In this section, we will not necessarily assume that $M$ is simply connected, unless otherwise stated. For each $k \geqq 0$, let $J^{k}(E)$ be the $k$-th jet bundle of $E$, and for any $s \in \Gamma(E)$ and any $x \in M, j_{x}^{k}(s)$ denotes the $k$-th jet of $s$ at $x$. For each integer $k, 0 \leqq k \leqq n-1, \pi_{k}^{n-1}$ denotes the natural projection of $J^{n-1}(E)$ onto $J^{k}(E)$.

We put $F^{k}(E)=\operatorname{Ker} \pi_{K}^{n-1}$ for $0 \leqq k \leqq n-1$, and $F^{-1}(E)=$ $J^{n-1}(E)$. Then we have a natural filtration

$$
0=F^{n-1}(E) \subset F^{n-2}(E) \subset \cdots \subset F^{0} \subset F^{-1}(E)=J^{n-1}(E)
$$

Moreover there is a natural bundle isomorphism of the quotient bundle $F^{k-1}(E) / F^{k}(E)$ onto the vector bundle $\stackrel{k}{\otimes} T(M)^{*} \otimes W$. This is defined as follows: We take a local coordinate system $t$ in $M$ and a moving frame $\left\{e_{\alpha}\right\}$ of $E$. Fixing a point $x$ of $M$, to each $s \in \Gamma(E)$ with $j_{x}^{k-1}(s)=0$, we assign

$$
\begin{equation*}
\frac{1}{k!} \sum_{\alpha=1}^{r}\left(\frac{d}{d t}\right)^{k} y_{\alpha}(x)(d t)^{k} \otimes e_{\alpha x} \quad\left(\in \stackrel{k}{\otimes} T(M)_{x}^{*} \otimes E_{x}\right) \tag{6.1}
\end{equation*}
$$

where $y_{\alpha}, 1 \leqq \alpha \leqq r$, are functions defined by (0.1). It is easy to see that the definition of (6.1) does not depend on the choice of $\left(t,\left\{e_{\alpha}\right\}\right)$. It is also easy to see that (6.1) is equal to zero for every $s \in \Gamma(E)$ with $j_{x}^{k}(s)=0$. Thus the assignment of $s$ to the expression (6.1) induces the isomorphism $F^{k-1}(E) / F^{k}(E) \simeq \stackrel{k}{\otimes} T(M)^{*} \otimes E$.

### 6.2. The typical fiber of $J^{n-1}(E)$

Let $V$ be an $r$-dimensional vector space with a fixed bases $\left\{v_{1}, \cdots\right.$, $\left.v_{r}\right\}$ and $W$ a 1-dimensional vector space with a fixed bases $\{w\}$. Let $F$ be the vecotr space defined by

$$
F=V+W \otimes V+\cdots+\stackrel{n-1}{\otimes} W \otimes V \quad \text { (direct sum) }
$$

Taking $\left\{v_{1}, \cdots, v_{r}, w \otimes v_{1}, \cdots, w \otimes v_{r}, \cdots, w^{n-1} \otimes v_{1}, \cdots, w^{n-1} \otimes v_{r}\right\}$ as a basis of $F$, we identify $F$ with $\mathbb{R}^{n r}$. We put

$$
F^{k}=\sum_{j>k} \stackrel{j}{\otimes} W \otimes V
$$

Then we have a natural filtration:

$$
0=F^{n-1} \subset F^{n-2} \subset \cdots \subset F^{0} \subset F^{-1}=F
$$

Note that $F^{k-1} / F^{k}$ is isomorphic to $\stackrel{k}{\otimes} W \otimes V$.

### 6.3. The principal $H^{(0)}$-bundle $R^{(0)}$

Let $\mathcal{F}\left(J^{n-1}(E)\right)$ be the frame bundle of $J^{n-1}(E)$. For every $x \in M$, we regard $\mathcal{F}\left(J^{n-1}(E)\right)_{x}$ as the set of all linear isomorphisms of $F$ onto $J^{n-1}(E)_{x}$.

Let $R_{x}^{(0)}$ be the set of all elements $p$ of $\mathcal{F}\left(J^{n-1}(E)\right)_{x}$ satisfying the following two conditions.

$$
\begin{equation*}
p\left(F^{k}\right)=F^{k}(E) \quad \text { for every } \quad 0 \leqq k \leqq n-1 \tag{R.1}
\end{equation*}
$$

By the first condition (R.1), every element $p$ of $R_{x}^{(0)}$ induces an isomorphism $p^{k}$ of $F^{k-1} / F^{k}$ onto $F^{k-1}(E)_{x} / F^{k}(E)_{x}$ for each $k, 0 \leqq$ $k \leqq n-1$. Furthermore the induced isomorphism $p^{0}$ can be regarded as an isomorphism of $V$ onto $E_{x}$. The second condition is (R.2) There exists a linear isomorphism $A$ of $W$ onto $T(M)_{x}^{*}$ which makes the following diagram commutative:

$$
\begin{array}{cc}
F^{k-1} / F^{k} \xrightarrow{p^{k}} & F^{k-1}(E)_{x} / F^{k}(E)_{x} \\
\downarrow & \downarrow \\
\stackrel{k}{\otimes} W \otimes V \xrightarrow{A^{k} \otimes p^{0}} & \stackrel{k}{\otimes} T(M)_{x}^{*} \otimes E_{x}
\end{array}
$$

where $A^{k}: \stackrel{k}{\otimes} W \rightarrow \stackrel{k}{\otimes} T(M)_{x}^{*}$ denotes the isomorphism defined by

$$
A^{k}\left(w_{1} \otimes \cdots \otimes w_{k}\right)=A w_{1} \otimes \cdots \otimes A w_{k}, \quad w_{1}, \cdots, w_{k} \in W
$$

We put $R^{(0)}=\bigcup_{x \in M} R_{x}^{(0)}$. It is not difficult to see that $R^{(0)}$ is a principal $H^{(0)}$-bundle over $M$ under the identification of $F$ with $\mathbb{R}^{n r}$.

Let $t$ be a local coordinate system in $M$ and $\left\{e_{\alpha}\right\}$ a moving frame of $E$. For each $x \in M$, let $\sigma_{x}$ be the linear isomorphism of $F$ onto $J^{n-1}(E)_{x}$ defined by

$$
\sum_{k=0}^{n-1} \sum_{\alpha=1}^{r} \frac{1}{k!}\left(\frac{d}{d t}\right)^{k} y_{\alpha}(x) w^{k} \otimes v_{\alpha} \rightarrow j_{x}^{n-1}(s)
$$

where $s=\sum y_{\alpha} e_{\alpha} \in \Gamma(E)$. It can be easily verified that $\sigma_{x} \in R_{x}^{(0)}$. Thus we have a cross section $\sigma$ of $R^{(0)}$, which will be called the standard cross section of $R^{(0)}$ corresponding $\left(t,\left\{e_{\alpha}\right\}\right)$.

### 6.4. The associated connection of $J^{n-1}(E)$

As before, let $\mathcal{D}$ be a system of linear ordinary differential equations on $E$ of order $n$. Let us consider the system of first-order differential equations associated with $\mathcal{D}$. This can be regarded as a system of firstorder equations on the $(n-1)$-th jet bundle $J^{n-1}(E)$ of $E$ as follows; Let $\sigma$ be the standard cross section of $R^{(0)}$ corresponding to a pair $\left(t,\left\{e_{\alpha}\right\}\right)$. For every $\zeta \in \Gamma\left(J^{n-1}(E)\right)$, we define a family of functions $f_{k \alpha}, 1 \leqq k \leqq n, 1 \leqq \alpha \leqq r$ on $M$ by

$$
\sigma_{x}^{-1} \zeta(x)=\sum_{k=1}^{n} f_{k \alpha}(x) w^{k-1} \otimes v_{\alpha}, \quad x \in M
$$

Then the system of first-order equations is given by

$$
\begin{aligned}
& \frac{d f_{k \alpha}}{d t}-k f_{k+1} \alpha=0, \quad 1 \leqq k \leqq n-1 \\
& \frac{d f_{n \alpha}}{d t}+\sum_{k=1}^{n} \sum_{\beta=1}^{r} \frac{(n-k)!}{(n-1)!} a_{\alpha \beta}^{(k)} f_{k \beta}=0
\end{aligned}
$$

Now we consider the affine connection of $J^{n-1}(E)$ associated with this system. Let $\omega$ be its connection form in $\mathcal{F}\left(J^{n-1}(E)\right)$ and let $\omega^{(0)}$ be the restriction of $\omega$ to $R^{(0)}$. It is easy to see that a similar assertion as in Proposition 1.3 holds for the pair $\left(R^{(0)},{ }^{t} \omega^{(0)}\right)$. Therefore we have the following

Proposition 6.1. $\quad{ }^{t} \omega^{(0)}$ takes values in $\mathbb{R} U_{-1}+\mathfrak{g}^{(0)}$.

### 6.5. A reduction theorem for $R^{(0)}$

A reduction $R$ of $R^{(0)}$ to $H_{0}$ is said to be normal if the restriction of ${ }^{t} \omega^{(0)}$ to $R$ takes values in $\mathfrak{h}+\mathfrak{m}$. In view of Proposition 6.1, it is obvious that the proof of Proposition 3.8 is still valid, if we replace $Q^{(0)}$ by $R^{(0)}$. Therefore we obtain the following

Theorem 6.2. There exists a unique normal reduction of $R^{(0)}$ to $H_{0}$.

Remark. Assume that $M$ is simply connected. We fix a basis $\left\{s_{1}, \cdots, s_{n r}\right\}$ of $\operatorname{Sol}(\mathcal{D})$. Then the system $\left\{j^{n-1}\left(s_{1}\right), \cdots, j^{n-1}\left(s_{n r}\right)\right\}$ gives a trivialization: $J^{n-1}(E) \simeq M \times \mathbb{R}^{n r}$. Hence we can naturally identify $\mathcal{F}\left(J^{n-1}(E)\right)$ with $M \times G L(n r, \mathbb{R})$. It is obvious that, under this identification, the correspondence $(x, y) \in R^{(0)} \rightarrow\left(x,{ }^{t} Y^{-1}\right) \in P$ maps the normal reduction of $R^{(0)}$ to that of $P$ constructed in $\S 3$.
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