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Positive Definite Quadratic Forms 

Fumihiro Sato 

§0. Introduction 

Let m, n be positive integers with m > n. Put r = SL(n, Z) and 
take a lattice L in the space M ( m, n; IR) of m by n real matrices stable 
under the action of r from the right. Denote by L' the set of matrices of 
rank n in L. In a series of papers ([Ml], [M2], [M5]) Maass made precise 
investigations of the following zeta functions: 

~ Q(x)cp(txx) 
((Q,cp,L;s)= ~ det(1:rx)s+d/2n' 

xEL' /r 

where Q(x) is a homogeneous polynomial of even degree d on V = 
M(m, n) invariant under the action of SL(n) from the right and cp(Y) is 
an automorphic form of homogeneous degree O on the space of positive 
definite symmetric matrices of size n with respect to the arithmetic sub
group r. According to his results, the zeta functions can be extended to 
meromorphic functions in the whole complex plane and satisfy a func
tional equation under s 1----+ m/2-s; however Maass' functional equation 
involves derivatives of the form 

where L (Dx) is a certain differential operator obtained from Q, and the 
derivatives have not been calculated explicitly unless Q(x) is harmonic. 

The aim of this paper is to present an approach to the Maass zeta 
functions based on the theory of prehomogeneous vector spaces and to 
obtain their explicit functional equation. In the present paper we restrict 
our attention to the case where the automorphic form cp is a constant 
function. The general case will be treated in a subsequent paper [S6] 
(see also [S5]). 
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Put G = SO(m) x GL(n). The group G acts linearly on the space 
V = M(m, n) of m by n matrices via 

(k E SO(n), g E GL(n), x EV). 

Then (G, V) is a prehomogeneous vector space with singular set 

S = { x E V I det (txx) = 0} 

and the Maass zeta functions can be viewed as zeta functions associated 
with this prehomogeneous vector space. 

Let R = C[M(m, n)]SL(n) be the ring of SL(n)-invariant polynomial 
functions on V = M(m,n). To get an explicit functional equation of 
the Maass zeta function, it is necessary to decompose the ring R into 
direct sum of simple G-modules. Put 

n 0 =min{n,m-n} and K,= [;]. 

Then simple components of R are parametrized by elements in the set 

A= {(.Ao,.A) E z X Z" I .Ao= .A1 = · · · = An0 (mod 2) } 
.Ao 2: · · · 2: An0 2: Ano+l = · · · = ,\" = 0 

if m =f- 2n, and 

if m = 2n and hence,,,,= n. We denote by R>..0 ,>.. the simple component 
corresponding to (,\0 , ,\) EA. Then our main theorem is the following: 

Theorem. Let Q(x) be a polynomial in R>..o,>.. ((,\0 , ,\) EA) and 
</>o (Y) be a constant function. Then 

(i) ((Q,L;s) = ((Q,¢0 ,L;s) has an analytic continuation to a 
meromorphic function of s in C and the function 

. IT ( 8 _ .A1 \i + 1) ( s _ ,\1 + m2- i + 1) 
i=no+l 

rrno ( ,\i - i - 1) ( Ai + m - i + 1 ) x s+--- s------ ((Q,L;s) 
i=l 2 2 

is an entire function. 
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(ii) Put 

l(Q,L; s) = v(L)l/2 7r-ns 

X ijt 1 r ( s - i - ~ - 1) fl r ( s + Ai - ; + 1) ( ( Q' L; s)' 

where v(L) = fvll</L dx and Cl= 0 or 1 according as A1 is even or odd. 

Then the following functional equation holds: 

( 1r,FI (no )) l(Q,L*;m/2-s)=exp - 2 - ~Ai+CJ(n-no) l(Q,L;s). 

As mentioned above, the Maass zeta function can be viewed as a zeta 
function associated with the prehomogeneous vector space ( SO( m) x 

GL(n), M(m, n)). However to control SL(n)-invariant functions ap
pearing as coefficients of the zeta function, we need precise information 
on the prehomogeneous vector space (B(m) x GL(n),M(m,n)), where 
B(m) is the Borel subgroup of the special orthogonal group SO(m). In 
Section 1 the structure of (B(m) x GL(n),M(m,n)) is examined. The 
decomposition theorem of the ring R is due to Hoppe [H]. We give in 
this section a simple proof of Hoppe's decomposition theorem and make 
a correction to Hoppe's result in the case m = 2n. 

Recall that the following are the facts lying behind the validity of 
functional equations of zeta functions associated with prehomogeneous 
vector spaces (cf. [SS], [Sl]): 

(1) local functional equations satisfied by complex powers of relative 
invariants, 

(2) integral representation of zeta functions as a kind of Mellin 
transform of Theta series, 

( 3) the existence of the b-functions ( the Bernstein-Sato polynomials 
of relative invariants). 

Since the general theory of zeta functions associated with prehomoge
neous vector spaces developed in [SS] and [Sl] can be applied to the 
Maass zeta functions only when both Q(x) and cp(Y) are constant func
tions, it is necessary for our purpose to generalize these three facts to 
the Maass zeta function ( ( Q, L; s). In Section 2 we give an integral 
representation of the Maass zeta function. We prove in Section 3 a 
generalization of local functional equations (Theorem 3.3) and give a 
proof of the main theorem (Theorem 3.1), assuming a formula for gen
eralized b-functions (Theorem 3.4). The determination of generalized 
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b-functions corresponds to explicit calculation of L (Dx) ((det txx)-s). 
Section 4 is devoted to a calculation of the local functional equation and 
the b-functions of (B(m) x GL(n),M(m,n)), which plays a key role in 
determining the explicit form of the functional equation of the Maass 
zeta function. 

In the study of the Maass zeta functions, we are often forced to 
distinguish the cases m 2 2n and n < m < 2n. The use of the castling 
transform of prehomogeneous vector spaces allows us to reduce the case 
m < 2n to the case m 2 2n. In fact our argument in the present paper 
relies heavily upon results on the castling transform in [SO]. 

When n = l, the Maass zeta function is nothing but the Epstein 
zeta function with spherical functions (cf. [E], [Sil). This special case 
has been precisely examined in [S2] by the same method. 

A general theory of zeta functions with polynomial coefficients, 
which can be applied to the Maass zeta function ((Q, L; s), is developed 
in [S4]. However, for the sake of selfcontainedness, we do not assume 
the results in [S4], but only some basic knowledge on prehomogeneous 
vector spaces, for which we refer to [SK, §4], [SS] and [SI]. 

Notation. We denote by Z, JR and (C the ring of rational integers, 
the field of real numbers and the field of complex numbers, respectively. 
For an affine algebraic variety X defined over a field k, Xk stands for the 
set of k-rational points of X. The space of rapidly decreasing functions 
on a real vector space V is denoted by S(V). The space of compactly 
supported C00-functions on a C00-manifold M is denoted by C0 (M). 
We denote by ln and o(m,n) the identity matrix of size n and the m 
by n zero matrix, respectively. We often denote the zero matrix simply 
by 0, if its size is obvious from the context. The superscript (m,n) of 
a matrix A = A(m,n) indicates that the matrix A is of m rows and n 
columns. We write simply A(m) for A(m,m)_ For a real number a, we 
put sgn(a) = a/jaj. The real part of a complex number z is denoted by 
?R(z). 

§1. Structure of certain prehomogeneous vector spaces 

Let m, n be positive integers with m > n. We put n 0 = min{ n, m -
n}, "' = [m/2] and 8 = 0 or 1 according as m is even or odd. Then 
m = 2K: + 8. For a nondegenerate symmetric matrix y(m), let G = 
SO(Y) x GL(n) and V = M(m, n). We consider the representation p 
of G on V defined by 

p(h,g)x = hxg- 1 (h E SO(Y), g E GL(n), x E M(m, n)). 
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Proposition 1.1 ([SK; §5, Proposition 23]). The triple (G, p, V) 
is a regular prehomogeneous vector space with singular set 

The prehomogeneous vector space (G, p, V) is defined over the field 
Q (Yij; I :S i :S j :S m) generated by the entries of Y. In this section we 
consider (G, p, V) as a prehomogeneous vector space defined over(['. and 
it is convenient to take the matrix 

as Y. Real structures of (G, p, V) enter into the picture in Sections 2, 3 
and 4. In Sections 2 and 3 we consider the real form of compact type, 
for which Y = Im and in Section 4 the real form of split type, for which 
Y=J. 

Put 

B(m)-{ u * l,5 
0 

: ) E SO(J) A E Trig(x;)}, 
tA-1 

where Trig(x;) is the group of nondegenerate upper triangular matrices 
of size K. Then the group B(m) is a Borel subgroup of SO(J). Every 
element b of B(m) can be written as 

(A E Trig(x;)), 

(v EC"), 

(BE M(x;), tB = -B). 

Also put P = B(m) x GL(n). We denote the representation of P on 
V obtained from p by restricting it to P by the same symbol p. If it 
is necessary to indicate the dependence on n, we use the superscript (n) 

such as p(n), p(n), y(n), etc. 
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Proposition 1.2. The triple (P, p, V) is a regular prehomoge
neous vector space. 

Proof. The triple (P(m-n), p(m-n), y(m-n)) is equivalent to the 

castling transform of (P(n), p(n), y(nl). Hence, by [SK, §2, Proposition 
7] and [SO, Lemma 1.5], it is enough to prove the proposition in the case 
m 2:: 2n. Consider the point 

( Q('<-::6,n)) 
x 0 = 1 EV. 

n 

0(1<-n,n) 

Then, by an elementary calculation, it is easy to see that every element 
of the isotropy subgroup P xo of P at Xo is of the form 

(1.1) ( ( u<n) 
b1 0 

whece U - (±1 ·. ±J E M(n), A E Tdg(,-n), BE M(K.-n), 

tB = - B and v E (C'<-n. Hence 

Px0 ~ {±l}n X B(2(,-,; - n) + 8) 

and 

dim P - dim Px0 = (,-,; 2 + ,-,;8 + n 2 ) - {(,-,; - n) 2 + 8(,-,; - n)} 

= (2,-,; + 8)n = mn = dim V. 

This shows that the triple (P, p, V) is a prehomogeneous vector space 
( cf. [SK; §2, Proposition 2]). The regularity of (P, p, V) follows directly 
from the regularity of (G, p, V). Q.E.D. 

Now we shall determine the singular set and relative invariants of 
(P, p, V). 

For a symmetric matrix T we denote by di(T) the i-th principal 
minor, namely the determinant of the upper left i by i block of T. Using 
the block decomposition 
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we define rational functions Po ( x), ... , P no ( x) by 

Po(x) = det(txJx), 

415 

Pi(x) = Po(x). di(x2(txJx)-ltx2) (1:::; i:::; n 0 - 2), 

-{ Po(x) •. dn 0 -1(x2(txJx)-1tx2) ifm-/- 2n, 

Pn0 -1(x) - Po(x) ( (t )-lt ) 
--(-) • dno-1 X2 xJx X2 if m = 2n, 
Pn0 X 

Note that Pn0 (x) is equal to the determinant of the matrix formed by 
the first (resp. last) n rows of x2 (resp. x), if m ~ 2n (resp. m < 2n). 
Then it is easy to check the first part of the following proposition: 

Proposition 1.3. (i) The functions Po(x), ... , Pn0 (x) are rela
tive invariants of (P, p, V) and the rational characters x0 , ... , Xno cor

responding to P0 ( x), ... , P no ( x), respectively, are given by 

x0 (b,g) = det(g)-2 , 

xi(b, g) = det(g)-2 • (a1 · · · ai)- 2 

{ 
det(g)-2 , (a1 · · · an0 -1)-2 

Xn 0 -1 (b, g) = d ( )-1 ( )-1 et g , a1 ·••ano-1 ,an0 

Xno (b, g) = det(g)-1 , (a1 · · · an0 )-1 

for g E GL(n) and 

(

al 

with A= ~ 

(1 :::; i :::; no - 2), 

if m-/- 2n, 

if m = 2n, 

* 

0 
: ) . 
a"' 

(ii) They are irreducible polynomials and the singular set Sp of 
(P, p, V) is given by 

no 
Sp= LJ {x EV I Pi(x) = O}. 

i=O 

To prove the second part of the lemma, we need some preliminaries. 



416 F. Sato 

Lemma 1.4. The relative invariants Po(x ), ... , Pn0 (x) are poly
nomials. 

Proof. By [SO; Lemma 1.2], it is enough to prove the lemma in 
the case m 2: 2n. Then n 0 = n. It is obvious that P0 (x) and Pn(x) 
are irreducible polynomials. Denote by x 3 the square matrix of size n 
formed by the first n rows of x2 . For i = 1, ... , n - 1, put 

Then we have 

fi(x) = det(x3(txJx)- 1tx3). d~_i(tx31(txJx)x31) 

Pn(x) 2 * (t -l(t ) -1) 
= Po(x) • dn-i X3 xJx X3 ' 

where d~_i(T) stands for the determinant of the lower right n-i by n-i 
block of a symmetric matrix T. Since every entry of the matrix Pn(x). 
x31 is a polynomial of the entries of x3, the function P0 (x )Pn (x) 2(n-i-l). 

fi ( x) is a polynomial. On the other hand 

is a polynomial. Hence Po ( x) fi ( x) is a polynomial for i = 1, ... , n - l. 
This shows that Pi(x) (1 :::'.: i :::'.: n - 1) is a polynomial, unless m = 2n 
and i = n - l. Now assume that m = 2n. Then we have 

Hence 
Pn-1 (x) = d~ C(Pn(x )x21 )tx1 + X1 (Pn(x )x21)) 

and P n- 1 ( x) is a polynomial. Q.E.D. 

For ,\ 
B(m) by 

(..\1, ... , ,\"') E Z"', we define a rational character X.x of 

X.x (b1 (A)b2 ( v )b3(B)) = a1>- 1 .. · a;,>-K. 

Then any rational character x of P = B(m) x GL(n) is of the form 

x(h, g) = X.x >. (h, g) = X.x (h). det(g)->. 0 
O, 

for some ,\ E Z"' and ,\0 E Z. Let Xp(P) be the multiplicative group 
of rational characters of P corresponding to some relative invariants of 
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(P, p, V). By (1.1), [SK; §4, Proposition 19] and [SO; Lemma 1.2], we 
have 

X (P) = {x I Ao = A1 = ... = Ana (mod 2) } . 
P .\o,.\ Ano+l = · · · = A,;; = 0 

We denote by P>-.a,>-. the relative invariant corresponding to X>-.a,.\ E 

Xp(P), namely the rational function satisfying 

P>-.0 ,>-.(p(b,g)x) = X>-.a,.\(b,g)P>-. 0 ,>-.(x) ((b,g) E P). 

Recall that P>-.0 ,>-. is determined by (Ao, A) uniquely up to nonzero con
stant multiple ([SK; §4, Proposition 3]). Put 

Xp(P)+ = { X>-.a,>-. E Xp(P) I P>-.0 ,>-. is a polynomial}. 

Let R be the ring of polynomial functions on V invariant under the 
action of SL(n) from the right: 

R = { Q(x) E C[M(m, n)] I Q(xg) = Q(x) (g E SL(n))}. 

We consider the ring Ras a left G-module via 

((h,g). P)(x) = P(p(h,g)- 1x) (h E SO(J),g E GL(n)). 

Then a relatively P-invariant polynomial function is nothing but the 
highest weight vector of a rational representation of G contained in R. 
The highest weight corresponding to P>-.a,>-. is x:X},.>... It is known that the 

character x;:0
1,.>.. of P is a highest weight of some rational representation 

of G if and only if 

(1.2) { A1 2: · · · 2: A,;; 2: 0 when m is odd, 

A1 2: · · · 2: A1<-l 2: jAI< I when m is even. 

Therefore we obtain the inclusion relation 

Xp(P)+ C { X>-.a,.\ E Xp(P) I A satisfies (1.2)}. 

Lemma 1.5. Put 

A= {(Ao, A) E z x zl< I Ao= A1 =···=Ana (mod 2) } 
Ao 2: · · · 2: An0 2: Ana+l =···=A,;;= 0 

or 

= { (, ') '71 '71n I Ao = A1 = · · · = An (mod 2) } 
AO,/\ E IL, X IL, A > ... > A - > IA I . o __ nl_ n 
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according as m -/- 2n or m = 2n ( = 211;). Then 

Proof. Let P;,..0 ,;,..(x) be a polynomial relative invariant. Then A 
satisfies the condition (1.2) and we obtain 

(m-/- 2n), 

(m = 2n). 

This implies that there exists a nonzero constant c such 

(m-/- 2n), 

(m = 2n). 

Note that the exponents of P 1 , ... , Pno are non-negative integers. As
sume that Ao < A1 . Then, since P0 is irreducible, P0 divides some 
Pi (1 :S i :S n0 ). This is impossible. Hence Ao ?: A1 . This shows the 
inclusion relation 

The opposite inclusion relation follows immediately from the expression 
above of P;,.. 0 ,;,.. as a product of Po, ... , Pn0 • Q.E.D. 

Now we can complete the proof of Proposition 1.3. 

Proof of Proposition 1.3 (ii). Let Q(x) be a prime divisor of Pi(x). 
Then it is also a relative invariant ( cf. [SK; Section 4, Proposition 
5]). As is shown in the proof of Lemma 1.5, Q(x) is a product of 
Po(x), ... , Pn0 (x). This can occur only when Pi(x) is irreducible. An 
elementary calculation shows that 

no 

V' = V - LJ { x E V I pi ( x) = 0} 
i=O 

is a single P-orbit. This proves Proposition 1.3 (ii). Q.E.D. 
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Let R>.0 ,>. be the subspace of R spanned by { (h, g ).P>.o,>-1 (h, g) E G }, 
Every polynomial in R>.o,>. is homogeneous of degree Aon. Put 

A*= {A E z,;, I A1 = A2 = · · · = An0 (mod 2) } (m -=I- 2n), 
A1 2: · · · 2: An0 2'. Ano+l = · · · = A,;, = 0 

= {A E zn I A1 = A2 =···=An (mod 2) } (m = 2n). 
A1 2: · · · 2: An-l 2: IAnl 

For A= (A1 , ... , A"') EA*, put R>. = R>.1 ,>.- Then 

((Ao,A) EA). 

By the relation between relatively P-invariant polynomials and high
est weight vectors of simple G-modules contained in R, Lemma 1.5 can 
be translated into the following Proposition: 

Proposition 1.6. The decomposition of R into direct sum of sim
ple G-modules is given by 

00 

R = EB R>.0 ,>. = EB EB Po(x) 1 • R>.. 
(>.o,>-)EA l=O >.EA* 

Let P0 (Dx) be the differential operator with constant coefficients 
satisfying 

Po (Dx) exp ( tr(tyJ x)) = Po(Y) exp (tr(tyJ x)) . 

Proposition 1. 7. The space EEhEA* R>. is characterized by the 
differential equation Po (Dx) Q(x) = 0, namely, 

EB R>. = {Q(x) ER I Po (Dx) Q(x) = O}. 
>.EA* 

Proof. The proposition is an immediate consequence of the for
mula for the b-function of (P, p, V), which will be proved in Section 4 
(Theorem 4.2, see also Theorem 3.4 (ii)). 

Remark. Propositions 1.6 and 1.7 are due to Hoppe ([H; Satz 7, 
Korollar 7.1], see also [M6]). However Hoppe's result contains a slight 
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inaccuracy, which results from that he missed the fact that, when m = 
2n, Po(x)fn-1(x) can be divided by Pn(x). 

Take a WE GL(m,C) such that J =WW.For>. EA*, put 

Then 

00 

(1.3) R = EB EB (det txx) 1 • R;. 
l=O >-EA* 

gives a decomposition of R into simple SO(m)-modules. Put 

K = SO(m) = {k E GL(m)IR I tkk = lm} 

and 

Ko= { ( ~1 i2 ) E SO(m) I k1 E SO(n),k2 E SO(m-n)}. 

Let C(K/K0 ) (resp. L 2 (K/K0 )) be the space of continuous functions 
(resp. measurable functions square integrable with respect to the nor
malized K-invariant measure) on K/K0 • Define a mapping a: R;.--+ 

C(K/K0 ) by 

(1.4) a(Q)(k) = Q(kx0 ), x0 = ( 1~). 

We denote the image a(R;.) by H;.. Since R;. is a simple SO(m)
module, the mapping a : R;. --+ H;. is an isomorphism and H;. gives 
an irreducible unitary subrepresentation of K of L 2 (K/ K 0 ). Moreover 
we have the following proposition: 

Proposition 1.8. The irreducible decomposition of the regular 
representation of Kon K/K0 is given by 

L 2 (K/K0 ) = EB H;.. 
>-EA* 
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§2. Integral representation of the Maass zeta functions 

2.1. We consider the lR.-structure of (G, p, V) such that 

G = GIR = K x GL(n, JR.) and VIR = M(m, n; JR.). 

Put 
GL(n,JR.)+ = {g E GL(n,JR.) I det(g) > O} 

and 
c+ = G: = K x GL(n,JR.)+. 

421 

Put f = SL( n, Z) and let L be a lattice in V IR stable under the f-action 
from the right. Set 

and 
L' = LnV'. 

The set V' is a single G+-orbit. 
For a homogeneous polynomial Q( x) in R of degree d, the Maass 

zeta function is defined by the Dirichlet series 

((Q, L; s) = L Q(x)(det txx)-s-d/2n, 

xEL' /r 

which is absolutely convergent for ?R(s) > m/2 (see Corollary to Propo
sition 2.3 below). 

We also consider the local zeta function 

<P(Q, f; s) = { (<let txx)s-d/2n-m/2 Q(x)f(x)dx (J E S(VIR), s EC), iv, 
where dx is the standard Euclidean measure on VIR = M(m, n; JR.). The 
integral <P(Q, f; s) is absolutely convergent for ?R(s) > 0 and has an 
analytic continuation to a meromorphic function of s in <C. 

Let 7r be an irreducible unitary representation of the compact Lie 
group K. Denote by H1r the representation space of 1r equipped with 
hermitian inner product ( , ) . 

In order to obtain an integral representation of the Maass zeta func
tion, we introduce the following End(H1r )-valued integral: 

Z1r(f,L;s) = r det(g)- 281r(k) L f(p(k,g)x)dkdg (f E S(VIR)), 
lc+;r xEL' 
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where dg is a Haar measure on GL(n,JR)+ and dk is the Haar measure 
on K so normalized that the total volume of K is equal to 1. 

As in the previous section, put 

and Xo = ( o(m?n,n)). Then one can find a (kx, gx) E c+ such that 

p(kx,gx)xo = x for any x E V', since V' is a single c+-orbit. The 
isotropy subgroup c;; of c+ at X is given by 

G;; = { ( kx ( ~ ~) k;;1, gxk1g;; 1 ) I k1 E SO(n), k2 E SO(m - n)} 
~Ko. 

Let dµx be the Haar measure on G;; normalized by fe; dµx = l. The 

measure w(x) = (dettxx)-mf 2 dx on V' is c+-invariant. We normalize 
the Haar measure dg on GL(n, JR)+ so that the following integral formula 
holds: 

(2.1) 

f F(k, g) dk dg 
le+ 

= f w(y) f F((kyx,gyx)h) dµx(h) iv, le; 

where (kyx, gyx) is an element of c+ satisfying 

p(kyx,gyx)x = y. 

Lemma 2.1. The integral Zrr(f, L; s) is absolutely convergent for 
2R(s) > m/2. 

Proof. We may assume that s is a real number and f is everywhere 
non-negative. Since the absolute value of any matrix coefficient of 1r(k) 
is not greater than 1, any matrix coefficient of Zrr(f, L; s) is majorized 
by Z1r0 (!, L; s), where 1r0 is the trivial representation of SO( m). By a 
routine calculation based on (2.1), we have 

Z1r0 (f, L; s) 

= { L (dettxx)-s}. {1,(dettxx)s-mf2 J(x)dx}. 
xEL' /r V 
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The first factor of the right hand side is the zeta function considered by 
Koecher [K] and is absolutely convergent for R(s) > m/2. It is obvious 
that the second factor of the right hand side is absolutely convergent for 
R(s) > m/2. This proves the lemma. Q.E.D. 

Put 

Hrr,o = {v E Hrr ln(k)v = v (k E Ko)}. 

By the irreducibility of 1r, we have dimHrr,o ::; 1. When dimHrr,o = 1, 
the representation 7r is called of class l (with respect to Ko)- The 
projection pr of H7r onto H7r,O is given by the integral 

pr= f 1r(ko)dko, 
}Ko 

where dk0 is the normalized Haar measure on K 0 . 

We define an End(H7r )-valued function cp7r on V' by setting 

cp7r(x) = 1r(kx) o pr (x E V'). 

Since the coset kxKo is uniquely determined by x, the function cp7r does 
not depend on the choice of kx. 

Lemma 2.2. Assume that R(s) > m/2. 
(i) The integral Z7r(f, L; s) vanishes unless 7r is of class 1. 

(ii) If 1r is of class 1, then 

Z7r(f,L; s) = {fv/det txx)s-m/ 2cp7r(x)f(x) dx} 

o { L cp7r(x)*(dettxx)-s}, 
xEL' /r 

where cp7r ( x) * is the adjoint operator of cp7r ( x). 

Proof. Note that, for R(s) > m/2, the integral Z7r(f, L; s) is abso
lutely convergent and the following calculation is justified by the Fubini 
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theorem. By the identity (2.1), we obtain 

" { ( det fyy ) s { 1 
Zrr:(f,L;s) = L.., }1,, detlxx f(y)w(y) }F 1r(kykok;; )dk0 

xEL'/I' V Ko 

Since 1r is unitary, we have pr 01r(k;; 1 ) = (1r(kx) o pr)*. Hence we get 

Zrr:(f, L; s) = {[, (det tyy)8¢rr(Y)f(y)w(y)} 

o { L ¢rr(x)*(det txx)-s}. 
xEL' /1 

If 1r is not of class 1, then pr is the zero-map and hence Zrr:(f, L; s) = 0. 
Q.E.D. 

2.2. An irreducible unitary representation 1r of K is contained in 
the regular representation of K on L 2 ( K /Ko) if and only if 1r is of class 
1 with respect to K 0 and then the multiplicity of 1r is equal to 1. For 1r 
of class 1, take a unit vector vo in Hrr,O· Then the mapping 

q: Hrr: ______, L 2 (K/K0 ) 

v f-------t q(v;k) = (v,1r(k)vo) 

gives an embedding of Hrr: and the image q(Hrr:) coincides with H>-. for 
some A EA* (cf. Proposition 1.8). In this case we write 1r = 7r>-., 

Composing the mapping q with the inverse mapping of a defined by 
(1.4), we define a K-isomorphism Q: Hrr: ------, R>-. by 

Q(v; x) = a- 1 (q(v; k))(x) (vEHrr), 

namely, Q(v; x) is the polynomial in R>-. satisfying 

Q(v; kxo) = (v, 1r(k)vo). 
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Proposition 2.3. Let 1r = 7r>. (>.EA*) be an irreducible unitary 
representation of SO(m) of class l. When lR(s) > m/2, the following 
identity holds for any v, w E Hrr: 

(Z,r(J,L; s)v,w) = ((Q(v; *),L; s). <I>(Q(w; *),J; s). 

Proof. For x, y E V', we get 

(r/>1r(Y)r/>1r(x)*v, w) = (r/>1r(x)*v, r/>1r(y)*w) 

= (pr 01r(kx) - 1 v, pr 01r(ky )- 1w) 

= (1r(kx)- 1v, vo)(vo, 1r(ky)-1w) 

= Q(v; kxxo)Q(w; kyxo)-

Since Q(v; x) and Q(w; x) are SL(m)-invariant polynomial of homoge
neous degree >.1 n, we have 

( ( ) ( ) * ) Q(v;x) Q(w;y) 
q>,r y q>,r X V, W = ( )>-i/2 • >-i/2 . 

<let t.rx ( <let yy) 

Now the lemma follows immediately from this identity and Lemma 2.2. 
Q.E.D. 

Remark. By the decomposition (1.3), it is sufficient for the descrip
tion of analytic properties of the Maass zeta functions to consider the 
case where Q(x) is in R,>. for some>. EA*. Conversely, since the form of 
the functional equations of the Maass zeta functions depend on >. (see 
Theorem 3.1 below), it is inevitable to consider the decomposition (1.3). 

Corollary to Proposition 2.3. For any homogeneous polyno
mial Q(x) in R, the Maass zeta function ((Q, L; s) is absolutely conver
gent for lR( s) > m/2. 

§3. Functional equations 

3.1. For a lattice L in V JR, let L * be the lattice dual to L: 

L * = { y E V JR I tr (tyx) E .Z for all x E L} . 

The following is the main theorem of the present paper: 
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Theorem 3.1. Let Q(x) be a polynomial in R>,. (A EA*). Then 
(i) ((Q, L; s) has an analytic continuation to a meromorphic func

tion of s in <C and the function 

. IT ( s _ A 1 \i + 1 ) ( s _ A 1 + m2 - i + 1 ) 
i=no+l 

x fl ( s + Ai - 2i - 1 ) ( s _ Ai + m 2- i + 1 ) . ( ( Q' L; s) 

is an entire function. 
(ii) Put 

l(Q, L; s) 

=v(L)l/27r-ns 

n ( i-a--l)no ( A·-i+l) 
x. II f s- 2 rrr s+ i 2 .((Q,L;s), 

i=no+l i=l 

where v ( L) = J v n</ L dx and a- = 0 or 1 according as A 1 is even or odd. 

Then the following functional equation holds: 

l(Q, L*; m/2 - s) = exp ( 7r~ (t Ai+ a-(n - no))) l(Q, L; s). 

3.2. The proof of the theorem above is based on the functional 
equations satisfied by Z-rr(f,L;s) and <f>(Q,f;s). First let us consider 
the functional equation satisfied by Z-rr(f, L; s ). 

For f E S(VR), define the Fourier transform J off by setting 

f(y) = { f(x) exp (21rA tr(fyx)) dx. 
lvll< 

Proposition 3.2. Suppose that f E S(VR) satisfies the condition 

(3.1) f(x) = J(x) = 0 for any x E VR such that rankx < n. 

Then Z-rr (f, L; s) has an analytic continuation to an entire function of s 
and satisfies the functional equation 

Z1r(J, L; s) = v(L)- 1Z1r(f, L*; m/2 - s). 
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Proof. . Put 

Z;(J, L; s) = Jc+ ;r det(g)- 287r(k) L f(p(k, g)x) dk dg 
det g:C:l xEL' 

and 

z;(J,L;s) = Jc+;r det(g)- 287r(k) L f(p(k,g)x)dkdg. 
det g?:1 xEL' 

Since z;; (f, L; s) is absolutely convergent for any s E (C, the integral 
z;; (f, L; s) represents an entire function of s. By the Poisson summation 
formula 

xEL yEL* 

we have the following identity for any f satisfying the condition (3.1): 

z;(J, L; s) 

= v(L )-1 1 c+ ;r det(g)-2s+m7r(k) L f (p(k, tg-1 )x) dk dg 
det g?:1 yEL*nV' 

= v(L)-1 Jc+;r det(g)2s-m7r(k) L J(p(k,g)x) dkdg 
det g:C:1 yEL*nV' 

= v(L)- 1 Z;(f,L*;m/2-s). 

Therefore 

Z1r(i, L; s) = Z;(i, L; s) + z;(i, L; s) 

= Z;(i, L; s) + v(L)- 1 Z;(f, L*; m/2 - s) 

= v(L)- 1 Z1r(J, L*; m/2 - s). 

This proves the proposition. 

Remark. Let Jo be a function in C0 (V'). Put 

( fJ ) Dx = -- . fJxi. '':_1, ... ,m. 
J J-1, ... ,n 

Then the functions 

det CDxDx) fo(x) and det Cxx) Jo(x) 

Q.E.D. 
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satisfy the condition (3.1) in the proposition above ( cf. [SS; p.169, Ad
ditional remark 2], [S1; Lemma 6.2]). 

3.3. The local functional equation satisfied by <I>( Q, f; s) is given 
in the following theorem: 

Theorem 3.3. Let u be as in Theorem 3.1. Let Q(x) be a poly
nomial in R>,.. Then the following functional equation holds for any 
f E S(VIR): 

<I>(Q, J; s) 

( A1mrA) -2ns+n(m-2)/2 IIn . ( At+ m - i - 1) = exp 2 1r sin 1r s - 2 
i=l 

IIn ( i-u-1) ( m-i+u-1) x rs---- rs------
2 2 

i=no+l 

IIno ( ,\ - i + 1) ( ,\ + m - i - 1 ) 
Xi=lf s+ i 2 f S- i 2 <!>(Q,f;m/2-s). 

The proof of Theorem 3.3 is based on the following theorem, which 
will be proved in Section 4. 

Theorem 3.4. For Q(x) in R>-. (.\EA*), let Q(Dx) be the differ
ential operator with constant coefficients satisfying 

Then we have 

(i) Q(Dx) (<let txx)8 = b>,.(s)Q(x) (<let txx)8->-. 1 , 

where 

b>,.(s) = 2>-. 1n i=IT+l g (s + i ~ j) 
no {(>-.1+>-.i)/2 ( i + l ·) (>-.1->-.i)/2 ( m _ i + l ·)} xII II s+-2--J II s+ 2 -J 

i=l j=l j=l 

and 

(ii) <let (iDxDx) (Q(x) (<let txx)8) = /3>-.(s)Q(x) (<let txx)8- 1 , 
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where 

n ( i-1) ( i-2) /3>.(s) = 22n. IT s + -2- s + -2-
i=no+l 

rrno ( )q - Ai i - l ) ( A 1 + Ai m - i - l ) 
x s+---+-- s+---+---- . 

2 2 2 2 
i=l 

Remark. Local functional equations and b-functions attached to 
representations on polynomial rings, which are similar to Theorem 3.3 
and Theorem 3.4 (i), have been previously considered in [RS] for regular 
prehomogeneous vector spaces of commutative parabolic type. For a 
general theory of such an extension of local functional equations and b
functions, see [S4]. Recall that for usual zeta functions associated with 
prehomogeneous vector spaces, b-functions determine the gamma factor 
of the functional equations and the location of (possible) poles of zeta 
functions (see [SS], [Sl]). In the present case, as is seen in the proof 
of Theorem 3.3 below, the function b>,(s) determines the gamma factor, 
while the proof of Theorem 3.1 shows that /3>.(s) controls poles of zeta 
functions. 

Proof of Theorem 3.3. First we consider the case where A= (0, ... , 0) 
and Q(x) is a constant function. In this case, we may assume that 
Q(x) = 1 and then write simply 'P(f; s) instead of 'P(Q, f; s). By [SS, 
Theorem 1], we see that 'P(f; s) satisfies a functional equation of the 
form 

'P(i; s) = ,'(s)<P(f; m/2 - s), 

where 1'( s) is a meromorphic function with an elementary expression in 
terms of exponential functions and the gamma function. The function 
1'( s) can easily be determined by using the formula 

Now we consider the general case. It is easy to see that 

Q(x)](x) = (-21rH)->.1 n (Q (Dx) f)~(x). 
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Therefore, by the functional equation for,\= (0, ... , 0), we obtain 

if?(Q, }; s) 

= (-21ryCT)-,\1n if?((Q(Dx)fns-,\i/2) 

= (-21ryCT)-,\1n 7r-2n(s-,\if2)+n(m-2)/2 if? ( Q (Dx) f; m: A1 _ 8 ) 

rrn . ( >-1 + m - i - 1) f ( >-1 + i - 1) X Sln 7r S - ------ S - ----
2 2 

i=l 

( >-1 + m - i - 1) xr s------- . 
2 

By integrating by parts, we have from Theorem 3.4 (i) 

( m + >-1 ) ,\ if? Q(Dx)f; 2 -s =(-1) inb,\(,\i/2-s)if?(Q,f;m/2-s). 

This proves the theorem. Q.E.D. 

Proof of Theorem 3.1. As in the remark following Proposition 3.2, 
let f o be a function in C0 (V') and put 

For a Q(x) in R,\, take v, w E H1r,._ such that Q(v; x) = Q(x) and 

Q(w;x) = Q(x). Then, by Proposition 2.3 and Proposition 3.2, the 
function 

((Q,L;s)if?(Q,f;s) =< Z1r(f,L;s)v,w > 

is an entire function. By integrating by parts, we have from Theorem 
3.4 (ii) 

if?(Q, f; s) = {3,\(s - (>-1 + m)/2) if?(Q, f0 ; s - 1). 

We can choose an Jo so that if?(Q, f0 ; s - 1) =f. 0. Hence the function 
{3,\(s - (>-1 + m)/2)((Q,L;s) has an analytic continuation to an entire 
function. This proves the first part. By the functional equation of 
Z1r(f,L;s) in Proposition 3.2, we obtain 

((Q, L; s)if?(Q, ]; s) = v(L)- 1((Q, L*; m/2 - s)if?(Q, f; m/2 - s). 
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Hence it follows from Theorem 3.3 that 

v(L)- 1((Q, L*; m/2 - s) 

= exp ( A1n~J"=I) 1r-2ns+n(m-2)/2 ((Q, L; s) 

rrn . ( A1 + m - i -1) x sm 1r s - ------
2 

i=l 

rrn ( i-a-1) ( m-i+a-1) x r s----- r s------
2 2 

i=no+l 

rrno ( Ai - i + 1 ) ( Ai + m - i - 1 ) 
X f s+ 2 f S- 2 · 

i=l 
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Using the formula f(s)f(l - s) = 1r/sin(1rs), we can easily rewrite the 
identity above into the form given in Theorem 3.1 (ii). Q.E.D. 

§4. Local functional equation and the b-function of (P, p, V) 

In this section we retain the notation used in Section 1. Consider 
the standard JR-structure of (P, p, V): 

PIR = B(m)IR x GL(n)IR, VIR = M(m, n; JR). 

We identify the vector space dual to V with V itself via the symmetric 
bilinear form 

(x,y) = tr(tyJx). 

Then the representation p* of P contragredient to p is given by 

Then Po, ... , Pn0 are relative invariants of (P, p*, V) and the corre
sponding rational characters are given by 

x;(b,g) = det(g) 2 , 

x;(b,g) = det(g) 2 • (a1 · · · ai)-2 

{ 
det(g)2 , (a1 · · · an0 -1)-2 

* (b ) -Xno-1 ,g - -1 
det(g), (a1 · · · an0 -1) , ano 

x~0 (b, g) = det(g). (a1 · · · an0 )-
1 

( 1 :S i :S n 0 - 2), 

if m =/= 2n, 

if m = 2n, 
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for g E GL(n) and 

(
al . . * ) 

with A= 

0 a" 

E Trig(/\:). 

Hence we obtain 

( 4.1) 

and 

(4.2) 

(ls:;is:;n0 -2), 

- { x~- 2 • x~o-1 if m =I= 2n, 
Xno-l - *-1 * 

Xo • Xno-l if m = 2n, 

*-1 * 
Xn 0 = Xo Xn 0 

detp(b,g) = det(g)-m = x-;12 _ 

For T/ = ( T/1, ... , T/no) E { ± 1} no , put 

We have 
VIR - Sp,JR = u V17. 

17E{±l}no 

(0 ::::; i ::::; n 0 - 2) } 
(m =I= 2n) . 

(m = 2n) 

Define the local zeta functions of (P, p, V) by the integrals 

<P;(f; so, s) = <P;(f; so, s1, ... , Sn0 ) 

no-l 
= fvry I Po(x)l8o g fPi(x)f(si-si+1)/2 

XI Pno(x)l8~ 0 (sgnPno(x)r f(x) dx 

(f E S(VIR),(so,s) E cno+l,T/ E {±l}n°,E = 0,1), where s~o = Sno or 
(sno-l + sn0 )/2 according as m =/= 2n or m = 2n. Then <P;(f;so,s) are 
absolutely convergent for 

{ 
?R(sn0 ) > 0 (m =/= 2n) 

(4.3) ?R(so) > 0,?R(s1) ~ · · · ~ ?R(sn0 -i) ~ I ( )-I ( _ ) 
?R Sn0 m - 2n 
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and have analytic continuations to meromorphic functions of ( s0 , s) in 
(Cno+l. 

Define the Fourier transform J off E S(Vll'I.) by 

Theorem 4.1. The following functional equations hold for any 
f E S(Vll'I.): 

<P~(J;so,s) = I: r;,11.(so,s)<P;.u;-m;2-so-s1,s) 
'7* E{±l}no 

where 

r;,7J* (so, s) = ( 2exp ( rn~)) n-no (21r)-n(2so+(m+l)/2)-no(s1+1/2) 

n . ( i + 1- E) . x IT sm 1r s0 + 2 f(2s0 + i) 
i=no+l 

ITno ( S1 - Si i + 1) ( S1 + Si m - i + 1) 
X f ~+--2-+-2- f so+--2-+--2--

i=l 

(
no )' (1rJ=T v ) x L IT vi exp - 2-. L 11 ,11 • (so, s) , 

vE{±l}no i=l 

no { ( S1 - Si i + 1) + ~ 17n0 -i+l Vn 0 -i+l So+ --2- + - 2-

* ( S1 + Si m - i + 1)} + 1li 1/i so + --2- + 2 

and 15 = 1 or O according as m is odd or even. 

For (,X.0 , ,X.) EA, let P;.0 ,;.(Dx) be the differential operator with con
stant coefficients satisfying 

P;.0 ,;.(Dx) exp(trCxJy)) = A 0 ,;. (y) exp(trCxJy) ). 
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Then there exists a polynomial b :,..0 ,>.. (so, s) satisfying 

( 4.4) 

P:,.. 0 ,;,..(Dx) (Po(x) 80 ~ijl Pi(x/si-si+i)/Z. Pn0 (x)8;',o) 

= b:,..0 ,:,..(so, s) P:,.. 0 ,;,..(x) 
no-1 

X Po(x)8o->..o IT Pi(x/s,-si+i)/2 .Pno(x)s;',o, 
i=l 

which is called the b-function of (P,p,V) (see e.g. [Sl; Lemma 3.1]). 
By Theorem 4.1 and the expression of the b-function in terms of the 
coefficients of the local functional equation ( cf. [S1;(5-8)], [SO; Lemma 
3.1]), we can easily calculate b:,..0 ,;,..(so, s). 

Theorem 4.2. For (.\0 , .\) E A, we have 

n >..o ( . ') ).. n Z - J 
b:,..0 ,:,..(so, s) = 2 ° . IT IT So+ - 2-

i=no+l J=l 

no { (>..o+>..;)/2 ( . + l ) IT IT S1-S· Z 
x so+--2-' +-2- -j 

i=l j=l 

(>..o->..;)/2 ( . ) } IT S1 + Si m - Z + 1 . 
X So+ --- + ---- - J · 

2 2 
j=l 

Proof of Theorem 3.4. Since Q(x) ER;,.. is a linear combination of 
K-translates of P;,.. 1 ,;,..(W- 1x), we may assume that Q(x) =P;,.. 1 ,;,..(w- 1x). 
By (4.4), we have 

no ....-----._ 
b:,..(s) = b:,.. 1 ,;,..(s, 0, ... , 0), 

{3,\(s) = b2,Q(s, >-1, • • •, An0 ), 

where Q = (0, ... , 0) E A*. Hence Theorem 3.4 is an immediate conse
quence of Theorem 4.3. Q.E.D. 

Proof of Theorem 4.1. By (4.1), (4.2), [Sl; Theorem I] and [SO; 
Lemma 2.2], a functional equation of the form 

<I?;(l; so, s) = L r;,1J. (so, s )<I?;.(!; -m/2 - so - s1, s) 
1)*E{±l}no 
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holds for any f E S(V~)- By [SO; Theorem 2], if m < 2n, then we have 

n-1 

r;,11 • (so, s) = r;, 11 • (so, s). IT r~.,(2so + m - i), 
i=m-n 

where 

and f;, 11 • ( s0 , s) are the coefficients of the functional equation for 
(P(m-n), p(m-n), y(m-nl). Hence it suffices to consider the case m;::: 2n. 
Then n = n 0 . To calculate the coefficients r;, 11 • ( s0 , s), we may assume 
that f E C0 (V~ - S~) and (s0 ,s) satisfies the condition (4.3). To give 
a parametric representation of V11 , we introduce the following notation: 

Alt(n) = {A E M(n,JR) ltA =-A}, 

Sym(n); ={TE M(n; JR) IT= tT, sgnd?(T) 
n 

IT T/j(l:::;i:::;n)}, 
j=n-i+l 

where d? (T) is the determinant of the lower right i by i block of T. Any 
element x in V11 can be written uniquely as follows: 

where T E Sym(n);, A E Alt(n), b E M(8, n; JR), D1 , D2 E M(K -
n,n;JR),C E GL(n;JR). Then we have 

P;(x) = 2n-i(det C) 2 d~_i(T) 

* { (detC)2 
Pn-1(x) = 2d1 (T) x 

detC 

Pn(x) = <let C 

and 

(0:::; i :::; n - 2), 

(m > 2n), 

(m = 2n), 
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Here dT, dA, db, dD1, dD2 and dC are the standard Euclidean measures 
on the matrix spaces. Hence 

if>0 ,77 (J; so, s) 

= 2a(so,s,n) J ldetC12so+s1+rn-nsgn(detCt 

where 

and 

For 

we have 

n-l 

X ldetTl;0 IJ ld~_i(T)l~s;-s;+i)/2 J(x)dTdAdbdD1dD2dC, 
i=l 

(TE Sym(n);), 

(T (/. Sym(n);), 

(TE Sym(n);), 

(T (/. Sym(n);), 

a(so, s, n) = nso + ~ (ns1 - t Si+ n(n - 1)) . 

(x* E VR), 

(x*,x)=trCx*Jx) 

= tr(x;(T + A)C) + tr(y*bC) - tr(½x; l/JbC) 

+ tr(x:D1 C) + tr(x~C) + tr(x;D2C) - tr(x; tD2D1 C). 

Put e[z] = exp(21rHz). The Fourier inversion formula applied to the 
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integrals with respect to dx4 and dD1 yields the identity 

iP~(f; so, s) 

= 2<>(so,s,n) JI det c12sa+s1 +m-n sgn( det C)' 

n-l 

X jdetTl;o II jd~_i(T)j~s;-s;+i)l2dTdAdbdD2dC 
i=l 

= 2<>(so,s,n) JI det q2sa+s1 +m-tt sgn( det C)' 

n-l 

X jdetTl;o II jd~_i(T)j~s;-s;+i)l2dTdAdbdD2dC 
i=l 

x e[tr(xi(T + A)C) + tr(y*bC) - ½tr(xi(1bb)C) 

+ tr(x~C) + tr(x2D2C)] dxr dx2 dy* dx;. 
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Changing the variables xi,x2,y*,C,b into xj(xi - x2D2),x3x2,x3y*, 
cx;-1 , bc-1 , respectively, we obtain 

iP~(f; so, s) 

= 2a(so,s,n) J I det q2sa+s1 +m-tt-0 sgn( det ct 

n-l 

X jdetTl;o II jd~_i(T)j~s;-s;+i)/2 dTdAdC 
i=l 

X JI detx;1-2sa-si-n sgn(det x;)' 

x e[tr((T +A+ xi)C)] dxr dx2 dxi dD2 

X J {! f (t(xi - xzD2, Xz, y*, ln/D2/xi) e[by*] dy*} 

x e[-½btc-11b] db. 
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For a nondegenerate real symmetric matrix Y of size n, it is known that 

(cf. [W; n°14, Theorem 2]). If 8 = l, namely mis odd, then this formula 
implies that 

where Cs = ½(C + tc). Note that, if m is even, the corresponding 
integral does not appear. Hence we obtain 

<I>;(l; so, s) 

n-l 

= 2a(so,s,n) JI detTJ~o II ld~_i(T)l~s,-s,+1)/2 . 
i=l 

x e[tr((T +A+ x~)C)] dTdAdC. 

Put 
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Then we have 

n-1 
= 2a(so,s,n)+n(n-l) JI <let r1;0 II ld~_i(T)l~s,-s,+i)/2 

i=l 

X I det q 2so+si +m-1< sgn( det C)' I det Csl-.5/2 e [½ (-l)nb sgn(det Cs)] 

X {/ I det x; 1-2so-si -n sgn( <let x;)' e [½ty* ( Cs - CaC; 1Ca)y*] 

x f e(T* + A* - x2D2, x 2, y*, ln/D2)tx;) dT* dA* dx2 dx; dD2 dy*} 

x e[tr((T + T*)Cs) + tr( (A+ A*)Ca)] dT dA dCs dCa. 

Since 

/1 <let q 2so+si +m-1< sgn( <let C)' e [½ty* ( CaC; 1Ca)y*] dCa 

J J JC(T* + A* - x;D2, x 2, y*, ln, tD2)tx;) e[tr((A + A*)Ca)] dA* dA 

= 2-n(n-1)/21 det Csl2so+s1+m-1< sgn(det Cs)" 

x f f(t(T* + A* - x;D2, x;, y*, ln, tD2)tx;) dA*, 
}Alt(n) 

we obtain 

n-1 
= 2a(so,s,n)+n(n-1)/2 JI <let r1;0 II ld~_i(T)l~s,-s;+i)/2 

i=l 

X I det C8 12so+s, +m/2 sgn( det Cs)' e [½ (-l)nb sgn( <let Cs)] 

X {! I det x; 1-2so-si -n sgn( det x;)' e [½VCsy*] 

x f e(T* + A* - x 2D2, x 2, y*, ln/D2)tx;) dT* dA* dx2 dx; dD2 dy*} 

X e[tr((T + T*)Cs)] dT dCs. 
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For v =(vi, ... , vn) E {±l}n, put 

Sym(n),, 

= { T E M( n; JR) I T = tr, sgn di (T) = V1 ••• Vi ( 1 ::::; i ::::; n)} ' 

where di(T) is the determinant of the upper left i by i block of T. Also 
put 

Lemma 4.3 ([S3;Theorem 3.2]). We have 

1 . fr ldt(TW' i(T) dT 
Sym(n),, i=l 

= L 1',,,,,,(z) 1 fr ldi(T*)lz; J(T*) dT*, 
vE{±l}n Sym(n),, i=l 

where 

f (T) = J f(T*) e[tr(TT*)] dT*, 

z* = (z;, ... ,z~) = (zn-l,··•,z1,-(n+ 1)/2-zi - ··· -zn) 

and 

n n-i+2 
X II fiR(Zi +···+Zn+ 2 ; 'f/iVi)-

i=l 
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Using the lemma above twice, we obtain 

<1>; (i; so, s) 

=2°'(so,s,n) L (ftvi)'e[(-in6 ftvi] 
vE{±l}n i=l i=l 

(
Sn-1-Sn S1-Sz ) 

X 111,v 2 ' ... ' --2-, So 

n-1 
X r ldetCslso+(s,+sn+m-n-1)/2 IT ldi(Cs)l(s,-s;+i)/2 

lsym(n)v i=l 
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{/ I <let x;1-Zso-s,-msgn(det x;)' f(x*) dx*} e[tr(T*Cs)] dCs 

= 2a(so,s,n) L L (fivi)'e[c-~r0 fIVi] 
11* E{±l}n vE{±l}n i=l i=l 

(
Sn-1-Sn S1-Sz ) 

x 111,v 2 ' ... ' --2-, so 

( 
S1 - Sz Sn-1 - Sn S1 + Sn + m - n - l) 

X "'fv,11* --2-' ... ' 2 'So + 2 

n-1 
X JI det T*J;.so-s,-m/2 II ld~_i(T*)l~s,-s,+1)/2 

i=l 

x I <let x; 1-Zso-s, -m sgn(det x;)' f(x*) dx*. 

It is easy to check that this identity coincides with the functional equa
tion in Theorem 4.1. Q.E.D. 

Remark. One can obtain an analogous result to Theorem 4.1 over 
p-adic number fields. In the case n = l, Theorem 4.1 as well as its 
analogue over p-adic number fields has been proved in [S3; Theorem 
3.6]. 
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