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§ 0. Introduction 

0.1. We discuss about the characteristic varieties of certain modules 
over the enveloping algebra of a semisimple Lie algebra, such as highest 
weight modules and primitive quotients. 

Let G be a connected semisimple algebraic group over the complex 
number field C, g its Lie algebra and U(g) the enveloping algebra of g. 
Let X be the flag variety of G and [gx the sheaf of linear (algebraic) 
differential operators on X. The natural action of G on X induces an 
algebra homomorphism U(g)~I'(X, [gx)- Hence for a U(g)-module M 
we have a fgx-module fgx ®ucs) M. 

For a finitely generated U(g)-module M (resp. a coherent fg x-module 
.,II) the associated variety V(M) (resp. the characteristic variety Ch(.,11)) 
is a subvariety of the dual space g* of g (resp. a subvariety of the cotan­
gent bundle T* X). For simplicity we sometimes write Ch(M) instead of 
Ch([g x ®ucsi M) for a finitely generated U(g)-module M and call it the 
characteristic variety of M. 

We hope to determine the associated varieties and the characteristic 
varieties of the irreducible highest weight modules L with trivial central 
character and the quotients U(g)/1, where I is a primitive ideal of U(g) 
with trivial central character. For a finitely generated U(g)-module M 
with trivial central character V(M) is determined from Ch(M) (Borho­
Brylinski, see Proposition 1.2 below). Hence our problems are the fol­
lowing: 

Problem 0.1. Determine Ch(L) for irreducible highest weight modules 
L with trivial central character. 

Problem 0.2. Determine Ch(U(g)/l) for primitive ideals I of U(g) 
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with trivial central character. 

It follows from Propositions 1.2 and 1.9 below that Ch(U(g)/l) is 
determined from Ch(L) for some L (Borho-Brylinski). 

If G is of type An, we have explicit conjectures for the above prob­
lems which are known to be true for n<5 (see Section 3.2 below). 

0.2. One of the purposes of this paper is to determine Ch(L) and 
Ch(U(g)/I) when the rank of G is not greater than three using several 
known facts concerning them. There was a conjecture that Ch(U(g)/I) is 
always irreducible ([BoB2]), but our calculation shows that there exist 
counter examples for B8 and C3• 

We also propose a modification of the above conjecture (Conjecture 
3.4 below). It is a more refined form of the following: 

Conjecture O 3. Let f!£ 0 be the set of the primitive ideals of U(g) 
with trivial central character. 

(0.4) 

(i) If Ch(U(g)// 1)=Ch(U(g)// 2) for / 1, / 2 e f!l:0, then l 1=l 2• 

(ii) There exists a natural one-to-one correspondence: 

f!l:o::::: ll lrr(O n n), 
OENl!p 8 

where Nilp, is the set of special nilpotent orbits in the sence of Lusztig 
(see Section 2.3), n is the Lie algebra of the unipotent radical of a Borel 
subgroup and Irr(O n n) is the set of the irreducible components of On n. 

It is known that a subset f!l:0, 0 of f!l:0 is determined for each O e Nilp, 
and we have: 

# (f!l: o,o) =#(Irr( 0 n n) 

f!£ o = ll f!£ o,o• 
0ENl!p 8 

(0 e Nilp,) 

Our conjecture states that there exists a natural one-to-one corre­
spondence: 

(0.5) f!l:0,0 :::::Irr(O n n) 

for O e Nilp,. 
Conjecture 3.4, which tells more about the expected one-to-one cor­

respondence (0.5), is true for G of type An ([BoB2]) and for G of rank< 3 
(Section 4). It is also true for O e Nilp, satisfying the condition (3.6) 
below (Proposition 3.5). Although (3.6) sometimes fails, it holds for 
many O's (e.g. for all O e Nilp, in E6). 
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0.3. The contents of this paper are as follows. In Section 1 we 
recall some known results concerning characteristic varieties. In Section 
2 some relations between characteristic varieties and Weyl group repre­
sentations are stated. These two sections may be considered as a survey 
of the results of Joseph, Borho-Brylinski, ... concerning the characteristic 
varieties. In Section 3 the existence of I e ,q[°0 such that Ch(U(g)//) is 
not irreducible is explained from the representation theory of the Hecke 
algebra. We also propose a conjecture and prove this for some cases. 
Section 4 is devoted to the calculations for the cases when the rank of G 
is not greater than three. In Appendix we give proofs of some facts con­
cerning the Springer representations, which are probably well-known to 
the experts. 

0.4. We use the following notation for .@-modules. For a non­
singular algebraic variety Y over C we denote by .@y the sheaf of the 
linear algebraic differential operators. When f: Y - Vis a morphism of 
non-singular Varieties, an u-l_@v, .@y )-bimoduJe .@y_y and a (.@y,J-l9ffv)­

bimodu}e .@y~v are defined as usual. We set: 

for a 9ffv-module (or a complex of .@-modules) Jt. When f is smooth 
and Jt is a 9ffv-module, we have: .YfJJ*(Jt)=O for I=!=O and we writef*Jt 
instead of Yr0f*(Jt). For a .@y-module (or a complex of .@y-modules) 
.% we set: 

§ 1. Characteristic varieties 

1.1. Associated varieties and characteristic varieties. 
Let Ulg) be the subspace of U(g) consisting of the elements of order 

<i. Then the associated graded algebra GrU(g):=ffiJUig)/U,_ 1(g)) is 
naturally isomorphic to the symmetric algebra S(g). Let M be a finitely 
generated U(g)-module. An increasing filtration {MJ}Jez of M consisting 
of finite-dimensional subspaces is called a good filtration if the following 
conditions are satisfied: 

(Fl) MJ={O} for a sufficiently smallj, 
(F2) M=UJezMJ, 
(F3) Uig)MJcMi+J• 
(F4) Ulg)MJ=Mi+J for a sufficiently largej. 
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If {MJ}Jez is a good filtration of a finitely generated U(g)-module, the 
associated graded module GrM:=tBJez(MiMJ_ 1) is a finitely generated 
S(g)-module. Since S(g) is naturally identified with the ring C[g*] of 
polynomial functions on g*, GrM determines a cohernet sheaf grM on g*. 
The associated variety V(M) of Mis defined to be the support of grM, 
which is known to be independent of the choice of a good filtration. 

Example. Let M be a finitely generated U(g)-module. 
( i) If Mis finite-dimensional, then V{M)={O}. 
(ii) If M= U(g)/I for a left ideal /, then V(M) is the zero set of 

the ideal: 

of GrU(g)=S(g)=C[g*]. 
(iii) If M has a central character, then V(M) is a subvariety of the 

nilpotent variety JV= { x e g \ x: nilpotent}. Here we identify g * with g 
via the Killing form. 

For a non-singular algebraic variety V over C we denote by P)v,i 
the subsheaf of P)v consisting of differential operators of order S:.i. Let 
vlt be a coherent P)v-module. An increasing filtration {vlt1} 1ez of vlt 
consisting of coherent c:Dv-submodules is called a good filtration if the 
conditions, which are obtained by replacing M 1 and Ulg) by vltJ and 
P)v,i respectively in {Fl)-(F4), are satisfied. If {vlt 1} 1ez is a good filtration 
of vlt, the associated graded module Grvlt is a coherent GrP)v-module. 
Let p: T* X ---+X be the cotangent bundle. Since GrP)v is naturally iso­
morphic to p*(@T•x), Grvlt determines a coherent @T*Y-module grvlt. 
The characteristic variety Ch(vlt) of vi( is defined to be the support of 
grvlt, which is known to be independent of the choice of a good filtration. 
It is known that Ch(vlt) is an involutive subvariety of T*V in the sence 
of the symplectic geometry (Sato-Kawai-Kashiwara). Especially, any 
irreducible component of Ch{vlt) has dimension > dim V. 

Example. Let vi( be a coherent P)v-module. 
( i ) If vi( is coherent as an c:Dv-module, then Ch{vlt) is the zero 

section of T* X. 
(ii) If vit=P)v/1, then Ch(vlt) is the zero set of Gr/ (cp*@T•v)­
(iii) If Y is a non-singular closed subvariety of V and vi(= !!,I YI v 

(:=Jf""i'dimY(c:Dv)), then Ch{vlt) is the conormal bundle riv. 
1.2. The Beilinson-Bernstein category equivalence. 
Recall that G is a connected semisimple algebraic group over C with 

Lie algebra g and X is the flag manifold. 
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For a U(g)-module M we have a !?) x-module !!!) x®uca> M as noted in 
Introduction. This is a kind of localization. · 

Proposition 1.1 ([BeB]). The localization stated above gives an equi­
valence between the abelian category of finitely generated U(g)-modules 
with trivial central character and that of coherent !!!) x·modules. 

Let r: T*X --+9* (~g) be the natural map induced by the action of 
G on X (moment map). 

Proposition 1.2 ([BoB2]). For a finitely generated U(g)-module M 
with trivial central character we have: 

V(M)=r(Ch(M)), 

where Ch(M) stands for Ch(!?) x®uc 0iM). 

1.3. Characteristic varieties of highest weight modules. 
We fix a Borel subgroup B of G and a maximal torus Hof G con­

tained in B. The Lie algebras of B and H are denoted by o and lj, res­
pectively. Let p e lj* be the half of the sum of the positive roots. Here 
the ordering on the root system is chosen so that the weights of n=[o, o] 
is positive. For an element w of the Weyl group Wlet Mw be the Verma 
module with highest weight -wp-p and Lw its simple quotient. Let (!)0 

be the abelian category of finitely generated U(g)-module with trivial 
central character so that the action of o lifts to the locally finite algebraic 
action of B. M w and Lw are objects of 00 and the Grothendieck group 
K(0 0) has two bases {[Mw]}wew and {[Lw]}wew· 

Let M be an object of 00• It is easily seen that V(M) is a B­
stable subvariety of n. Hence we have Ch(M)cr- 1(n)= lJ wew TfwX = 
Uwew TlwX (see Section 1.2). Here Xw is the Schubert cell BwB/B. 
Hence any irreducible component of Ch(M) for Me 00 is of the form 
T;.,X for some we W. Taking into account the multiplicity of 
gr(!!!)x®uca>M) at each irreducible component of Ch(M), the characteristic 
cycle Ch(M) E ffiwew Z~ 0[T1wX] of M is defined. By the additivity of 
Ch we have a Z-linear map 

Ch: K(0o)~ ffi Z[TlwX]. 
wew 

We define m(y,w)eZ,1; 0 fory,we Wby Ch(Lw)=I:vewm(y,w)[T],X]. 

Setting l'(w)={Y E Wjm(y, w)>O} we have Ch(Lw)=Uve.i:<w> T],X. 
It follows from Proposition 1.1 that the category 00 is equivalent to 

the category d(X, B) consisting of coherent !?) x-modules with B-action. 



6 T. Tanisaki 

By the above arguments objects of d'(X, B) are holonomic (actually they 
are regular holonomic ([BK], [BeB])). 

Set 8Xw = Xw - Xw. By an easy calculation we see that 
~x®u<a> Mw \X -8Xw coincides with f.ixwix-ax,.=ff'i-;,, 1<w>((!)x-ax,.). Here 
d=dim X and l(w) is the length of w. Hence it is easily shown by 
induction on l(w) that ~ x®u<e> Lw coincides with the minimal extension 
"f.ixwix-axw as a holonomic system (in the algebraic category). 

We denote the Bruhat ordering on W by ~ (y<w if and only if Xv 
c X w) and the set of simple reflections in W by S. Set £'( w) = { s e SI sw 
<w} and &l(w)={s e S\ws<w}. 

Lemma 1.3. ( i) we 2(w) and m(w, w)= 1. 
(ii) lf ye 2(w), then y~w. 
(iii) If y < w and Xv is contained in the non-singular part of X w, then 

m(y, w)=O. Especially if w is the longest element of the subgroup of W 
generated by a subset of S, then 2(w)={w}. 

(iv) lf ye 2(w), then £-'(y):::)£-'(w). 

Proof The statements (i), (ii), (iii) follow from the fact that 
~x®uca>Lw~"f.ix,.ix-axw· The statement (iv) follows from the following. 
Let P be the parabolic subgroup of G containing B whose Levi part has 
the Weyl group <£-'(w) >. Then the decomposition of X into P-orbits 
gives a Whitney stratification of X, and Xv is open in PyB/B if and only 
if £-'(y):::)£-'(w). 

1.4. Symmetry. 
Let d'(XX X, G) be the abelian category consisting of coherent 

~xxx-modules with (diagonal) G-actions. We define i: X -xxx by 
i(gB)=(eB, gB). 

Lemma 1.4. (i) For .,It e d'(XXX, G) we have (£ii*)(M)=0 for 
j =/=O. 

(ii) The functor £ 0i*: d'(XXX, G)-d'(X, B) gives an equivalence 
of the abelian categories. 

Sketch of the proof This follows from the following observation. 
The orbit decomposition of X XX under the diagonal action of G is given 
by XXX = Uwew Dw (Dw=G(eB, wB)). Regarding XXX as a fiber 
bundle over X =G/B via the projection onto the first factor, we have 
xxx~GxBXand Dw~GxBXW. 

Let £' w and .,It w be the objects of d'(X XX, G) so that £0i*(2 w) 
=~x®u(e)Lw and £' 0i*(.,ltw)=~x®u(e) Mw, Then we have £' w~ 
"P.iD,.1xxx-aD,,,· Set Zw=Tt .. (XXX). It is easily seen that Ch(M)C 
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UwewZw for .,It e d(XXX, G); As in Section 1.3 we have aZ-linear 
map Ch: K(d(XXX, G))--+EBwew Z[Zw]. The following holds by the 
same reason as the one for Lemma 4.1. 

Lemma 1.5. The diagram: 

Ch 
K(d(X XX, G))--~ EB Z[Zw] 

l Ch wew l_ 
K((!)0) EB Z[T;,.X] 

wew 

commutes. Here the left vertical arrow is the isomorphism induced by 
d(XXX, G)'.::::'.d(X, B)::::'.(!)0 and the right vertical arrow is the Z-linear map 

given by [Zw].-[T; .. X]. Especially, we have Ch(.2" w)= I:vew m(y, w)[Zy]. 
We define j: XXX--+XXX by j(g 1B, g2B)=(g 2B, g1B). It is a G­

equivariant isomorphism such thatj(Dw)=Dw-1· Hence j*(.2" w)=2w-1· 
It is easily seen that the diagram: 

Ch 
K(d(XXX, G))1--___..) EB Z[Zw] 3 [Zwl 

j* l Ch wew 1 I 
K(d(XXX, G)) ) EB Z[Zw] => [Zw-,] 

wew 

commutes. Hence we have the following. 

Lemma 1.6. m(y, w)=m(y-1, w- 1). Especially .l'(w)=(.l'(w- 1))- 1• 

Hence if ye .l'(w), then &l(y):::)8,l(w). 

1.5. Cells in the Weyl groups ([JI], [KLl]). 
We define integers a(y, w) (y, we W) by [Lw]= I:vew a(y, w)[M 11] (in 

K((!)0)). By the Kazhdan-Lusztig conjecture ([KLl]) which is proved in 
[BK] and [BeB] these integers are computable (at least in principle). Set 
a(w)= I:,ew a(y, w)y E Q[W]. Note that {a(w)}wew is a basis of Q[W]. 
A subspace of Q[W] is said to be a-basal if it is spanned by a subset of 
{a(w)}wew· We denote by Vt the minimal a-basal subspace which con­
tains a(w) and is invariant under the left action of W. Define a preorder 
> L and an equivalence relation ,.., L on W by: 

w> y if and only if Vt::) V;, 
L 

w-y if and only if Vt= V;. 
L 

Equivalence classes of ,.., L are called left cells and the left cell containing w 
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is denoted by 'G';. The representation of Won the space V;:= V;/(sum 
of V ;'s which are properly contained in V ;) is called the left cell repre­
sentation attached to the left cell 'G';. Replacing "the left action of W" 
above by "the right action of W" (resp. "the two-sided action of WX W"). 
we have the similar notions V !, > R, - R, "«!, V;; (resp. V ;R, > LR, - LR• 

'G';R, V;R). 
By the arguments as in Section 1.4 (or by the Kazhdan-Lusztig con­

jecture) we see that a(y, w)=a(y-1, w- 1) for y, we W. Hence w> LY if 
and only if w- 1 >Ry- 1, and w - Ly if and only if w- 1 - Ry- 1• Let WI\ be 
the set of the irreducible representations of W over Q. Since any 
irreducible representation of W over Q is absolutely irreducible, we have 
Q[W]~EB.ew" (a0a) as a WX W-module and hence w- LR w- 1 for any 
WE W. 

1.6. Characteristic varieties of primitive quotients. 
We denote by !!£0 the set of the primitive ideals of U(g) with trivial 

central character, that is, 

!!£0= {Ann(M) IM: irreducible U(g)-module with trivial 

central character}, 

where Ann(M)={u e U(g) I u-M ={0}}. Set lw=Ann(Lw) e !!£0• 

Proposition 1.7 ([D]). f!£ 0={lwlw E W}. 

Proposition 1.8 ([Jl], [VJ). lwCly if and only if w> LY, and hence 
lw=ly if and only if w- LY· 

Therefore we have !!£0 ~ W/- L· 

Since lw is a two-sided ideal of U(g), Ch(U(g)//w) is a G-invariant 
closed subvariety of T*X. We identify T*Xwith GxBn via the Killing 
form. 

Proposition 1.9 ([BoB2]). Ch(U(g)//w)=GX B V(Lw-,)for we W. 

Corollary 1.10 ([J3], [BoB2]). Jf w?:.R y, then V(Lw):) V(Ly). Hence 
ifw-Ry, then V(Lw)= V(Ly). 

§ 2. Weyl group representations 

2.1. The Springer representations. 
We denote by Nilp the set of nilpotent orbits in g. Let O e Nilp 

and x e 0. The set of the irreducible local systems over Q on O with 
G-actions is denoted by Y 0 • Set A(x)=Z 0 (x)/Z 0 (X)°, where Z 0 (x) is the 
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centralizer of x. Then there exists a natural one-to-one correspondence: 

!/' 0 :::A(x)A 

where A(x)A is the set of the irreducible representations of A(x) over Q. 
It is known that any irreducible representation of A(x) over Q is abso­
lutely irreducible. 

Set d=dim X and d0 =d-(dim 0)/2. The variety 

Xx:={gB e Xjx E g-n} 

has pure dimension d0 ([Spa]). An action of the Weyl group Won the 
top homology group H 2aa<Xx) (:=HomiH~a 0 (Xx, Q), Q)), which com­
mutes with the natural action of A(x), is defined (the Springer representa­
tion, see [Spr]). 

Let H2ao<Xx):::EB.es-o(-rco,,)0x,) be the decomposition as a wx 
A(x)-module. Set!/'~={~e!/' 0 j-r<o,,J:;t=O}. Then it is known that r<o.n 
is irreducible for ~ e !/'~ and we have: 

We denote rw,QoJ (=H 2aoCXx)ACxJ), which is clearly non-zero, by Sp(O). 
For a pure-dimensional variety V we denote the set of its irreducible 

components bylrr(V). The variety D={(y,gB)jyeg,n} is isomorphic 
to G X 8 ( 0 n n) as a fiber bundle over X = G / B and is isomorphic to 
GX za<xJ xx as a fiber bundle over 0= G/Zo(x). Since Irr(O n n)::: 
Irr(O n n):::Irr(D), we have a surjection: 

(2.1) 

and the inverse image of each element of Irr(O n n) under his an A(x)­
orbit. Hence we have Irr(Xx)/A(x):::Irr(O n n). For each Ye Irr(O n n) 
set: 

Then {qy j Ye Irr(O n n)} is a basis of Sp(O), especially we have 
dim Sp(O)= #(Irr(O n n)). 

Let M be the Q-form offj* spanned by the roots. The Weyl group 
W acts on sm(lj~), the space of symmetric m-th tensors, for each m e Z;;;,o· 
By a theorem of Borho-MacPherson [BM] we have: 

dim Homw(Sp(O), sm(lj~))= G 
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Let u0 be the unique W-submodule of Sd0(fj~) which is isomorphic to 
Sp(0). 

For an H-invariant subvariety Y of n Joseph [J3] defined a polyno­
mial py e Sd-dimY(fj~) as follows. Let l(Y) be the defining ideal of Y. 
Since Y is H-invariant, fj acts on the coordinate algebra M=C[n]/I(Y) 
locally semisimply with weights in - I:ae4+ Z~0a. Here J+ denotes the 
set of positive roots. For h e fj with a(h) e Z<o for any a e J+, set 
M:={m e Mjh-m=im}. Thenpy is defined by: 

le 

I: dimM:=(-l)dpy(h)/( TI a(h))kdlmY +o(~lmY-1). 
i=O ae4+ 

If Ye Irr( 0 n n) for O e Nilp, then dim Y = ( dim 0)/2 and hence 
d-dim Y=d 0 • 

Proposition 2.2 ([H], see also [BBM]). The set {PY I Ye Irr(0 n n)} is 
a basis of a 0 , and an isomorphism from Sp( 0) to q O of W-modules is given 
by qy>-+py. 

2.2. Joseph's Goldie rank polynomials. 
We denote Joseph's Goldie rank polynomial ([J2]) corresponding to 

Lw by Pw, that is, 

where dw is the least non-negative integer so that the right hand side is 
non-zero. 

Proposition 2.3 ([J2]). (i) QPw=Qpy if and only if w- LY· 
(ii) Ifw-LRY, then dw=d 1r 
(iii) The space u(w):= I:Y'="t.R Qpy is W-invariant and is irreducible 

as a W-module. 
(iv) u(w)= EByo/hRI-L QpY. 

{o (m<dw) 
(v) dimHomw(a(w),Sm(fj~))= 

1 (m=dw). 
(vi) a(w)=a(y) if and only if w- LR y. 

Hence an injection W/-LR-+W" is determined by w-+a(w). The 
image W {' of this map coincides with the set of the special representations 
defined by Lusztig ([BVl, 2]). 

2.3. Irreducibility of V(U(g)f lw). 
A closed subvariety of n which is an irreducible component of O n n 
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for some O e Nilp is called an orbital variety (associated to 0). Set 
P(w)=B-(nn wn) and Y 1(w)= P(w- 1). We define o:; e Nilp by OtJ'= 

G · (n n wn). Then Y 1(w) and P(w) are orbital varieties associated to 
o:;. Furthermore any orbital variety coincides with P(w) for some 
we W ([St]). 

Since V(L,,,)=r(Ch(Lw))=Uvez<w> r(TJ 11X)=Uve.r<w> P(y), each 
irreducible component of V(Lw) is an orbital variety. 

Considering the character of Lw as an fj-module, we have Pw-•= 
:EY Cy py for some Cy >0, where Y runs through the irreducible compo­
nents of V(Lw) with maximal dimension ([J3]). On the other hand by 
the pure-dimensionality theorem of Kashiwara-Gabber V(L,,,) is pure­
dimensional. Hence we have the following. 

Proposition 2.4 ([J3]). Pw-•= :EYEirriv(Lw)) Cy PY for some Cy >0. 

By Propositions 2.2, 2.3 and 2.4 we see that W ~ is contained in the 
image of Sp: Nilp-W". Nilpotent orbits which belong to Nilp,= 
{O e Nilp I Sp(O) e wn are called special nilpotent orbits. A bijection: 

W/-~Nilp. (w-otR) 
LR 

is determined by a0tlR=a(w). By the above arguments we have: 

Proposition 2.5. Irr(V(Lw))clrr(OtR n n) for we W. 

Hence by Propositions 1.2, 1.9 and 2.5 we have: 

Proposition 2.6 (Borho-Brylinski, Joseph). 

V(U(g)f lw)= OtR for w e W. 

The irreducibility of V(U(g)/Iw) was conjectured by Borho and was 
proved by Borho-Brylinski [BoBl] using case-by-case method. Later the 
unified proof indicated above was obtained using results of several people. 
Joseph ([J4]) has given a different proof without using Proposition 1.9. 

The follownig is clear from Propositions 1.2 and 2.5. 

Lemma 2.7. V(Lw)=Uvez<w> P(y)=Uvez<w> P(y) for we W. 
0ir=oU,R 

2.4. The Springer representations and the Steinberg cells. 
The variety Z=UwewZw (Zw=T1iw(XXX)) has pure dimension 2d 

(d=dimX). Kazhdan-Lusztig [KL2] defined a WX W-module structure 
on H4a(Z) (=Homa(H~(Z, Q), Q)=ffiwew Q[Zw]) and showed that an 
isomorphism/: H 4a(Z)-Q[W] of Wx W-modules is given by f([Z.])=e. 
Hence setting b(w)=f([Z,,,]), we have a basis {b(w)}wew of Q[W]. 
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Proposition 2.8 ([KL2]). Let s e S and w e W. 
(i) If sw<w, then sb(w)= -b(w). 
(ii) If sw>w, then sb(w)=b(w)+b(sw)+ I:s11<11<sw o,(y, w)b(y), 

where o,(y, w) are certain non-negative integers. 

A subspace of Q[W] is called ab-basal subspace if it is spanned by a 
subset of {b(w)}wew· Using b-basal subspaces instead of a-basal subspaces 
in the definitions in Section 1.6 we have the notions corresponding to 
V ~. > L• •••• <tf~R. They will be denoted by Vt, > 1, • • • , re:; replacing 
Land R by land r, respectively. 

Lemma 2.9 ([KL2]). Let O e Nilp. The subspace EBo/,rco Qb(w) of 
Q[W] is Wx W-invariant. If x e 0, then we have: 

as Wx W-modules. 

Similarly we have the following. 

:::: EB (rco,oi®'<o,oi), 
oe.v& 

Lemma 2.10. If Y is an orbital variety, the subspace EE)yi<wJcY Qb(y) 
(resp. EBY•CwJcY Qb(y)) of Q[W] is invariant under the left (resp. right) 
action of W. Hence if w~ 1y (resp. w>,y), then Y 1(w)::::)Y1(y) (resp. 
yz(w)::J yz(y)). 

The following Lemma was suggested to the author by Joseph. See 
Appendix for the proof. 

Lemma 2.11. ( i) w- 1y if and only if Y 1(w)= Y 1(y). 
(ii) w-,Y if and only if Y'(w)= Y'(y). 
(iii) W- zr Y if and Only if Qt;= 0;r. 

2.5. {a(w)}wew and {b(w)}wew· 
Let P1.J: XXXXX-+XXX be the projection onto the (i,j)-factor. 

The Grothendieck group K(d(X XX, G)) is endowed with a ring structure 
via the product: 

for .,/ti, .,//2 e d(XXX, G) and the isomorphism K(d(XXX, G))::::Z[W] 
of rings is given by [.,/tw]~w. Especially K(d(XXX, G))®z Q is a 
W X W-module. 
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Proposition 2.12 ([KT], [T2]). The Q-linear map: 

is a homomorphism of W X W-modules. 

Since Ch(..A',)=[Z.], the above Proposition is equivalent to the com­
mutativity of the diagram: 

Cb 
K(d(X XX, G))--~H 4iZ) 

1 11 
Z[W] Q[W]. 

It is also equivalent to the following. 

Lemma 2.13. a(w)= I:vewm(y, w)h(y)for we W. 

Remark. Proposition 2.12 is generalized in [T3], where we consider 
the Hecke algebra instead of the Weyl group. 

§ 3. Counter examples and conjectures 

3.1. Counter examples and Hecke algebras. 
Borho-Brylinski [BoB2] conjectured that the characteristic varieties 

Ch(U(g)/Iw) of the primitive quotients U(g)/Iw are always irreducible. By 
Proposition 1.9 it is equivalent to the irreducibility of V(Lw- 1). It is also 
equivalent to the following statement (A) by Proposition 2.3. 

(A) The two natural bases {PY\ Ye Irr(O;R n n)} and {Pv-1 \Ye 
<ef;R / - R} of the special representation Sp( O;R):::: a o~R = a( w) coincide up 
to constant multiples. 

Yet the calculations in Section 4 show that there exist counter 
examples to the conjecture above in B8 and C3• The existence of the 
counter examples can be explained from the representation theory of the 
Hecke algebra as follows. 

Let .YI' be the Hecke algebra of W. It is an algebra over the Laurent 
polynomial ring Q[q112, q- 112] so that .Yl'@acq1t•,q-1)•JQ::::Q[W] via the 
specialization: q112~1. We have the notion of W-graphs and to each 
W-graph a representation of .YI' with a specified basis is associated ([KLl]). 

Proposition 3.1. For any special representation Sp(O) (0 E Nilp,) 
there exists a representation of .YI' arising from a W-graph such that its 
specialization via: q112~1 is isomorphic to Sp(O) and the basis of Sp(O) 
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(::::a0 ) comming from the W-graph coindides with {P11-1 Jy e ~;;,R/-R} 
(O;;,R= 0) up to constant multiples. 

Proof. Let -z-be the (unique) two-sided cell representation containing 
Sp(O)(8)Sp(O) and -r= EBt -z-, be the decomposition into right cell represen­
tations. -z-is a W X W-module and each -rt is a 1 X W-submodule. Since 
deg(p 111) < deg(p 112) for Yi, Y2 with Yi> LR Y2 and Yi~ LR y2, the W-homomor­
phism Q[W]-S 40 (q~) (y-(yp) 40 ) induces a surjective W-homomorphism 
r: -z--a 0 so that each r(-z-t) is spanned by some p 11-1 (see Proposition 2.3). 
Here the actions of Won Q[W] and -z-are induced from those of WX l. 
Consider the vector space Homw(Sp(O), -z-). Here the W-module structure 
on -z-is given by the action of 1 X W. Then the action of W X 1 on -z­
induces a W-module structure on Homw (Sp(O), -z-) (=EB, Homw(Sp(O), 
-z-,)), which is clearly isomorphic to Sp(O). If xis a non-zero vector of 
Sp(O), the map F,,: Homw(Sp(O), -z-)-a 0 (j.-,,r(f(x))) is a non-zero in­
tertwining operator and hence an isomorphism. By definition we have 
F,,(Homw(Sp(O), -rt)) C r(-z-t). Therefore dim Homw(Sp(O), -z-,) = 1 and 
F,,(Homw(Sp(O), -z-,)) is spanned by some P,-1 for each i. 

On the other hand by [Gy] there exists a representation of .Yt' arising 
from a W-graph such that its specialization via: q112-1 is isomorphic to 
Sp(O) (::::Homw (Sp(O), -z-)) and each element of the basis of Sp(O) com­
ming from the W-graph spans Homw(Sp(O), -z-,) for some i. Hence the 
lemma. 

On the other hand Kazhdan-Lustztig found counter examples to the 
following hypothesis (B) in 1979 (unpublished). 

(B) For any special representation Sp{O) (0 E Nilp,) there exists a 
representation of .Yt' arising from a W-graph such that its specialization 
via: q112-1 is isomorphic to Sp(O) and the basis of Sp(O) comming from 
the W-graph coincides with {qy I y E Irr(O n n)}. 

Hence by Proposition 3.1 counter examples to (B) due to Kazhdan 
and Lusztig imply the existence of counter examples to (A). 

The author thanks Kazhdan and Lusztig for informing him of the 
above counter examples. 

3.2. Conjectures. 
We have the following conjectures for type An ([KT], [BoB2]). 

Conjecture 3.2. If G is of type An, then Ch(Lw)= TJ.,X for any 
WE W. 

Conjecture 3.3. If G is of type An, then V(Lw)= Y'(w) for any 
WE W. 
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Since r(T],.X)= Y'(w), Conjecture 3.2 implies Conjecture 3.3 by 
Proposition 1.2. By Lemma 2.13, Conjecture 3.2 is equivalent to a con­
jecture of Kazhdan-Lusztig ([KL2]) which says that if G is of type An, 
then a(w)=h(w) for any we W. 

In general V(Lw) is not irreducible. We would like to propose the 
following. 

Conjecture 3.4. Let O be a special nilpotent orbit and ~ the two­
sided cell corresponding to O (W/- LR::::::Nilp., Section 2.3). Then there 
exists a bijection from ~I-R to lrr(O n n) (w-Yw) and an ordering -< 
on the set lrr(O n n) such that V(Lw)= Yw UY w· Here Y,,, is the union 
of some Y's in Irr(O n n) with Y-< Yw. 

The above conjecture is equivalent to the following. 
(A') For any special representation the matrix describing the rela-

tion of the two natural bases is triangular. 

This is proved for type An ([BoB2]; Se:;tion 6.10). 

3.3. A partial result. 
We define <P: W/\-Nilp, and 7/!: w/\-Nilp as follows. For <J e WI\ 

if a®ac VtR (resp. a ®ac Vt;'), then <P(<J)= OtR (7/!(a)= Ot,r). Note 
that Ot,rcOtR. Indeed OtR=G· V(L,,,)=>G· Y'(w)=Ot,'°. 

Proposition 3.5. Let O e Nilp,. If the condition: 

(3.6) 

holds, then Conjecture 3.4 holds for 0. 

Proof As WX W-modules I:oii;Rco Qa(w):::::: I:11><,)co (T®T) and 
I:o/Jco Qh(w)::::::I:w<,ico (T®T). Hence by our assumption we have 
I:oii;Rco Qa(w)= I:o/Jco Qh(w). Since a(w) e h(w)+ .Z:v<w Z;.;0h(y), O~R 

c O if and only if O",J c 0. Noting that Ot,r c OtR we have the following. 

(3.7) If Ot,'°=0, then OtR=O especially Y'(w) e Irr(V(Lw)). 

We define a sequence: 

p=J 0 cJ 1 CJ 2 C · · · Clrr(O n n) 

of subsets of lrr(O n n) inductively as follows. When J,_ 1 is already 
defined, then 

J,={Y'(w)jOt,"=0, V(Lw)CY'(w)U( U Y)}. 
YEJt-1 
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We prove the following. 

(3.8) 

The set .9"={w e WI Ot,'"=0, Y'(wH J,_ 1} is non-empty by the assump­
tion. Let w be the minimal element of .9" with respect to the Bruhat 
ordering. It is sufficient to show that Y'(w) e J,. By Lemma 2.7 and 
(3.7) we have V(Lw)= Y'(w) U (U 11 Y'(y)), where y is running through 
elements of .l'(w)-{w} such that o;r=O. Assume that V(Lw)<;t Y'(w) 
U(U 11EJ 1_ 1 Y). Then there exists some y<w so that otr=O and Y'(y) 
~ Jt-t. Hence ye .9" and this contradicts with the minimality of w. 

Therefore we have V(Lw)C Y'(w) U (UYeJ,_, Y) and (3.8) is proved. 
We define an ordering -< on Irr(O n n) so that Y'-< Y for Ye J1 -

Jt-1 and Y' e J,,, -J,,, _1 with t >u. For each Ye Irr( 0 n n) choose Wy e ~ 
so that if Ye J,.-J,._ 1, then Y'(wy)= Yand V(Lwy)C YU (UY'eJ,._, Y'). 

Then the set {wy I Ye Irr(O n n)} is a set of complete representatives of 
~1-R· Indeed Wy?"RWy, for Y=;t= Y' because V(Lwy)=;t= V(Lwy,) (Corollary 
1.10), and #(~/-R)=dimSp(O)=#(lrr(Onn)) (Section 2). It is clear 
that the above ordering -< and the bijection ~ / - R 3 Wy-. Ye Irr( 0 n n) 
satisfy the required properties and Proposition is proved. 

For O e Nilp, we have {r-e W" I <b(r)cO} c {t' e W" I W(r-)cO} 
([KT]). But the opposite inclusion does not hold in general. 

Since <Jj and Ware described in [BVl, 2], [Shl, 2] and [ALS] explicitly, 
and since the closure relations of the nilpotent orbits are already known 
(well-known for classical types and the exceptional types are treated in 
[Sh3] and [M]), we can check the condition (3.6). For example since (3.6) 
holds for any O e Nilp, in E6, Conjecture 3.4 is true for E6• In F, (3.6) 
holds for nine special nilpotent orbits among eleven but fails for the 
remaining two. 

§ 4. Explicit calculations for low rank cases 

4.1. V(Lw) for C2, C3• 

Set 

[ o . ll 
T,,.= l .. · O e Mn(C), J =[ 0 

n -Tn 

g={x e M2nCC) I 1xJn+J,,.x=O}, 

6 = {upper triangular matrix in g}, 

n={x e 6 with diagonal entries=O}. 
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Then g is a simple Lie algebra of' type Cn, o is its Borel subalgebra 
and n=[o, o]. The Weyl group Wis identified with the set of permuta­
tions w of 2n letters{± 1, ±2, · · ·, ±n} so that w(-i)= -w(i) for any i. 
When w(i)~ai for i=l, .. ·,n, we write W=(a,, ···,an). Sets,= 
(-1,2,3, ···,n), S2=(2,l,3,4, ···,n),s 3=(1,3,2,4, ···,n), ···,Sn= 
(1,2, ···,n-2,n,n-l). Then S={s 1,s 2,···,sn} is the set of simple 
reflections. 

For a positive integer m let Pm be the set of the partitions of m, that 
is, Pm={(ln,2n, .. -mnm)I.I:Y'-1ini=m}. For a=(ln,2n, .. ·) E pm we de­
note by c. by the set of nilpotent matrices in Mm(C) whose Jordan normal 
forms have exactly ni Jordan blocks of size i for each i. 

Set Pfn={(ln,2n,. · ·) E P 2n lni is even for i odd}. As is well-known, 
for a E P2n C. n g =/=<Ji if and only if a E Pfm and for each a E Pfn O. = C. n g 
is a single nilpotent orbit in g. Hence we have Nilp::::Pfn. It is known 
thatO.=C.ng and hence o.nn=O.nn=c.nn. For each aePma 
family {f;," Ii e /,} of polynomial functions on Mm(C), whose zero set coin­
cides with c., is explicitly constructed in [Tl]. Here J. is some indexing 
set. Hence we have o. n n={x en 11/(x)=O for any i e J.}. Using this 
we calculate the explicit forms of the orbital varieties in C2 and C3• We 
identify Nilp with Pfn and the orbital varieties associated to the nilpotent 
orbit corresponding to (1 n,2n, · · ·) e Pfn will be denoted by (I n,2n, · · · ),, 
(1 n,2n,. • • )2, • • •. 

(i) C2 

Nilp={(4), (22), (l22),(I4)}, 

n=f[g g g _!] a, b, c, de c}, l O O O O . 

(4),=n, (22) 1 ={a=0}, (22) 2 ={d=0}, (l22),={a=c 2 -bd=0}, 
(14), ={0}. 

(ii) Cs 

Nilp={(6), (24), (l24), (32) (23), (l222), (l42), (16)}, 

ll=j 
0 a b f e d 

I 0 0 C h g e 
0 ,0 0 k h f 
0 0 0 0 -c -b a,b, · · ·,k e Cr 
0 0 0 0 0 .....:.a 
.0 0 0 0 0 0 

(6),=n, 
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(24)1={a=0}, (24)2 ={c=0}, (24)3 ={k=0}, 

(1'4),-{a-det [i ~ J j]-+ (1'4),-{c-h'-gk=O), 

(32)1 ={c=a2g+2abh+b 2k=0}, (32) 2={a=k=0}, 

(32) 3={k=ag+2bh-2cf=0}, 

(23) 1 ={a=b=c=0}, (28) 2={a=k=bh-cf=0}, 

(23) 3 = { c= h2-gk= ag+ bh= ah+hk= O}, 

(l 222)1 = {a= h= c= f2g+h 2d+ e2k- gkd-2ehf = O}, 

(1222) 2={c=k=h=g=O}, 

(1222) 3 = { a= k= bh- cf= f2g+ h2d-2ehf = b2g+ c2d-2bce 

=hgf + i:hd- cef-beh =0}, 

(142)1 = {a= b = c= f g- eh= fh-ke= f e-hd= /2-kd= e2 - gd 

=h 2-gk=0}, 

(16)1 ={0}. 

Including relations of orbital varieties are given in Figure I and 
Figure 2. Since Y 1(w) (resp. Y'(w)) is the minimal orbital variety includ­
ing n n w- 1(n) (resp. n n w(n)), we can calculate them easily (Table 1 and 
Table 3). 

Next we give the right cells and the two-sided cells. 

(i) C2 

Set s=s 1, t=s 2, 't&'1={e}, '??21={t, ts, tst}, 't&'22={s, st, sts}, 't&'3 ={stst} 
and '??2 = '??21 U '??22. Then, '??i, '??210 '??22, 'G's are right cells and '??1, '??2, '?f's 
are two-sided cells. 

(ii) C3 

We use the numbering of the elements of W given in Table 3. 
Set 

'1&'1={1}, 

'??21={5, 9, 11, 33, 34}, '??22={3, 13, 17, 18, 25}, '??23={2, 19, 20, 29}, 

'1&'31={26, 43, 44}, '??32={10, 35, 36}, '?fs3={30, 47, 48}, 

'??41={27, 41, 42}, '??42={31, 45, 46}, '??43={15, 37, 38}, 

'??51={7, 21, 22, 28}, '1&'52={4, 14, 16, 39, 40}, '??58={6, 12, 23, 24, 32}, 

'?fs={8}. 
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Figure 1.1 Including relation of 
orbital varieties for C2• 

(6)1 

~ 
(24)i (24)2 (24)3 

Figure 2.1 Including relation of 
orbital varieties for Ca. 

(14)1 

Figure 1.2 Including relation of 
orbital varieties associated to 
special nilpotent orbits for C2. 

(6h 

~ 
(24)1 (24)2 (24)a 

Figure 2.2 Including relation of 
orbital varieties associated to 
special nilpotent orbits for C3• 

19 

The above fourteen subsets of W are right cells, and there are six two­
sided cells, namely 'i&'i, <t'2=<t'21 U <t'22 U <t'23, <t'.=<t'31 U <t'32 U 'i&'33, 'i&'4=<t'41 U 
<t'42 U <t'm <t's=<t's1 U <t's2 U <t's3 and <t'6. 

The ordering on the set of right cells induced by > R is given in 
Figure 5 and Figure 7. 
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(7h 

(1•~'5), (7h 

~ 

(F) 

Figure 3.1 Including relation of 
orbital varieties for Bs, 

(22)1 

~ 
T T 
IJ'" 

(OO)i 

Figure 4.1 Including relation of 
orbital varieties for G,. 

(125)1 , (125)2 (l25)a 

Figure 3.2 Including relation of 
orbital varieties associated to 
special nilpotent orbits for B8• 

(22)1 

~ 
(20)1 (20)2 

~ 
(OOh 

Figure 4,2 Including relation of 
orbital varieties associated to 
special nilpotent orbits for G2• 

Under the above preparation, we determine V(Lw). 

(i) C2 

When W=e, s, t or stst, Xw is non.:singular. 
longest element of a parabolic subgroup of W. 

Indeed such w is the 
Hence V(Lw)= Y'(w) 
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Table 1 C2 

w Y 1(w) P(w) right cell V(L)w a(w) 

e (4h (4)1 "1?1 (4)1 b(e) 
s (22)2 (22)2 "1?22 (22)2 b(s) 

(22)1 (22)1 "1?21 (22)i b(t) 
st (22)i (22)2 "1?22 (22)2 b(st) 
ts (22)2 (22)1 "1?21 (22)1 b(ts) 
sts (22)2 (22)2 "1?22 (22)2 b(sts) 
tst (122)1 (l22h "1?21 (22)1 b(tst)+ b(t} 
stst (14)1 (14)1 "lfa (14)1 b(stst) 

Table 2 G2 

w Y 1(w) P(w) right cell V(Lw) a(w) 

e (22)i (22)1 "1?1 (22)1 b(e) 
s (20)2 (20)2 "1?22 (20)2 b(s) 

(20)i (20)1 ~21 (20)1 b(t) 
st (20)1 (20)2 ~22 (2% b(st) 
ts (20)2 (20)1 ~21 (20)1 b(ts) 
sts (20)2 (20)2 ~22 (20)2 b(sts) 
tst (Ol)i (01)1 ~21 (20)i b(tst)+ 2b(t) 
stst (01)1 (01)2 ~22 (20)2 b(stst)+ b(st) 
tsts (01)2 (01)1 ~21 (20)1 b(tsts) + b(ts) 
ststs. (01)2 (Ol)z "1?22 (20)z b(ststs) + b(s) 
tstst (10)1 (10)1 ~21 (20)1 b(tstst)+ b(ist) + b(t) 
ststst (00)1 (00)1 ~3 (OO)i b(ststst) 

(Lemma L3, Lemma 2.7). Hence by Corollary 1.10 we have: 

(ii) C3 

WE 'i&'1 

WE 'ilf21 

WE 'ilf22 

W E 'i/f3 • 

When W= 1, 9, 17, 2, 10, 41, 4 or 8, V(Lw)= Y"(w) since such w is 
the longest element of a parabolic subgroup of W. Hence V(Lw)=(6) 1 for 
w e 'i&'1, V(Lw) = (24)1 for w e 'i&'2i, V(Lw) = (24)2 for w E 'i&'22, V(Lw) = (24)3 

for WE 'i&'23, V(Lw)=(3 2) 2 for WE 'i&'32, V(Lw)=(2') 1 for WE 'i&'m V(Lw)= 
(l222) 2 for w E 'i&'52 and V(Lw)=(l6)i for w E 'i&'6• Since V(Lw):) Y"(w) in 
general, V(Lw):)(3 2) 1 for w E 'i&'31, V(Lw):)(3 2) 3 for w E 'i&'3a, V(Lw):)(2 3)2 for 
w E 'i&'42, V(Lw):)(2 3) 3 for w E 'i&'43, V(Lw):)(l22 2) 1 for w E 'i!f51 and V(Lw):) 
(l222) 3 for we 'i&'53• For w E 'i&'31 (32) 1 is an irreducible component of V(Lw) 
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~3 

Figure 5 Ordering of right cells 
for C2• 

~8 

~3 

Figure 6 Ordering of right cells 
for G2. 

Figure 7 Ordering of right cells for B3, C3, 

and if there is an irreducible component different from (32) 1, it must be 
(32) 2 or (32) 3• Since <t'22~R <6'81, V(Lw)C V(Ly)=(24) 2 for we <6'31 and 
ye 'f6'22• Hence by Figure 2 V(Lw)=(3 2) 1 for we <6'31• We will repeat the 
above arguments. Comparing 'f6'42 to ~ 32 V(Lw)=(2 3) 2 for we ~ 42 • Com­
paring ~ 51 to 'f6'41 V(Lw)=(l22 2) 1 for we ~ 51• Comparing ~ 52 to ~ 31 and 
~ 23 V(Lw)=(l22 2) 2 for we ~ 52, Comparing ~ 53 to ~ 42 V(Lw)=(l22 2) 3 for 
~ 53• Comparing <6'43 to <6'31 and <6'51 V(Lw) = (23) 3 U (23) 1 for w e ~w Com­
paring 'f6'3, to <6'23 V(Lw) = (32) 3 or (32) 3 U (32) 2 for w e ~ 33 , Let W= 30 
( e 'f6'33). If V(Lw) = (32) 3 U (32) 2, there exists some y e .l'( w) such that 
Y'(y)=(3 2) 2• The only elementy e Wso thaty<w and Y'(y)=(3 2) 2 is 10. 
But by a direct calculation we see that XY is contained in the non-singular 
part of Xw (y= 10, w=30) and hence Y= 10 $ l'(w). Thus V(Lw)=(3 2) 3 

for w E 'f6'33• V(Lw) is determined for any w e W (Table 3). 



4.2. V(Lw) for B3• 

Set 
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Then g={x e MiC) I txK+Kx=0} is a simple Lie algebra of type B,, O= 
{triangular matrix in g} is a Borel subalgebra and we have: 

0 a b g e d 0 
0 0 C h f 0 -d 
0 0 0 k 0 -f -e 

n=[o, oJ=· 0 0 0 0 -k -h -g a, .. ·, k e C • 
0 0 0 0 0 -c -b 
0 0 0 0 0 0 -a 
0 0 0 0 0 0 0 

The Weyl group W, the right cells and two-sided cells are the same as that 
of C,. The set Nilp of nilpotent orbits is identified with the set of parti­
tions of seven in which each even integer appears even times, that is, Nilp 
={(7), (l25), (132), (223), (l43), (1'22), (F)}. The orbital varieties are given 
as follows. 

(7)1=n, 

(l25)1={a=0}, (l25)2 ={c=0}, (l25),={k=0}, 

(132) 1={a=k=0}, (132) 2 ={c=ah+bk=0}, 

(132),={k-d= h2 + 2c/=0}, 

(223)1 ={a=k=(bf-ce)2+2(fg-eh)(bh-cg)=0}, 

(223)2={c=ah+bk=2k 2d+2fkg-2ehk-af2 

= 2hf g + 2hkd- 2eh2 + b/2 = O}, 

(223), = {a=b= c= O}, 

(143)1 ={a=k=bh-gc=bf-ec=gf-eh=0}, 

(l43)2 ={c=k=h=f =0}, 

(!43),={a=b=c=eh-dk-gf =0}, 

(l '22) 1 ={a=k=bh-gc=bf-ec=gf-eh=hg+2bf =g 2+2be 

=h2+2cf=0}, 

(1322) 2 = { c= k=h= f =g 2+ lad+ 2be =0}, 

(l7)1 ={0}. 
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We can calculate V(Lw) as in the case of Ca (Table 3). 

Remark. Equations describing the orbital varieties for Ca and B3 

given in Sections 4.1 and 4.2 define reduced schemes. 

4.3. V(Lw) for G2• 

Let g be the simple Lie algebra of type G2• When the weighted 
Dynkin diagram corresponding to a nilpotent orbit is given by: 

a b 
{) > () (a, b=O or 1 or 2), 

this nilpotent orbit is denoted by (ab). Then we have Nilp={(22), (20), 
(01), (10), (00)}. Let .J+ be the set of positive roots. We denote the sim­
ple roots by a and fi. Here a is a long root and f3 is a short root. For 
re .J+ let g7 be the root space corresponding to rand U7 the subgroup of 
G corresponding to g7• The subgroup of G corresponding to n is denoted 
by U. Then the orbital varieties are described as follows. 

(22)1=n, 

(20)1 = EB 8r, 
rE4+-lfll 

{01)1 ={Ad (Ufi)(ga+8a+fi))+82a+3fi• 

(10)1 ={Ad (Ufi)ga)+ 92a+3fi• 

(00)1={0}. 

Let s and t be the reflections relative to a and /3, respectively. The 
four subsets 'i!J'1={e}, 'i!J'21={t, ts, tst, tsts, tstst}, 't!i22={s,ststs,stst,ststs}, 
'i!J'3={ststst} of Ware right cells and the three subsets 'i!J'1, 'if2='t!i21 U 'if22, 'ifs 
are two-sided cells. 

We can calculated V(Lw) as in the case of C2 (Table 2). 

4.4. Ch(Lw). 
We show the calculations for G2 only. The results for C2, Cs, Bs are 

given in Table 1 and Table 3. 
When Ch(Lw)= Z: 11ew m(y, w)[TjvX], we have a(w)= Z:vew m(y, w) 

b(y). For type G2 it is shown that a(w)=Z:v:.w(-l) 1<w>+1<ii>y. When 
w=e, s, tor ststst, Xw is non-singular because such w is the longest ele­
ment of a parabolic subgroup of W. It is shown that X,1• is also non­
singular (although the author checked this by himself, this should be 
known). Hence a(w)=b(w) for w=e, s, t, sts, ststst by Lemma 1.3. 
Furthermore by Lemma 1.3 and Lemma 1.6 a(st)=b(st) and a(ts)=b(ts). 
By Lemma 1.3, Lemma 1.6 and Lemma 2. 7 we have: 
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a(tst)= h(tst)+x,h(t), 

a(stst) = h(stst) + x 2h(st), 

a(tsts) = h(tsts) + x 2h(ts ), 
a(ststs) = h(ststs) + X3h(sts) + X4h(s), 
a(tstst) = h(tstst) + x 5h(tst) + x 6h(t) 

27 

with x,>O, x2 >0, X 3 ~0, X 4 ~0, x3 +x 4 >0, x5 ~0, x6 >0. By Proposition 
2.8 and Lemma 2.10 we have: 

uh(w) E h(w)+h(uw)+ I: 
uy<y<uw Yl(y)cY'(w) 

Z~oh(y), 

for u=s or t, w E W with uw :>w. Hence by Figure 4 we have x, =2, 
X2 = 1, X3 =0, X4 = 1, X5= 1, X 6= 1. 

Appendix. Some remarks on the Springer representation 

A.1. The image of the moment map r: T* X -g* :::'. g is the set JV 
of nilpotent elements in g and r: T* X -JV gives a resolution of the singu­
larity of JV (Springer). An action of the Weyl group W on Rri(Qr•x), 
which is an object of the derived category, is defined in [L] (see also 
[BM]). Hence for any locally closed subvariety D of JV we have an action 
of W on the vector space H;(r-'(D), Q) = H;(D, RriCQr•x) ID) and its 
dual H*(r-'(D)). Since r-'(x):::'.Xx (:={gB E Xlg-'x En), we have an ac­
tino of Won H*(Xx). Since the inverse image of .Ara :={(x, -x) j x E JV} 
under rx r: T*(XX X)= T* Xx T* x-JVx.JV coincides with Z (see Sec­
tion 2.5), we have an action of WX Won H *(Z). The action of W (resp. 
WX W) on H 2do(Xx) (resp. H4iZ)) described above coincides with the 
one given in [KL2] ([H]). Here O is the nilpotent orbit containing x. 

A.2. Proof of Lemma 2.9 and Lemma 2. 10. 
Identifying .Ara with JV and restricting r X r to Z we have a map p: 

z-JV. Let OE Nilp. Since p-'(O) ( = U oi,rco Zw) is Zariski closed in 
Z, we have the following exact sequence of Wx W-modules: 

0-+H4ip-'(O))-+H4iZ)-+H 4ip-'(.;V -0))-+0. 

Hence EBo1,rco Qh(w)(:::'.EBoi,rcoQ[Zw]=H 4ip-'(O)) is a Wx W-submodule 
of Q[ W] ( :::'. H 4a(Z)). Setting ao = 0- 0 we have also the following exact 
sequence of WX W-modules: 

0-+H 4a(p-1(aO))-+H 4a(p-'(O))-+H 4a(p-1(0))-+0. 

Let x E 0. Regarding p-'(O) as a fiber bundle over 0:::'.G/Z 0 (x) we have 
p- 1(O):::'.GX Za(x) (Xx X xx). Hence H4ip-'(O)):::'.(H2daCXxy:19H2doCXX))A(x) 
and Lemma 2.9 is proved. 

Consider the following commutative diagram: 
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T* XX T* X ~.Af'X T* X 

J f J 
Z---(rx I)(Z). 

Since Z =(rx 1)- 1((rx l)(Z)), we have the action of Won RJ;(Q-z) and 
hence H~a(Z) (=(H!<l((rx l)(Z), RJ;(Qz)))*) is a W-module. This action 
coincides with the restriction of the action of WX W on H 4a{Z) (given in 
Section A.I) to wx L Identifying (rxl)(Z) with T*X'.:::'.GXBn we have 

f(Zw) = G X B P( w ). Hence Lemma 2.10 is proved similarly to Lemma 
2.9. 

A.3. Proof of Lemma 2.11. 
We first prove the statement (i), which says that Y 1(w)= Y 1(y) if and 

only if w- 1 y. 
Let Ybe an orbital variety associated to O e Nilp. We denote by oY 

the union of all the orbital varieties properly contained in Y. Set Y0 = 
Y -oY. Since $Y,<w)CY Qh(w) and EBYi(w)cff Qh(w) are wx 1-invariant 
by Section A.2, M :=($Y,<w>cY Qh(w))/($y 1cw>caY Qh(w)) is a W-module. 
For we W with Y'(w)='Y we denote the image of h(w) in M by h(w). 
Then we clearly have M =-Ef>Ydw>=Y Qb(w). It is enough to. show the 
following statement: 

(Al) If M0 is a W-invariant subspace of Mand is spanned by a 
subset of{b(w) I Y 1(w)= Y}. then M0 ={0} or M0 =M. 

Set Zyo=f- 1(GXBY 0). Here we identify (TXl)(Z) with GxBn. 
Then by the arguments similar to that of Section A.2 we have M '.:::'. 
H4a(Zyo). Note that Zyo is naturally isomorphic to {(x, g1B, g2B) e 
OXXXXlx eg 2 Y0 ng 1n}. Hence if x e Y0, Zyo is isomorphic to 
oxzo<z> (X"'XX"') as a fiber bundle over 0'.:::'.G/Z0 (x). Here X"' is the 
union of Ce Irr (X"') such that h(C)= Y (see (2.1)). Hence we have M-:::=. 
(Hz;toCX"')®H2doCX"')).A.<z) as a W-module, where. W acts on H2r1,oCX"') as in 
Section A.I and trivially on H2r1,oCX"'). Fix C0 e Irr(.X"')=h- 1(Y) and set 
A(x, C0)={zeA(x)lz-C 0=C 0}. Since A(x) acts on lrr(.X"') transitively, 
we have the following. 

(A2) M'.:::'.H2doCX'")A(x,Co) as a W-module. 

Let Irr (X"')=:=11 lJ 12 lJ · . · lJ Ik be the orbi.t decomposition under 
the action of A(x, C0). Then {I:ce 1,[C]lj=l, · · -,k} is a basis of 
H2do(X"').A.<z,co> and this corresponds to the basis {b(w)J P(w)= Y} of M 
via (A.2). 

Since H2do(X") = EB. E9'o(Tco,e>®;) and H2do(X "').A.<x> = Teo,!)® 1 =.Tco,n, 
we have the projection p: H2doCX"")-+H2do(X"').A.<x> of W-modules. Let V 
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be a non-zero W-invariant subspace of H2do(X")A<x,c,J spanned by a subset 
of {l:c1:r, [C] jj= 1, · · ·, k}. Since H2d0(Xx)A<xl is irreducible and 
p(l:01:r, [C]) = (l:01:r, l:,eA<x> [z. C])/# (A(x)) :;t: 0, we have p(V) = 
H2daexx)A(x) and hence V contains H2doCXx)A(x). Let Irr (X") = Jl 11 ... 
U Ji be the orbit decomposition under the action of A(x). Then we have 
H2daexx)A(x) ==ffi~=l Q(l:cEJr [C]). Since each Jr is a union of some J/s 
we have V = H2d0 (Xx)A<x, Col by the assumption. (i) is proved. 

The statement (ii) is equivalent to (i) by the symmetry. 
We prove (iii). Assume that 07;; = Otr = 0 for w, y e W. Since the 

map {ze WI0;r=0}--+Irr(0()n)Xlrr(0nn)(z-(Y1(z), r(z))) is sur­
jective by [St], there exists some z e W such that Y1(z)= yz(w) and r(z) 
= r(y). By (i) and (ii) we have w- z z - r y. Hence w- zr y and Lemma 
2.11 is proved. 

As a corollary to the proof we have the following. 

Corol~ary A.3. Let we W, 0= o:;, Y= Y1(w), x e 0 and Ce h- 1(Y) 
(h: Irr (Xx)- Irr ( 0 n n), see (2.1 )). Set A(x, C) = { z e A(x) I z · C = C}. 
Then V;,, is isomorphic to H2daexx)A(x,G) as Q W-module. 

Conjecture A.4. 
(i) WZ:zyifandonlyif Yl(w)::)Yl(y). 
(ii) w>ry if and only if r(w)::::ir(y). 
(iii) WZ:zrY if and only if 07;;:::,0;r. 
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