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#### Abstract

Lepski's method is a method for choosing a "best" estimator (in an appropriate sense) among a family of those, under suitable restrictions on this family. The subject of this paper is to give a nonasymptotic presentation of Lepski's method in the context of Gaussian regression models for a collection of projection estimators on some nested family of finitedimensional linear subspaces. It is also shown that a suitable tuning of the method allows to asymptotically recover the best possible risk in the family.
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## 1 Introduction

The aim of this paper is threefold. First we want to emphasize the importance of what is now called "Lepski's method", which appeared in a series of papers by Lepski (see Lepskii, 1990, 1991, 1992a and b). Then we shall present this method from an alternative point of view, different from the one initially developed by Lepski. Finally we shall introduce some generalization of the method and use it to prove some nice properties of it which, as far as we know, have not yet been considered, even by its initiator.

Let us first give a brief and simplified account of the classical method of Lepski. This method has been described in its general form and in great details in Lepskii (1991) and the interested reader should of course have a look at this milestone paper. Here we shall content ourselves to consider the problem within the very classical "Gaussian white noise model". According to Ibragimov and Has'minskii (1981, p.5), it has been initially introduced as a statistical model by Kotel'nikov (see Kotel'nikov, 1959). Since then, it has been extensively studied by many authors from the former Soviet Union (see for instance Ibragimov and Has'minskii, 1981, Pinsker, 1980, Efroimovich and Pinsker, 1984) and more recently by Donoho and Johnstone (1994a and b, 1995, 1996) and Birgé and Massart (1999), among many other references. Although not at all confined to this framework, the method has been often considered in the context of the Gaussian white noise model for the sake of simplicity. This model can be described by a stochastic differential equation of the form

$$
\begin{equation*}
d Y_{\varepsilon}(t)=s(t) d t+\varepsilon d W(t), \quad \varepsilon>0, \quad 0 \leq t \leq 1 \tag{1.1}
\end{equation*}
$$

where $s \in \mathbb{L}_{2}([0,1])$ and $W$ is a standard Brownian motion originating from 0 . One wants to estimate the unknown function $s$ using estimators $\hat{s}(\varepsilon)$, i.e. measurable functions of $Y_{\varepsilon}$ and $\varepsilon$. By "estimator", Lepski actually means a family $\{\hat{s}(\varepsilon)\}$ of estimators depending on the parameter $\varepsilon$ which is assumed to be small enough. In order to measure the performances of such estimators, a classical way is to fix some distance $d$ on $\mathbb{L}_{2}([0,1])$ (or some pseudo-distance if $d(s, t)=0$ does not necessarily imply that $s=t$ in $\left.\mathbb{L}_{2}([0,1])\right)$, some number $q \geq 1$ and define the risk of the estimator at $s$ as $\mathbb{E}_{s}\left[d^{q}(s, \hat{s}(\varepsilon))\right]$. The point of view chosen by Lepski is then definitely minimax and asymptotic. He considers a family of parameter sets $\left\{\mathcal{S}_{\theta}\right\}_{\theta \in \Theta}$ and uniform rates of convergences of estimators over those parameter sets. For a given estimator $\hat{s}$, he defines its rate $r[\hat{s}, \theta]$ on $\mathcal{S}_{\theta}$ and the minimax rate $r_{M}[\theta]$ on $\mathcal{S}_{\theta}$ given respectively by

$$
r[\hat{s}, \theta](\varepsilon)=\sup _{s \in \mathcal{S}_{\theta}} \mathbb{E}_{s}\left[d^{q}(s, \hat{s}(\varepsilon))\right] \quad \text { and } \quad r_{M}[\theta]=\inf _{\hat{s}} r[\hat{s}, \theta]
$$

where the infimum is taken over all possible estimators. Comparing estimators then amounts to comparing their rates, the rate $r$ being better than the rate $r^{\prime}\left(r \preceq r^{\prime}\right)$ if and only if $\limsup _{\varepsilon \rightarrow 0} r(\varepsilon) / r^{\prime}(\varepsilon)<+\infty$ and two rates being equivalent $\left(r \asymp r^{\prime}\right)$ if $r \preceq r^{\prime}$ and $r^{\prime} \preceq r$. An estimator $\hat{s}$ is "rate asymptotically minimax" on $\mathcal{S}_{\theta}$, and therefore optimal from this point of view, if $r[\hat{s}, \theta] \asymp r_{M}[\theta]$.

The problem that Lepski considers in his papers is the following: starting from a family of rate asymptotically minimax estimators $\left\{\hat{s}_{\theta}\right\}_{\theta \in \Theta}$, how can one get adaptation over the family $\left\{\mathcal{S}_{\theta}\right\}_{\theta \in \Theta}$, i.e. build a new estimator $\tilde{s}$ which is simultaneously rate asymptotically minimax over all the sets $\mathcal{S}_{\theta}$, i.e. satisfies $r[\tilde{s}, \theta] \asymp r_{M}[\theta]$ for all $\theta \in \Theta$. Let us give a brief and rough account of his solution, rephrasing and simplifying his assumptions in the following way (see Lepskii, 1991 for the precise ones). Lepski's assumptions are essentially equivalent to

1. $\Theta$ is a bounded subset of $\mathbb{R}^{+}$;
2. the family $\left\{\mathcal{S}_{\theta}\right\}_{\theta \in \Theta}$ is nondecreasing with respect to $\theta$;
3. the minimax rates $r_{M}[\theta]$ are, in a suitable sense, continuous with respect to $\theta$;
4. for each $\theta \in \Theta$, one has available a rate asymptotically minimax estimator $\hat{s}_{\theta}$ on $\mathcal{S}_{\theta}$;
5. for $\varepsilon$ small enough and each $\theta \in \Theta, d^{q}\left(s, \hat{s}_{\theta}(\varepsilon)\right)$ is suitably concentrated around its expectation.

Lepski then chooses, for each $\varepsilon$, a suitable finite discretization $\theta_{1}<\ldots<$ $\theta_{n(\varepsilon)}$ of $\Theta$ and, given some large enough constant $K$, defines $\hat{\theta}(\varepsilon)=\theta_{\hat{j}}(\varepsilon)$ where

$$
\hat{\jmath}=\inf \left\{j \leq n(\varepsilon) \mid d^{q}\left(\hat{s}_{\theta_{j}}(\varepsilon), \hat{s}_{\theta_{k}}(\varepsilon)\right) \leq K r\left[\hat{s}_{\theta_{k}}, \theta_{k}\right](\varepsilon) \quad \text { for all } k \in(j, n(\varepsilon)]\right\}
$$

He shows that $\tilde{s}=\hat{s}_{\hat{\theta}}$ is simultaneously rate asymptotically minimax over all the sets $\mathcal{S}_{\theta}$.

This problem of asymptotic adaptation can also be considered from a quite different point of view: if $s \in \mathcal{S}=\cup_{\theta \in \Theta} \mathcal{S}_{\theta}$, there exists a smallest value $\theta(s)$ of $\theta$ such that $s \in \mathcal{S}_{\theta}$ and, since we have therefore no idea of the behaviour of the risk $\mathbb{E}_{s}\left[d^{q}\left(s, \hat{s}_{\theta}(\varepsilon)\right)\right]$ for $\theta<\theta(s)$, among the estimators at hand, $\hat{s}_{\theta(s)}$ can be considered as the best estimator for estimating $s$, among the family of estimators $\left\{\hat{s}_{\theta}\right\}_{\theta \in \Theta}$. From this point of view, the problem to be solved is to find a best estimator in a family of such estimators and it still makes sense without any reference to the minimax and even to the family $\left\{\mathcal{S}_{\theta}\right\}_{\theta \in \Theta}$. It can also be considered from a purely nonasymptotic point of view and set up as follows. Given Model (1.1) with a known value of $\varepsilon$ and an unknown value of $s$, a family of estimators $\left\{\hat{s}_{\theta}(\varepsilon)\right\}_{\theta \in \Theta}$ and some loss function $\ell$, is it possible to design a method for selecting an "almost best" estimator in the family? More precisely, assuming that $s \in \mathcal{S} \subset \mathbb{L}_{2}([0,1])$, does there exist a constant $C$, independent of $\varepsilon$ and $s \in \mathcal{S}$ and a random selection procedure $\hat{\theta}$ based on $Y_{\varepsilon}$ such that the estimator $\tilde{s}=\hat{s}_{\hat{\theta}}$ satisfies

$$
\begin{equation*}
\mathbb{E}_{s}[\ell(s, \tilde{s}(\varepsilon))] \leq C \inf _{\theta \in \Theta} \mathbb{E}_{s}\left[\ell\left(s, \hat{s}_{\theta}(\varepsilon)\right)\right] \quad \text { for all } s \in \mathcal{S} \text { and } \varepsilon>0 \tag{1.2}
\end{equation*}
$$

This is precisely the problem we shall deal with in this paper by a suitable modification of Lepski's initial recipe. In order to allow an easier understanding of our method and avoid technicalities, we shall stick to the Gaussian white noise model and restrict our study to the case of a family $\left\{\hat{s}_{\theta}(\varepsilon)\right\}_{\theta \in \Theta}$ of projection estimators over a nested family of finite-dimensional linear subspaces $S_{\theta}$ of $\mathbb{L}_{2}([0,1])$ indexed by some subset $\Theta$ of $\mathbb{N}$. We shall show that (1.2) actually holds with $\mathcal{S}=\mathbb{L}_{2}([0,1])$ and that one can even take $C$ arbitrarily close to 1 when $\varepsilon$ goes to zero under some suitable restrictions on $s$.

The framework we use here is just the one we considered in Birgé and Massart (1999) for studying penalized least squares estimators. Since penalization can also be viewed as a method for selecting estimators, this allows us to make a parallel between these two methods. Indeed, under the assumptions we use here, they are essentially equivalent. A discussion of the relative merits of the two methods within a more general framework is beyond the scope of this paper. Let us merely mention that Lepski's method allows to handle more general loss functions, while penalization allows to deal with more general families of estimators.

Lepski's method has been put to use in various contexts and by several authors. Let us mention here the papers by Efroimovich and Low (1994), Lepski and Spokoiny (1995), Juditsky (1997), Lepski, Mammen and Spokoiny (1997), Lepski and Levit (1998), Tsybakov (1998) and Butucea (1999). Recently, Lepski has substantially improved his method by relaxing the monotonicity assumptions he previously imposed and which were in particular inadequate to deal with estimation of multidimensional functions with anisotropic smoothness. His new method, which he explained in a series of lectures (Lepski, 1998) could analogously be carried out in the context we use below. In order to keep our presentation simple and short, we shall dispense with this extension and content ourselves to present our point of view derived from the initial method from Lepski (1991).

The procedure for selecting an estimator among some family that we develop below is actually not exactly the original procedure proposed by Lepski, but rather some modification of it which is better suited to our nonasymptotic approach and avoids any reference to minimaxity. Nevertheless, the ideas underlying our construction definitely belong to Lepski.

## 2 Preliminary considerations

### 2.1 The problem at hand

The problem we want to deal with is the estimation of some unknown function $s \in \mathbb{L}_{2}([0,1])$ in the Gaussian white noise model (1.1). In order to accomplish this task, we have at our disposal a family of projection estimators $\left\{\hat{s}_{m}\right\}_{m \in \mathcal{M}}$ corresponding to some nested family $\left\{S_{m}\right\}_{m \in \mathcal{M}}$ of finitedimensional linear subspaces of $\mathbb{L}_{2}([0,1])$ with respective positive dimensions $D_{m}$. Here $\mathcal{M} \subset \mathbb{N}$ is either $\mathbb{N}^{\star}=\mathbb{N} \backslash\{0\}$ or finite and equal to $[1 ; M] \cap \mathbb{N}$ and the sequence $\left(D_{m}\right)_{m \in \mathcal{M}}$ is strictly increasing. We recall that the projection estimator $\hat{s}_{m}$ onto $S_{m}$ is derived from $Y_{\varepsilon}$ by the formula

$$
\hat{s}_{m}=\sum_{j=1}^{D_{m}}\left[\int_{0}^{1} \psi_{j}(t) d Y_{\varepsilon}(t)\right] \psi_{j}
$$

where $\left(\psi_{1}, \ldots, \psi_{D_{m}}\right)$ is an arbitrary orthonormal basis of $S_{m}$.
Our purpose is then as follows: starting from the family of estimators $\left\{\hat{s}_{m}\right\}_{m \in \mathcal{M}}$, build a new one, denoted by $\tilde{s}$, function of those, of $\varepsilon$ and of the sequence $\left(D_{m}\right)_{m \in \mathcal{M}}$ and such that

$$
\mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq C \inf _{m \in \mathcal{M}} \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]
$$

with a constant $C$ independent of $s$ and $\varepsilon$. Here and in the sequel, $\mathbb{E}$ denotes the expectation with respect to the distribution of the process $Y_{\varepsilon}$, as defined by (1.1).

Since the family $\left\{S_{m}\right\}_{m \in \mathcal{M}}$ is nested, one can always find an orthonormal basis $\varphi_{1}, \ldots, \varphi_{j}, \ldots$ of $\mathbb{L}_{2}([0,1])$ such that $S_{m}$ is the linear span of $\left(\varphi_{1}, \ldots, \varphi_{D_{m}}\right)$ for each $m \in \mathcal{M}$. Then, if $s=\sum_{j \geq 1} \beta_{j} \varphi_{j}$, it follows from (1.1) that, for all $m \in \mathcal{M}$,

$$
\begin{equation*}
\hat{s}_{m}=\sum_{j=1}^{D_{m}} \hat{\beta}_{j} \varphi_{j} \quad \text { with } \quad \hat{\beta}_{j}=\int_{0}^{1} \varphi_{j}(t) d Y_{\varepsilon}(t)=\beta_{j}+\varepsilon Z_{j} \tag{2.3}
\end{equation*}
$$

where the random variables $Z_{j}, j \in \mathcal{M}$, are i.i.d. with distribution $\mathcal{N}(0,1)$.

### 2.2 Some properties of projection estimators

In order to describe some elementary properties of the projection estimators, it will be useful to introduce some notations. Setting $D_{0}=0$ and $D_{\infty}=+\infty$, we consider for all pairs $(m, q)$ with $0 \leq m \leq q \leq+\infty$ the quantities $B_{m}^{q}, V_{m}^{q}$ and $U_{m}^{q}$ given by

$$
B_{m}^{q}=\varepsilon^{-2} \sum_{j=D_{m}+1}^{D_{q}} \beta_{j}^{2}, \quad V_{m}^{q}=\sum_{j=D_{m}+1}^{D_{q}} Z_{j}^{2} \quad \text { and } \quad U_{m}^{q}=\varepsilon^{-2} \sum_{j=D_{m}+1}^{D_{q}} \hat{\beta}_{j}^{2}
$$

with the convention that $\sum_{j=k}^{l}=0$ when $k>l$. Since the variables $Z_{j}$ are i.i.d. $\mathcal{N}(0,1)$, it then follows that $V_{m}^{q}$ has the distribution $\chi^{2}\left(D_{q}-D_{m}\right)$ of a chi square with $D_{q}-D_{m}$ degrees of freedom and $U_{m}^{q}$ the distribution $\chi^{\prime 2}\left(D_{q}-D_{m}, \sqrt{B_{m}^{q}}\right)$ of a non-central chi square with $D_{q}-D_{m}$ degrees of freedom and noncentrality parameter $\sqrt{B_{m}^{q}}$. Therefore

$$
\mathbb{E}\left[V_{m}^{q}\right]=D_{q}-D_{m} \quad \text { and } \quad \mathbb{E}\left[U_{m}^{q}\right]=D_{q}-D_{m}+B_{m}^{q}
$$

One then derives from (2.3) that

$$
\begin{align*}
&\left\|\hat{s}_{m}-s\right\|^{2}=\varepsilon^{2}\left[\sum_{j=1}^{D_{m}} Z_{j}^{2}\right]+\sum_{j>D_{m}} \beta_{j}^{2}=\varepsilon^{2}\left(V_{0}^{m}+B_{m}^{\infty}\right)  \tag{2.4}\\
& \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]=\varepsilon^{2}\left(D_{m}+B_{m}^{\infty}\right)
\end{align*}
$$

and for any pair $(j, m) \in \mathcal{M}^{2}$ with $j<m$,

$$
\begin{equation*}
\left\|\hat{s}_{m}-\hat{s}_{j}\right\|^{2}=\varepsilon^{2} U_{j}^{m} \quad \text { and } \quad \mathbb{E}\left[\left\|\hat{s}_{m}-\hat{s}_{j}\right\|^{2}\right]=\varepsilon^{2}\left(B_{j}^{m}+D_{m}-D_{j}\right) \tag{2.5}
\end{equation*}
$$

### 2.3 Optimal projection estimators

Given any sequence $\left(x_{m}\right)_{m \in \mathcal{M}}$ such that $\lim _{m \rightarrow+\infty} x_{m}=+\infty$ when $\mathcal{M}$ is infinite, one defines in a unique way

$$
\begin{align*}
\operatorname{argmin}\left\{x_{m}, m \in \mathcal{M}\right\} & =\inf \left\{j \mid x_{j}=\inf _{m \in \mathcal{M}} x_{m}\right\}  \tag{2.6}\\
& =\inf \left\{j \mid x_{j} \leq x_{m} \text { for all } m>j\right\}
\end{align*}
$$

Then, given $s$, a best estimator in the family $\left\{\hat{s}_{m}, m \in \mathcal{M}\right\}$, i.e. one minimizing the quadratic risk $\mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]=\varepsilon^{2}\left(D_{m}+B_{m}^{\infty}\right)$ at $s$ is $\hat{s}_{\bar{m}}$ with $\bar{m}=\operatorname{argmin}\left\{D_{m}+B_{m}^{\infty}, m \in \mathcal{M}\right\}$. More generally, given some number $\gamma>0$ one can define

$$
\begin{align*}
J & =\operatorname{argmin}\left\{\gamma D_{m}+B_{m}^{\infty}, m \in \mathcal{M}\right\} \\
& =\inf \left\{j \mid B_{j}^{\infty}-B_{m}^{\infty} \leq \gamma\left(D_{m}-D_{j}\right) \text { for all } m>j\right\} \tag{2.7}
\end{align*}
$$

Since $B_{j}^{\infty}-B_{m}^{\infty}=B_{j}^{m}$, it follows from (2.5) that

$$
\begin{equation*}
J=\inf \left\{j \mid \mathbb{E}\left[\left\|\hat{s}_{m}-\hat{s}_{j}\right\|^{2}\right] \leq(1+\gamma) \varepsilon^{2}\left(D_{m}-D_{j}\right) \text { for all } m>j\right\} \tag{2.8}
\end{equation*}
$$

On the other hand, by (2.7)

$$
\begin{equation*}
\gamma D_{J}+B_{J}^{\infty} \leq \gamma D_{\bar{m}}+B_{\bar{m}}^{\infty} \leq(1 \vee \gamma)\left(D_{\bar{m}}+B_{\bar{m}}^{\infty}\right) \tag{2.9}
\end{equation*}
$$

and therefore the risk of $\hat{s}_{J}$ satisfies

$$
\begin{align*}
\varepsilon^{-2} \mathbb{E}\left[\left\|\hat{s}_{J}-s\right\|^{2}\right]=D_{J}+B_{J}^{\infty} & \leq\left(1 \vee \gamma^{-1}\right)\left(\gamma D_{J}+B_{J}^{\infty}\right)  \tag{2.10}\\
& \leq\left(\gamma \vee \gamma^{-1}\right)\left(D_{\bar{m}}+B_{\bar{m}}^{\infty}\right)
\end{align*}
$$

which is equivalent to

$$
\mathbb{E}\left[\left\|\hat{s}_{J}-s\right\|^{2}\right] \leq\left(\gamma \vee \gamma^{-1}\right) \inf _{m \in \mathcal{M}} \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]
$$

One can therefore conclude that the risk of $\hat{s}_{J}$ remains within a factor $\gamma \vee \gamma^{-1}$ of the optimal risk. Of course, from this point of view, the best value of $\gamma$ is clearly one. Nevertheless, in order to deal with more general versions of Lepski's estimators, it is interesting to consider general values of $\gamma$.

### 2.4 Some heuristics

Since the definition of $J$ involves the sequence $\left(B_{m}^{\infty}\right)_{m \in \mathcal{M}}$ which depends on the true unknown parameter $s$, it cannot be computed but only estimated from the data. Our purpose here is to find an estimator $\hat{J}$ of $J$ with the property that the quadratic risk of the estimator $\tilde{s}=\hat{s}_{\hat{J}}$ is close to the quadratic risk of $\hat{s}_{J}$. In order to define $\hat{J}$, one first observes that (2.8) gives a characterization of $J$ in terms of the sequence of estimators $\left(\hat{s}_{m}\right)_{m \in \mathcal{M}}$ rather that in terms of the true unknown function $s$ to be estimated. Lepski's method is actually based on this argument. Since $J$ depends on the quantities $\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}$ through their expectations and we only have at hand a single realization of these variables, we have to replace these expectations by the random variables themselves and since these variables clearly fluctuate around their expectations and tend to be larger than them with a nonnegligible probability we have to suitably enlarge the bound $(1+\gamma) \varepsilon^{2}\left(D_{m}-D_{j}\right)$ in (2.8) in order to derive a sensible estimator $\hat{J}$ of $J$.

To see what should be added to $(1+\gamma) \varepsilon^{2}\left(D_{m}-D_{j}\right)$ in (2.8) we observe that $J$ can equivalently be defined as the smallest index $j$ such that

$$
\begin{aligned}
\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2} \leq & (1+\gamma) \varepsilon^{2}\left(D_{m}-D_{j}\right) \\
& +\left(\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}-\mathbb{E}\left[\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}\right]\right), \text { for all } m>j
\end{aligned}
$$

Therefore a sensible definition of an estimator $\hat{J}$ of $J$ is obtained by replacing in this formula $\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}-\mathbb{E}\left[\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}\right]$ by some quantity which bounds it with a large enough probability. In order to derive such a quantity, we recall from (2.5) that $\varepsilon^{-2}\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}$ has a noncentral chi square distribution and appeal to Lemma 8.1 in the Appendix which controls its deviations from the mean. More precisely, it follows from this lemma with $D=D_{m}-D_{J}$ and $B=B_{J}^{m} \leq \gamma\left(D_{m}-D_{J}\right)$ that whatever $m>J$ and $x_{m, J}>0$

$$
\begin{aligned}
\mathbb{P}\left[\varepsilon^{-2}\left\|\hat{s}_{J}-\hat{s}_{m}\right\| \geq\right. & (1+\gamma)\left(D_{m}-D_{J}\right) \\
& \left.+2 \sqrt{(1+2 \gamma)\left(D_{m}-D_{J}\right) x_{m, J}}+2 x_{m, J}\right] \leq \exp \left(-x_{m, J}\right)
\end{aligned}
$$

In order to control those deviations for all values of $m$ simultaneously, one should require that the series $\sum_{m>J} \exp \left(-x_{m, J}\right)$ be summable and suitably small. This suggests the following version of Lepski's estimator.

## 3 Construction and existence of our estimator

Let us now define our estimator recalling that the framework we use has been described in Section 2.1

Definition 3.1 Given the increasing sequence $\left(D_{m}\right)_{m \in \mathcal{M}}$ of positive integers, the projection estimators $\left\{\hat{s}_{m}\right\}$ described by (2.3), a family of nonnegative numbers $\left(\lambda_{m}\right)_{m \in \mathcal{M}}$ such that

$$
\begin{equation*}
\sum_{m \in \mathcal{M}} \exp \left(-\lambda_{m}\right)<+\infty \tag{3.11}
\end{equation*}
$$

and a family of numbers $K_{m, j}$ defined for $m \geq 2,1 \leq j<m$ and satisfying

$$
\begin{equation*}
K_{m, j} \geq\left[(1+2 \gamma) \lambda_{m}\left(D_{m}-D_{j}\right)\right]^{1 / 2}+\lambda_{m}, \quad \text { for some } \gamma>0 \tag{3.12}
\end{equation*}
$$

we consider the random integer

$$
\begin{align*}
\hat{J}=\inf \{j & \in \mathcal{M} \mid\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2} \\
& \left.\leq \varepsilon^{2}\left[(1+\gamma)\left(D_{m}-D_{j}\right)+2 K_{m, j}\right] \text { for all } m>j\right\} \tag{3.13}
\end{align*}
$$

Our estimator is then given by $\tilde{s}=\hat{s}_{\hat{J}}$.

Remark: The convergence assumption (3.11) is quite analogous to the assumption $\sum_{m \in \mathcal{M}} \exp \left(-L_{m} D_{m}\right)<+\infty$ which appears in Assumption B p. 70 of Birgé and Massart (1997) and in various places in Barron, Birgé and Massart (1999). Its aim is the same, as shown by the proof of the next proposition, namely to ensure that a large number of deviation inequalities be satisfied simultaneously.
One should observe that $\hat{J}$ is well-defined when $\mathcal{M}=[1 ; M] \cap \mathbb{N}$ is finite since then the set $\{m>M\}$ is empty and therefore $\hat{J} \leq M$ (an empty restriction being always true). If $\mathcal{M}$ is infinite, one has to check that $\hat{J}<+\infty$ a.s. in order that $\tilde{s}$ be well-defined, which follows from the next proposition.

Proposition 3.1 Under the conditions of Definition 3.1, $\hat{J}<+\infty$ a.s.
Proof We only have to study the case $\mathcal{M}=\mathbb{N}^{\star}$. Let us consider the subset $\mathcal{J}=\left\{J_{0} ; J_{1} ; \ldots\right\}$ of $\mathcal{M}$ of those indices $j$ which satisfy $B_{j}^{\infty}+\gamma D_{j} \leq$ $B_{m}^{\infty}+\gamma D_{m}$ for all $m>j$. By definition,

$$
J_{0}=\operatorname{argmin}\left\{B_{j}^{m}+\gamma\left(D_{m}-D_{j}\right), m \in \mathcal{M}\right\}=J
$$

as defined by (2.7), and for $k \geq 0$,
$J_{k+1}=\operatorname{argmin}\left\{j \in \mathcal{M}, j>J_{k} \mid B_{j}^{\infty}+\gamma D_{j} \leq B_{m}^{\infty}+\gamma D_{m} \quad\right.$ for all $\left.m>j\right\}$.
Moreover, since $D_{m} \rightarrow+\infty$ when $m \rightarrow+\infty, \mathcal{J}$ is infinite. Let now $j \in \mathcal{J}$ and $m>j$. Then $B_{j}^{m} \leq \gamma\left(D_{m}-D_{j}\right)$ and it follows from (3.12) that

$$
K_{m, j} \geq \sqrt{\left(D_{m}-D_{j}+2 B_{j}^{m}\right) \lambda_{m}}+\lambda_{m}
$$

Consequently

$$
(1+\gamma)\left(D_{m}-D_{j}\right)+2 K_{m, j} \geq D_{m}-D_{j}+B_{j}^{m}+2 \sqrt{\left(D_{m}-D_{j}+2 B_{j}^{m}\right) \lambda_{m}}+2 \lambda_{m}
$$

Let us now set, for $j \in \mathcal{J}$,

$$
F_{j, m}=\left\{\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2}>\varepsilon^{2}\left[(1+\gamma)\left(D_{m}-D_{j}\right)+2 K_{m, j}\right]\right\}
$$

and

$$
\begin{equation*}
A_{j}=\bigcap_{m>j} F_{j, m}^{c} \tag{3.14}
\end{equation*}
$$

Since $U_{j}^{m}$ has the distribution $\chi^{\prime 2}\left(D_{m}-D_{j}, \sqrt{B_{j}^{m}}\right)$, it follows from Lemma 8.1 that

$$
\begin{equation*}
\mathbb{P}\left[F_{j, m}\right]=\mathbb{P}\left[U_{j}^{m}>(1+\gamma)\left(D_{m}-D_{j}\right)+2 K_{m, j}\right] \leq e^{-\lambda_{m}} \tag{3.15}
\end{equation*}
$$

Then, by (3.13), $\hat{J} \leq j$ on $A_{j}$ and therefore $\{\hat{J}>j\} \subset A_{j}^{c}=\bigcup_{m>j} F_{j, m}$. We conclude from (3.15) that, for any $j \in \mathcal{J}$,

$$
\begin{equation*}
\mathbb{P}[\hat{J}>j] \leq \mathbb{P}\left[A_{j}^{c}\right] \leq \sum_{m>j} \mathbb{P}\left[F_{j, m}\right] \leq \Sigma_{j}=\sum_{m>j} e^{-\lambda_{m}} \tag{3.16}
\end{equation*}
$$

which implies by (3.11) that $\mathbb{P}[\hat{J}>j]$ converges to zero when $j$ tends to infinity in $\mathcal{J}$.

## 4 The performance of our estimator

Let us first set the assumptions we shall need to prove our results, recalling that the numbers $\lambda_{m}$ and $K_{m, j}$ have been given in Definition 3.1.

## Assumption 4.1

1. $\left(D_{m}\right)_{m \in \mathcal{M}}$ is a strictly increasing sequence of positive integers such that, if $\mathcal{M}$ is infinite, $\sup _{m \geq 1} D_{m+1} / D_{m}<+\infty$.
2. There exists some integer $p \geq 2$ such that

$$
\begin{equation*}
\sum_{j \geq 1} D_{j}\left(\sum_{m>j} e^{-\lambda_{m}}\right)^{1-1 / p}<+\infty \tag{4.17}
\end{equation*}
$$

3. The numbers $K_{m, j}$ satisfy (3.12) and

$$
\begin{equation*}
\sup _{m \geq 2}\left[D_{m}^{-1}\left(\sup _{1 \leq j<m} K_{m, j}\right)\right]<+\infty \tag{4.18}
\end{equation*}
$$

Let us first observe that, apart from the fact that it should not grow faster than exponentially, the sequence $\left(D_{m}\right)_{m \in \mathcal{M}}$ can be fairly arbitrary. In practice, one typically encounters two situations. Either $D_{m}=u+v(m-1)$ (trigonometric type expansions) or $D_{m}=u+v^{m-1}$ (wavelet type expansions) for some suitable nonnegative constants $u$ and $v$.

The numbers $K_{m, j}$ have to satisfy simultaneously (3.12) and (4.18) and it is not at first sight obvious to choose the $\lambda_{m}$ 's in such a way that this is possible when $\mathcal{M}$ is infinite. The following proposition gives some hints for a proper choice of the parameters involved in our construction.

Proposition 4.1 Assume that $\alpha>3, m_{0} \geq 1$ and

$$
\begin{equation*}
\lambda_{m} \geq \alpha \log D_{m} \quad \text { for } m \geq m_{0} \tag{4.19}
\end{equation*}
$$

then (4.17) holds.

Proof Recalling from (3.16) that $\Sigma_{j}=\sum_{m>j} \exp \left(-\lambda_{m}\right)$, we consider some integer $p \geq 2$ such that $\alpha>3+2 /(p-1)$. We want to prove that $\sum_{j \geq 1} D_{j} \Sigma_{j}^{1-1 / p}<+\infty$. By (4.19) and the convexity of the function $x \mapsto x^{-\alpha}$ one gets for $j \geq m_{0}$

$$
\Sigma_{j}=\sum_{m>j} e^{-\lambda_{j}} \leq \sum_{m>j} D_{m}^{-\alpha} \leq \int_{D_{j}+1 / 2}^{+\infty} x^{-\alpha} d x=\frac{1}{\alpha-1}\left(D_{j}+\frac{1}{2}\right)^{-\alpha+1}
$$

and it follows that $D_{j} \Sigma_{j}^{1-\frac{1}{p}}<D_{j}^{-\frac{(p-1)(\alpha-1)-p}{p}}$ for $j \geq m_{0}$. Since $\alpha>$ $3+2 /(p-1)$, the series $\sum_{j \geq 1} D_{j} \Sigma_{j}^{1-1 / p}$ converges and (4.17) is satisfied.

Let us observe that (4.19) is in particular compatible with a choice of numbers $K_{m, j}$ satisfying for some positive constants $A \geq a>0$,

$$
\begin{equation*}
a D_{m} \leq K_{m, j} \leq A D_{m} \quad \text { for all } m \geq 2,0<j<m \tag{4.20}
\end{equation*}
$$

which ensures that (4.18) holds. In particular, the original method of Lepski is based on the choice

$$
\hat{J}=\inf \left\{j \in \mathcal{M} \mid\left\|\hat{s}_{j}-\hat{s}_{m}\right\|^{2} \leq K \varepsilon^{2} D_{m} \text { for all } m>j\right\}
$$

with a suitably large constant $K$. Choosing $K>1$ and $0<\gamma<K-1$ leads then to

$$
(K-1-\gamma) D_{m}<2 K_{m, j}=(K-1-\gamma) D_{m}+(1+\gamma) D_{j}<K D_{m}
$$

which is (4.20). Such a choice is therefore compatible with (3.12) and (4.19) for suitable values of the parameters $\lambda_{m}$. In particular, the classical Lepski's method with a choice of $K>1$ satisfies our assumptions. This is not true anymore if $K \leq 1$ and one could prove, in the same way that we proved lower bounds for the penalty term in Birgé and Massart (1999), that $K<1$ could lead to inconsistent estimators when $\varepsilon$ converges to zero. One shall not insist on this here. On the other hand, if $K>1$, the following theorem applies.

Theorem 4.1 Under the above assumptions, there exists some constant $C$ depending only on the various parameters involved in the construction of the estimator, but neither on $\varepsilon$, nor on $s$ and such that

$$
\begin{equation*}
\mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq C \inf _{m \in \mathcal{M}} \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right] \tag{4.21}
\end{equation*}
$$

If we fix the values of the various parameters involved in the construction of our estimator, $C$ can then be taken as a universal constant. For instance, the particular choice of $\lambda_{m}=4 \log \left(D_{m}+1\right), p=4, \gamma=1$ and
$K_{m, j}=\left[3 \lambda_{m} D_{m}\right]^{1 / 2}+\lambda_{m}$ together with the assumption that $D_{m+1} \leq 2 D_{m}$ for all $m$ satisfies our requirements and, although this particular choice of the parameters has nothing special, it can cope with almost all practical situations.

## 5 Proof of Theorem 4.1

For the sake of simplicity we shall prove it below only under the assumption that $M=\mathbb{N}^{\star}$. Only minor modifications in Section 5.5 below are needed to handle the finite case.

### 5.1 Basic inequality

It follows from (2.4) and the monotonicity of the sequence $B_{m}^{\infty}$ that

$$
\begin{aligned}
\varepsilon^{-2}\|\tilde{s}-s\|^{2}= & \left(V_{0}^{\hat{J}}+B_{\hat{J}}^{\infty}\right) \\
= & \left(V_{0}^{\hat{J}}+B_{\hat{J}}^{\infty}\right) \mathbb{1}_{\{\hat{J} \leq J\}}+\left(V_{0}^{\hat{J}}+B_{\hat{J}}^{\infty}\right) \mathbb{1}_{\{\hat{J}>J\}} \\
\leq & \left(D_{\hat{J}}+B_{\hat{J}}^{J}+B_{J}^{\infty}\right) \mathbb{1}_{\{\hat{J} \leq J\}}+\left(V_{0}^{\hat{J}}-D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}} \\
& +\left(V_{0}^{J}+V_{J}^{\hat{J}}+B_{J}^{\infty}\right) \mathbb{1}_{\{\hat{J}>J\}} \\
\leq & B_{J}^{\infty}+\left(1 \vee \gamma^{-1}\right)\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}} \\
& +\left(V_{0}^{\hat{J}}-D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}+V_{0}^{J} \mathbb{1}_{\{\hat{J}>J\}}+V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}}
\end{aligned}
$$

and therefore after integration

$$
\begin{align*}
\varepsilon^{-2} \mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq & B_{J}^{\infty}+\mathbb{E}\left[V_{0}^{J} \mathbb{1}_{\{\hat{J}>J\}}\right]  \tag{5.22}\\
& +\left(1 \vee \gamma^{-1}\right) \mathbb{E}\left[\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}\right] \\
& +\mathbb{E}\left[\left|V_{0}^{\hat{J}}-D_{\hat{J}}\right| \mathbb{1}_{\{\hat{J} \leq J\}}\right]+\mathbb{E}\left[V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}}\right]
\end{align*}
$$

We shall now bound successively each of the four expectations in the righthand side of (5.23).

### 5.2 Control of the first expectation

Recalling that the set $A_{j}$ is defined by (3.14), we see that it only depends on the random variables $U_{j}^{m}$ for $m>j$ and therefore on the variables $\hat{\beta}_{m}$ for $m>j$ which implies that $A_{j}$ is independent of $V_{0}^{j}$ and therefore by (3.16)

$$
\mathbb{E}\left[V_{0}^{J} \mathbb{1}_{\{\hat{J}>J\}}\right] \leq \mathbb{E}\left[V_{0}^{J} \mathbb{1}_{A_{J}^{c}}\right]=\mathbb{E}\left[V_{0}^{J}\right] \mathbb{P}\left[A_{J}^{c}\right] \leq D_{J} \Sigma_{J} .
$$

### 5.3 Control of the second expectation

We want to bound $\mathbb{E}\left[\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}\right]$. We first notice that if $J=1$ and $\hat{J} \leq J$, then $\hat{J}=J$ and a trivial bound is $\gamma D_{J}$. Assuming now that $J \geq 2$, we define for $t>0$

$$
E_{t}=\bigcap_{0<m<J}\left\{U_{m}^{J}>D_{J}-D_{m}+B_{m}^{J}-2 \sqrt{t\left(D_{J}-D_{m}+2 B_{m}^{J}\right)}\right\}
$$

Recalling that $U_{m}^{J}$ has a distribution $\chi^{\prime 2}\left(D_{J}-D_{m}, \sqrt{B_{m}^{J}}\right)$, we derive from (8.35) of Lemma 8.1 that

$$
\begin{align*}
\mathbb{P}\left[E_{t}^{c}\right] & \leq \sum_{0<m<J} \mathbb{P}\left[U_{m}^{J} \leq D_{J}-D_{m}+B_{m}^{J}-2 \sqrt{t\left[D_{J}-D_{m}+2 B_{m}^{J}\right]}\right] \\
23) & \leq(J-1) e^{-t} \tag{5.23}
\end{align*}
$$

Since $U_{\hat{J}}^{J} \leq(1+\gamma)\left(D_{J}-D_{\hat{J}}\right)+2 K_{J, \hat{J}}$ for $\hat{J}<J$ by the definition of $\hat{J}$ we derive that, on the set $E_{t} \cap\{\hat{J}<J\}$,

$$
\gamma\left(D_{J}-D_{\hat{J}}\right)+2 K_{J, \hat{J}} \geq B_{\hat{J}}^{J}-2 \sqrt{2 t\left[\left(D_{J}-D_{\hat{J}}\right) / 2+B_{\hat{J}}^{J}\right]}
$$

Using the fact that $-2 \sqrt{x y}=(\sqrt{x}-\sqrt{y})^{2}-x-y$ we then derive that, on the set $E_{t} \cap\{\hat{J}<J\}$, one has

$$
\left(\sqrt{\left[\left(D_{J}-D_{\hat{J}}\right) / 2+B_{\hat{J}}^{J}\right]}-\sqrt{2 t}\right)^{2} \leq(\gamma+1 / 2)\left(D_{J}-D_{\hat{J}}\right)+2 K_{J, \hat{J}}+2 t,
$$

and therefore

$$
\sqrt{\left[\left(D_{J}-D_{\hat{J}}\right) / 2+B_{\hat{J}}^{J}\right]} \leq \sqrt{2 t}+\sqrt{(\gamma+1 / 2)\left(D_{J}-D_{\hat{J}}\right)+2 K_{J, \hat{J}}+2 t} .
$$

Squaring everything and using $\sqrt{x+y} \leq \sqrt{x}+\sqrt{y}$ finally gives

$$
B_{\hat{J}}^{J} \leq \gamma\left(D_{J}-D_{\hat{J}}\right)+2 K_{J, \hat{J}}+8 t+\left[t(2 \gamma+1)\left(D_{J}-D_{\hat{J}}\right)+4 t K_{J, \hat{J}}\right]^{1 / 2}
$$

Let us now set

$$
\begin{equation*}
a_{J}=D_{J}^{-1} \sup _{m<J} K_{J, m} \tag{5.24}
\end{equation*}
$$

It then follows that $K_{J, \hat{J}} \leq a_{J} D_{J}$. Therefore, if $t \geq 1$,

$$
\begin{equation*}
B_{\hat{J}}^{J}+\gamma D_{\hat{J}} \leq\left(\gamma+2 a_{J}\right) D_{J}+\Delta t \quad \text { with } \Delta=\left(8+\sqrt{\left(2 \gamma+1+4 a_{J}\right) D_{J}}\right) \tag{5.25}
\end{equation*}
$$

on the set $E_{t} \cap\{\hat{J} \leq J\}$ since this inequality clearly also holds if $\hat{J}=J$. One then derives from (5.23) that

$$
\mathbb{P}\left[\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}>\left(\gamma+2 a_{J}\right) D_{J}+\Delta t\right] \leq(J-1) e^{-t} \quad \text { for } t \geq 1
$$

Integration with respect to $t$ finally leads, for $J \geq 2$, to

$$
\mathbb{E}\left[\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}\right] \leq\left(\gamma+2 a_{J}\right) D_{J}+[1+(1 \vee \log (J-1))] \Delta
$$

which clearly remains true when $J=1$. Therefore whatever $J \geq 1$,

$$
\begin{aligned}
\mathbb{E}\left[\left(B_{\hat{J}}^{J}+\gamma D_{\hat{J}}\right) \mathbb{1}_{\{\hat{J} \leq J\}}\right] \leq & \left(\gamma+2 a_{J}\right) D_{J} \\
& +\left(8+\sqrt{\left(2 \gamma+1+4 a_{J}\right) D_{J}}\right) \log (3 J+5)
\end{aligned}
$$

### 5.4 Control of the third expectation

Since $V_{0}^{m}$ has a $\chi^{2}$ distribution with $D_{m}$ degrees of freedom, one can use Lemmas 8.3 and 8.4 to bound $\mathbb{E}\left[\left|V_{0}^{\hat{J}}-D_{\hat{J}}\right| \mathbb{1}_{\{\hat{J} \leq J\}}\right]$ in the following way:

$$
\begin{aligned}
\left(\mathbb{E}\left[\left|V_{0}^{\hat{J}}-D_{\hat{J}}\right| \mathbb{1}_{\{\hat{J} \leq J\}}\right]\right)^{4} & \leq \sum_{m=1}^{J} \mathbb{E}\left[\left(V_{0}^{m}-D_{m}\right)^{4}\right] \\
& \leq 12 \sum_{m=1}^{J}\left(2 D_{m}^{2}+3 D_{m}\right) \\
& \leq 12 \sum_{i=1}^{D_{J}}\left(2 i^{2}+3 i\right) \\
& =12 D_{J}\left(D_{J}+1\right)\left[\frac{2 D_{J}+1}{3}+\frac{3}{2}\right] \\
& <8 D_{J}\left(D_{J}+1\right)\left(D_{J}+3\right) .
\end{aligned}
$$

### 5.5 Control of the fourth expectation

In order to control $\mathbb{E}\left[V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}}\right]$ we introduce an increasing sequence $\left(I_{k}\right)_{k \geq 0}$ of elements of $\mathcal{J}$, starting with $I_{0}=J$, to be defined below. One can therefore write, using the monotonicity of the sequence $\left(V_{0}^{m}\right)_{m>0}$ that

$$
\begin{aligned}
V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}} & \leq \sum_{k \geq 0} V_{J}^{I_{k+1}} \mathbb{1}_{\left\{I_{k}<\hat{J} \leq I_{k+1}\right\}}=\sum_{k \geq 0} V_{J}^{I_{k+1}}\left(\mathbb{1}_{\left\{\hat{J}>I_{k}\right\}}-\mathbb{1}_{\left\{\hat{J}>I_{k+1}\right\}}\right) \\
& =\sum_{k \geq 0} \mathbb{1}_{\left\{\hat{J}>I_{k}\right\}}\left(V_{J}^{I_{k+1}}-V_{J}^{I_{k}}\right)=\sum_{k \geq 0} V_{I_{k}}^{I_{k+1}} \mathbb{1}_{\left\{\hat{J}>I_{k}\right\}} .
\end{aligned}
$$

Since $V_{j}^{k}$ has a $\chi^{2}\left(D_{k}-D_{j}\right)$ distribution and $p \geq 2$, it follows from Lemma 8.4 that $\mathbb{E}\left[\left(V_{j}^{k}\right)^{p}\right]<\left(D_{k}-D_{j}+p-1\right)^{p}$ for $k>j$ and we then derive from the Hölder Inequality and (3.16) that

$$
\begin{align*}
\mathbb{E}\left[V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}}\right] & \leq \sum_{k \geq 0}\left(\mathbb{E}\left[\left(V_{I_{k}}^{I_{k+1}}\right)^{p}\right]\right)^{1 / p}\left(\mathbb{P}\left[\hat{J}>I_{k}\right]\right)^{1-1 / p} \\
& \leq \sum_{k \geq 0}\left(D_{I_{k+1}}-D_{I_{k}}+p-1\right) \Sigma_{I_{k}}^{1-1 / p} \tag{5.26}
\end{align*}
$$

We now have to specify how we choose $I_{k}$ for $k>0$. Let us introduce $K=\inf \left\{j \mid B_{j}^{\infty}<\gamma\left(D_{j}-p+2\right)\right\}$ which exists since $D_{m}$ tends to infinity with $m$ and define

$$
\begin{gathered}
I_{1}=\operatorname{argmin}\left\{B_{j}^{\infty}+\gamma D_{j} \mid j \geq(J+1) \vee K\right\} \\
I_{k+1}=\operatorname{argmin}\left\{B_{j}^{\infty}+\gamma D_{j} \mid j \geq I_{k}+1\right\} \quad \text { for } k \geq 1
\end{gathered}
$$

Now, if $I_{k} \geq K-1$, according to the definitions of $I_{k+1}$ and $K$,

$$
B_{I_{k+1}}^{\infty}+\gamma D_{I_{k+1}} \leq B_{I_{k}+1}^{\infty}+\gamma D_{I_{k}+1}<\gamma\left(2 D_{I_{k}+1}-p+2\right)
$$

and therefore

$$
\begin{equation*}
D_{I_{k+1}}+p-1 \leq 2 D_{I_{k}+1} \leq 2 \delta_{J} D_{I_{k}} \quad \text { with } \delta_{J}=\sup _{m \geq J} D_{m+1} / D_{m} \tag{5.27}
\end{equation*}
$$

This inequality holds for all $k \geq 0$ if $I_{0}=J \geq K-1$. Otherwise $K-1>$ $J>0$ and (5.27) only holds for $k \geq 1$. Nevertheless, the same arguments then show that $B_{I_{1}}^{\infty}+\gamma D_{I_{1}}<\gamma\left(2 D_{K}-p+2\right)$. Therefore, using the definition of $K$ one gets

$$
\begin{aligned}
D_{I_{1}}+p-1 & \leq 2 D_{K} \leq 2 \delta_{J} D_{K-1} \leq 2 \delta_{J}\left(\gamma^{-1} B_{K-1}^{\infty}+p-2\right) \\
& \leq 2 \delta_{J}\left(\gamma^{-1} B_{J}^{\infty}+p-2\right)
\end{aligned}
$$

Therefore in both cases $D_{I_{1}}+p-1 \leq 2 \delta_{J}\left[\left(\gamma^{-1} B_{J}^{\infty}+p-2\right) \vee D_{J}\right]$. It then follows from (5.26) that

$$
\begin{aligned}
\mathbb{E}\left[V_{J}^{\hat{J}} \mathbb{1}_{\{\hat{J}>J\}}\right] \leq & 2 \delta_{J}\left[\left(\gamma^{-1} B_{J}^{\infty}+p-2\right) \vee D_{J}-\left(D_{J} / 2\right)\right] \Sigma_{J}^{1-1 / p} \\
& +\left(2 \delta_{J}-1\right) \sum_{k \geq 1} D_{I_{k}} \Sigma_{I_{k}}^{1-1 / p} \\
\leq & 2 \delta_{J}\left[\left(\gamma^{-1} B_{J}^{\infty}+p-2\right) \vee D_{J}-\left(D_{J} / 2\right)\right] \Sigma_{J}^{1-1 / p} \\
& +\left(2 \delta_{J}-1\right) \sum_{m>J} D_{m} \Sigma_{m}^{1-1 / p}
\end{aligned}
$$

### 5.6 Completing the proof

Putting all four bounds together leads to

$$
\begin{aligned}
\varepsilon^{-2} \mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq & B_{J}^{\infty}+D_{J} \Sigma_{J}+\left(1 \vee \gamma^{-1}\right)\left(\gamma+2 a_{J}\right) D_{J} \\
& +\left(1 \vee \gamma^{-1}\right)\left(8+\sqrt{\left(2 \gamma+1+4 a_{J}\right) D_{J}}\right) \log (3 J+5) \\
& +\left[8 D_{J}\left(D_{J}+1\right)\left(D_{J}+3\right)\right]^{1 / 4} \\
& +2 \delta_{J}\left[\left(\gamma^{-1} B_{J}^{\infty}+p-2\right) \vee D_{J}-\frac{D_{J}}{2}\right] \Sigma_{J}^{1-1 / p} \\
& +\left(2 \delta_{J}-1\right) \sum_{m>J} D_{m} \Sigma_{m}^{1-1 / p}
\end{aligned}
$$

which can also be written, since $D_{J} \geq 1$ as

$$
\begin{equation*}
\mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq C_{J} \varepsilon^{2}\left(B_{J}^{\infty}+\gamma D_{J}\right) \tag{5.28}
\end{equation*}
$$

with

$$
\begin{align*}
C_{J}= & \left(1 \vee \gamma^{-1}\right)\left(1+2 \gamma^{-1} a_{J}\right)+\gamma^{-1} \Sigma_{J} \\
& +\gamma^{-1}\left(1 \vee \gamma^{-1}\right)\left(8+\sqrt{2 \gamma+1+4 a_{J}}\right) D_{J}^{-1 / 2} \log (3 J+5) \\
& +\gamma^{-1}\left[3 D_{J}^{-1 / 4}+\left(2 \delta_{J}-1\right) D_{J}^{-1} \sum_{m>J} D_{m} \Sigma_{m}^{1-1 / p}\right] \\
& +2 \delta_{J} \gamma^{-1}(p-1) \Sigma_{J}^{1-1 / p} . \tag{5.29}
\end{align*}
$$

On the other hand, it follows from (2.9) that

$$
\varepsilon^{2}\left(B_{J}^{\infty}+\gamma D_{J}\right) \leq(1 \vee \gamma) \varepsilon^{2}\left(D_{\bar{m}}+B_{\bar{m}}^{\infty}\right)=(1 \vee \gamma) \mathbb{E}\left[\left\|\hat{s}_{\bar{m}}-s\right\|^{2}\right]
$$

and finally from the definition of $\bar{m}$ that

$$
\begin{equation*}
\mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq C_{J}(1 \vee \gamma) \inf _{m \in \mathcal{M}} \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right] \tag{5.30}
\end{equation*}
$$

The constant $C_{J}$ depends on the various parameters involved in the construction of the estimator and on $\varepsilon$ and $s$ only through the parameter $J$. Moreover, it is bounded independently of $J$ since by assumption, the sequences $\left(a_{j}\right)_{j \geq 1},\left(\Sigma_{j}\right)_{j \geq 1}$ and $\left(\delta_{j}\right)_{j \geq 1}$ are bounded and $\sum_{m>0} D_{m} \Sigma_{m}^{1-1 / p}<+\infty$. This completes the proof of Theorem 4.1.

## 6 Asymptotic optimality of a modified Lepski's method

Our purpose is now to understand what is going on when $J$ goes to infinity. Since $D_{J} \geq J$ and $\sum_{m>0} D_{m} \Sigma_{m}^{1-1 / p}<+\infty$, all the terms in $C_{J}$ then converge
to zero, except for the first one which involves $a_{J}$, defined by (5.24). The assumption (4.18) only implies that $a_{J}$ is bounded but one could enforce it to

$$
\begin{equation*}
\limsup _{m} D_{m}^{-1}\left(\sup _{1 \leq j<m} K_{m, j}\right)=0 \tag{6.31}
\end{equation*}
$$

Let us observe that such a requirement is perfectly feasible. The choice $\lambda_{m}=\mathcal{O}\left(D_{m} / \log m\right)$ when $m \rightarrow+\infty$ is clearly compatible with (4.19) and one can choose the numbers $K_{m, j}$ in such a way that they satisfy (3.12) together with $\sup _{1 \leq j<m} K_{m, j}=\mathcal{O}\left(D_{m} / \log m\right)$ which implies (6.31). It is now easy to prove the following corollary.

Corollary 6.1 Let us assume that $\mathcal{M}$ is infinite as well as the set $\{m \in$ $\left.\mathcal{M} \mid \int s \varphi_{m} \neq 0\right\}$. Choose the parameters $\lambda_{m}$ and $K_{m, j}$ in order to satisfy the assumptions of Section 4 with (4.18) replaced by (6.31) and define the estimator $\tilde{s}$ as before. Then

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \frac{\mathbb{E}\left[\|\tilde{s}-s\|^{2}\right]}{\inf _{m \in \mathcal{M}} \mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]} \leq \gamma \vee \gamma^{-1} \tag{6.32}
\end{equation*}
$$

Proof We already noticed that all the terms in $C_{J}$, as given by (5.29) converge to zero when $J$ goes to infinity, except for the first one, which tends to $1 \vee \gamma^{-1}$ since $a_{J} \rightarrow 0$ by (6.31). We then remark that our assumption on $s$ implies that $\varepsilon^{2} B_{m}^{\infty}$ is bounded away from 0 independently of $\varepsilon$ whatever $m \in \mathcal{M}$. Then $\mathbb{E}\left[\left\|\hat{s}_{m}-s\right\|^{2}\right]=\varepsilon^{2}\left(B_{m}^{\infty}+D_{m}\right)$ remains bounded away from 0 for fixed $m$ when $\varepsilon \rightarrow 0$ while it can be made arbitrarily small provided that both $\varepsilon$ and $m$ are suitably chosen. This implies that $J \rightarrow+\infty$ when $\varepsilon \rightarrow 0$ and therefore $C_{J} \rightarrow 1 \vee \gamma^{-1}$ when $\varepsilon \rightarrow 0$. The conclusion then follows from (5.30).

One should observe here that (6.31) rules out the initial choice of Lepski for the parameters $K_{m, j}$ which implies that (4.20) holds.

## 7 Conclusion

In the framework we have chosen here, an older and very popular method for choosing an optimal estimator in our family is Mallows' $C_{p}$ which actually amounts to choose $\tilde{s}=\hat{s}_{\hat{J}}$ with

$$
\begin{align*}
\hat{J} & =\operatorname{argmin}\left\{-\left\|\hat{s}_{j}\right\|^{2}+2 \varepsilon^{2} D_{j}, j \in \mathcal{M}\right\} \\
& =\inf \left\{j \in \mathcal{M} \mid\left\|\hat{s}_{m}-\hat{s}_{j}\right\|^{2} \leq 2 \varepsilon^{2}\left(D_{m}-D_{j}\right) \text { for all } m>j\right\} \tag{7.33}
\end{align*}
$$

since $\left\|\hat{s}_{m}-\hat{s}_{j}\right\|^{2}=\left\|\hat{s}_{m}\right\|^{2}-\left\|\hat{s}_{j}\right\|^{2}$ for $m>j$. One should observe that it is also the estimator derived from our extension of Lepski's method with
$0<\gamma<1$ and $2 K_{m, j}=(1-\gamma)\left(D_{m}-D_{j}\right)$. Unfortunately, such a choice of $K_{m, j}$ does not always satisfy (3.12) when $j=m-1$ and $m$ is large since $\lambda_{m}$ goes to infinity with $m$ while $D_{m}-D_{m-1}$ may remain bounded. Nevertheless (3.12) will be satisfied with $\lambda_{m}=\alpha \log D_{m}$, as in Proposition 4.1 provided that $D_{m} \geq D_{m-1}+c \log D_{m}$ for some large enough $c$. In any case, it has been proved in Shibata (1981), that the estimator $\tilde{s}=\hat{s}_{\hat{J}}$ with $\hat{J}$ given by (7.33) satisfies (6.32) with $\gamma=1$ and by Birgé and Massart (1999) that it also satisfies (4.21).

As to the consequences of Theorem 4.1, they have been developed at length in Birgé and Massart (1999) where an analogue of this result has been proved for penalized estimators. We therefore refer the interested reader to this paper for applications of this result, just mentioning here the following one. Assume that $\mathcal{M}=\mathbb{N}^{\star}$ and that $D_{m}=m$, which implies that $S_{m}$ is the linear span of $\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$. Given a nonincreasing sequence $a=\left(a_{m}\right)_{m \geq 1}$ of numbers in $[0,+\infty]$ such that $a_{1}>0$ and $a_{m} \rightarrow 0$ when $m \rightarrow+\infty$, we denote by $\mathcal{E}(a)$ the ellipsoid defined by

$$
\mathcal{E}(a)=\left\{s=\sum_{j=1}^{+\infty} \beta_{j} \varphi_{j} \left\lvert\, \sum_{j=1}^{+\infty} \frac{\beta_{j}^{2}}{a_{j}^{2}} \leq 1\right.\right\}
$$

with the convention that $0 / 0=0, x / 0=+\infty$ and $x /(+\infty)=0$ for $x>0$. Let $\tilde{s}$ be any estimator satisfying (4.21), then it follows from Section 7.2 of Birgé and Massart (1999) that $\tilde{s}$ is minimax, up to constants, over all such ellipsoids. More precisely, there exists some constant $\kappa$ such that, whatever the sequence $a$ satisfying the above requirements,

$$
\sup _{s \in \mathcal{E}(a)} \mathbb{E}\left[\|\tilde{s}-s\|^{2}\right] \leq \kappa\left[1 \vee\left(\varepsilon / a_{1}\right)^{2}\right] \inf _{\hat{s}} \sup _{s \in \mathcal{E}(a)} \mathbb{E}\left[\|\hat{s}-s\|^{2}\right]
$$

where the infimum is taken over all possible estimators.

## 8 Appendix

The following lemma is a generalization of Lemma 1 of Laurent and Massart (1998).

Lemma 8.1 Let $X$ be a noncentral $\chi^{2}$ variable with $D$ degrees of freedom and noncentrality parameter $B^{1 / 2} \geq 0$, then for all $x>0$,

$$
\begin{equation*}
\mathbb{P}[X \geq(D+B)+2 \sqrt{(D+2 B) x}+2 x] \leq \exp (-x) \tag{8.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}[X \leq(D+B)-2 \sqrt{(D+2 B) x}] \leq \exp (-x) \tag{8.35}
\end{equation*}
$$

Proof Since we can write $X$ as $\left(B^{1 / 2}+U\right)^{2}+V$ where $U$ and $V$ are independent with respective distributions $\mathcal{N}(0,1)$ and $\chi^{2}(D-1)$, the Laplace transform of $X$ can be written as

$$
\mathbb{E}\left[e^{t X}\right]=(1-2 t)^{-D / 2} \exp \left[\frac{B t}{1-2 t}\right] \quad \text { for } t<1 / 2
$$

which implies that

$$
\begin{align*}
& \log \left(\mathbb{E}\left[e^{t(X-D-B)}\right]\right) \\
& \quad=-D\left(\frac{1}{2} \log (1-2 t)+t\right)+\frac{2 t^{2} B}{1-2 t} \\
& \\
& \leq(D+2 B)\left[\left(-\frac{1}{2} \log (1-2 t)-t\right) \vee \frac{t^{2}}{1-2 t}\right]  \tag{8.36}\\
& \\
& \quad=(D+2 B)\left[\frac{t^{2} \mathbb{1}_{\{1 / 2>t>0\}}}{1-2 t}-\frac{\mathbb{1}_{\{t<0\}}[\log (1-2 t)+2 t]}{2}\right]
\end{align*}
$$

Then (8.34) follows from Lemma 8.2 below. On the other hand, for $z>0$,

$$
\mathbb{P}[X \leq D+B-z] \leq \inf _{t<0} \mathbb{E}\left[e^{t(X-D-B+z)}\right]
$$

and it follows from (8.36) that, for $t<0$

$$
\log \left(\mathbb{E}\left[e^{t(X-D-B+z)}\right]\right) \leq-\frac{[D+2 B][\log (1-2 t)+2 t]}{2}+t z
$$

Setting $z=y(2 B+D)$ with $0<y<1$, one observes that the minimum of the right-hand side is obtained for $2 t=-y /(1-y)$ and therefore

$$
\log (\mathbb{P}[X \leq D+B-z]) \leq \frac{1}{2}[D+2 B][\log (1-y)+y] \leq-\frac{1}{4}[D+2 B] y^{2}
$$

The result remains clearly true for $y \geq 1$ since $X \geq 0$ and (8.35) follows by setting $y=2 x^{1 / 2}(2 B+D)^{-1 / 2}$.

Lemma 8.2 Let $X$ be a random variable such that

$$
\log (\mathbb{E}[\exp (t X)]) \leq \frac{(a t)^{2}}{1-b t} \quad \text { for } 0<t<b^{-1}
$$

where $a$ and $b$ are positive constants. Then

$$
\mathbb{P}[X \geq 2 a \sqrt{x}+b x] \leq \exp (-x) \quad \text { for all } x>0
$$

Proof For $z>0, \mathbb{P}[X \geq z] \leq \exp [-h(z)]$ with

$$
h(z)=\sup _{0<t<b^{-1}}\left\{z t-\frac{(a t)^{2}}{1-b t}\right\}
$$

and the supremum is achieved for $t^{\prime}=b^{-1}\left[1-a\left(b z+a^{2}\right)^{-1 / 2}\right]$. Taking $z=b x+2 a \sqrt{x}$ gives $t^{\prime}=\sqrt{x} /(a+b \sqrt{x})$ and

$$
h(b x+2 a \sqrt{x})=\frac{b x^{3 / 2}+2 a x}{a+b \sqrt{x}}-\frac{a x}{a+b \sqrt{x}}=x
$$

which allows to conclude.

Lemma 8.3 Let $\mathcal{M}$ be a finite or countable set of indices, $\left\{X_{m}\right\}_{m \in \mathcal{M}}$ a set of nonnegative random variables indexed by $\mathcal{M}, \hat{m}$ a random variable with values in $\mathcal{M}$ and $M$ some subset of $\mathcal{M}$, then, whatever $q>1$,

$$
\mathbb{E}\left[X_{\hat{m}} \mathbb{1}_{\{\hat{m} \in M\}}\right] \leq\left(\sum_{m \in M} \mathbb{E}\left[X_{m}^{q}\right]\right)^{1 / q} \mathbb{P}[\hat{m} \in M]^{1-1 / q}
$$

Proof It follows from Hölder's Inequality that

$$
\begin{aligned}
\mathbb{E}\left[X_{\hat{m}} \mathbb{1}_{\{\hat{m} \in M\}}\right] & =\sum_{m \in M} \mathbb{E}\left[X_{m} \mathbb{1}_{\{\hat{m}=m\}}\right] \\
& \leq\left(\sum_{m \in M} \mathbb{E}\left[X_{m}^{q}\right]\right)^{1 / q}\left(\sum_{m \in M} \mathbb{E}\left[\mathbb{1}_{\{\hat{m}=m\}}\right]\right)^{1-1 / q}
\end{aligned}
$$

which is the desired inequality.

Lemma 8.4 If $Y$ has a $\chi^{2}(n)$ distribution, then $\mathbb{E}\left[(Y-n)^{4}\right]=12 n(2 n+3)$ and

$$
\mathbb{E}\left[Y^{k}\right] \leq(n+k-1)^{k}-1 \quad \text { for } k \in \mathbb{N}, k \geq 2
$$

Proof It is well-known that $\mathbb{E}\left[Y^{k}\right]=\prod_{i=0}^{k-1}(n+2 i)$. The first result then follows from elementary computations. As to the second, one derives from the strict concavity of the logarithm that

$$
k^{-1} \log \left(\mathbb{E}\left[Y^{k}\right]\right)<\log \left(k^{-1} \sum_{i=0}^{k-1}(n+2 i)\right)=\log (n+k-1)
$$

and the conclusion follows since $\mathbb{E}\left[Y^{k}\right]$ is an integer. .
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