
CHAPTER 2

Confluences

In this chapter we first review on regular singularities of ordinary differential
equations and then we give a procedure for constructing irregular singularities by
confluences of regular singular points.

2.1. Regular singularities

In this section we review fundamental facts related to the regular singularities
of the ordinary differential equations.

2.1.1. Characteristic exponents. The ordinary differential equation

(2.1) an(x)
dnu
dxn + an−1(x)

dn−1u
dxn−1 + · · ·+ a1(x)

du
dx + a0(x)u = 0

of order n with meromorphic functions aj(x) defined in a neighborhood of c ∈ C
has a singularity at x = c if the function

aj(x)
an(x)

has a pole at x = c for a certain j.

The singular point x = c of the equation is a regular singularity if it is a removable
singularity of the functions bj(x) := (x − c)n−jaj(x)an(x)

−1 for j = 0, . . . , n. In
this case bj(c) are complex numbers and the n roots of the indicial equation

(2.2)

n∑
j=0

bj(c)s(s− 1) · · · (s− j + 1) = 0

are called the charactersitic exponents of (2.1) at c.
Let {λ1, . . . , λn} be the set of these characteristic exponents at c.
If λj − λ1 /∈ Z>0 for 1 < j ≤ n, then (2.1) has a unique solution (x− c)λ1ϕ1(x)

with a holomorphic function ϕ1(x) in a neighborhood of c satisfying ϕ1(c) = 1.
The singular point of the equation which is not regular singularity is called

irregular singularity.

Definition 2.1. The regular singularity and the characteristic exponents for
the differential operator

(2.3) P = an(x)
dn

dxn + an−1(x)
dn−1

dxn−1 + · · ·+ a1(x)
d
dx + a0(x)

are defined by those of the equation (2.1), respectively. Suppose P has a regular
singularity at c. We say P is normalized at c if an(x) is holomorphic at c and

(2.4) an(c) = a(1)n (c) = · · · = a(n−1)
n (c) = 0 and a(n)n (c) ̸= 0.

In this case aj(x) are analytic and have zeros of order at least j at x = c for
j = 0, . . . , n− 1.

2.1.2. Local solutions. The ring of convergent power series at x = c is de-
noted by Oc and for a complex number µ and a non-negative integer m we put

(2.5) Oc(µ,m) :=
m⊕

ν=0

(x− c)µ logν(x− c)Oc.

17



18 2. CONFLUENCES

Let P be a differential operator of order n which has a regular singularity at
x = c and let {λ1, · · · , λn} be the corresponding characteristic exponents. Suppose
P is normalized at c. If a complex number µ satisfies λj − µ /∈ {0, 1, 2, . . . } for
j = 1, . . . , n, then P defines a linear bijective map

(2.6) P : Oc(µ,m)
∼→ Oc(µ,m)

for any non-negative integer m.
Let Ôc be the ring of formal power series

∑∞
j=0 aj(x − c)j (aj ∈ C) of x at c.

For a domain U of C we denote by O(U) the ring of holomorphic functions on U .
Put

(2.7) Br(c) := {x ∈ C ; |x− c| < r}
for r > 0 and

Ôc(µ,m) :=
m⊕

ν=0

(x− c)µ logν(x− c)Ôc,(2.8)

OBr(c)(µ,m) :=
m⊕

ν=0

(x− c)µ logν(x− c)OBr(c).(2.9)

Then OBr(c)(µ,m) ⊂ Oc(µ,m) ⊂ Ôc(µ,m).

Suppose aj(x) ∈ O
(
Br(c)

)
and an(x) ̸= 0 for x ∈ Br(c) \ {c} and moreover

λj − µ /∈ {0, 1, 2, . . .}, we have

P : OBr(c)(µ,m)
∼→ OBr(c)(µ,m),(2.10)

P : Ôc(µ,m)
∼→ Ôc(µ,m).(2.11)

The proof of these results are reduced to the case when µ = m = c = 0 by the
translation x 7→ x−c, the operation Ad

(
x−µ

)
, and the fact P (

∑m
j=0 fj(x) log

j x) =

(Pfm(x)) logj x+
∑m−1

j=0 ϕj(x) log
j x with suitable ϕj(x) and moreover we may as-

sume

P =
n∏

j=0

(ϑ− λj)− xR(x, ϑ),

xR(x, ϑ) = x

n−1∑
j=0

rj(x)ϑ
j (rj(x) ∈ O

(
Br(c)

)
).

When µ = m = 0, (2.11) is easy and (2.10) and hence (2.6) are also easily proved
by the method of majorant series (for example, cf. [O1]).

For the differential operator

Q = dn

dxn + bn−1(x)
dn−1

dxn−1 + · · ·+ b1(x)
d
dx + b0(x)

with bj(x) ∈ O
(
Br(c)

)
, we have a bijection

(2.12)

Q : O
(
Br(c)

) ∼→ O
(
Br(c)

)
⊕ Cn

∈ ∈

u(x) 7→ Pu(x)⊕
(
u(j)(c)

)
0≤j≤n−1

because Q(x−c)n has a regular singularity at x = c and the characteristic exponents
are −1,−2, . . . ,−n and hence (2.10) assures that for any g(x) ∈ C[x] and f(x) ∈
O
(
Br(c)

)
there uniquely exists v(x) ∈ O

(
Br(c)

)
such that Q(x− c)nv(x) = f(x)−

Qg(x).
If λν − λ1 /∈ Z>0, the characteristic exponents of R := Ad

(
(x − c)−λ1−1

)
P at

x = c are λν −λ1−1 for ν = 1, . . . , n and therefore R = S(x− c) with a differential
operator R whose coefficients are in O

(
Br(c)

)
. Then there exists v1(x) ∈ O

(
Br(c)

)
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such that −S1 = S(x − c)v1(x), which means P
(
(x − c)λ1(1 + (x − c)v1(x))

)
= 0.

Hence if λi − λj /∈ Z for 1 ≤ i < j ≤ n, we have solutions uν(x) of Pu = 0 such
that

(2.13) uν(x) = (x− c)λνϕν(x)

with suitable ϕν ∈ O
(
Br(c)

)
satisfying ϕν(c) = 1 for ν = 1, . . . , n.

Put k = #{ν ; λν = λ1} and m = #{ν ; λν − λ1 ∈ Z≥0}. Then we have
solutions uν(x) of Pu = 0 for ν = 1, . . . , k such that

(2.14) uν(x)− (x− c)λ1 logν−1(x− c) ∈ OBr(c)(λ1 + 1,m− 1).

If OBr(c) is replaced by Ôc, the solution

uν(x) = (x−c)λ1 logν−1(x−c)+
∞∑
i=1

m−1∑
j=0

cν,i,j(x−c)λ1+i logj(x−c) ∈ Ôc(λ1,m−1)

is constructed by inductively defining cν,i,j ∈ C. Since

P
( ∞∑
i=N+1

m−1∑
j=0

cν,i,j(x− c)λ1+i logj(x− c)
)
= −P

(
(x− c)λ1 logν−1(x− c)

+

N∑
i=1

cν,i,j(x− c)λ1+i logj(x− c)
)
∈ OBr(c)(λ1 +N,m− 1)

for an integer N satisfying Re(λℓ − λ1) < N for ℓ = 1, . . . , n, we have

∞∑
i=N+1

m−1∑
j=0

cν,i,j(x− c)λ1+i logj(x− c) ∈ OBr(c)(λ1 +N,m− 1)

because of (2.10) and (2.11), which means uν(x) ∈ OBr(c)(λ1,m).

2.1.3. Fuchsian differential equations. The regular singularity at ∞ is
similarly defined by that at the origin under the coordinate transformation x 7→ 1

x .

When P ∈ W (x) and the singular points of P in C := C ∪ {∞} are all regular

singularities, the operator P and the equation Pu = 0 are called Fuchsian. Let C′

be the subset of C deleting singular points c0, . . . , cp from C. Then the solutions of
the equation Pu = 0 defines a map

(2.15) F : C′ ⊃ U : (simply connected domain) 7→ F(U) ⊂ O(U)

by putting F(U) := {u(x) ∈ O(U) ; Pu(x) = 0}. Put

Uj,ϵ,R =

{
{x = cj + re

√
−1θ ; 0 < r < ϵ, R < θ < R+ 2π} (cj ̸=∞)

{x = re
√
−1θ ; r > ϵ−1, R < θ < R+ 2π} (cj =∞).

For simply connected domains U , V ⊂ C′
, the map F satisfies

F(U) ⊂ O(U) and dimF(U) = n,(2.16)

V ⊂ U ⇒ F(V ) = F(U)|V ,(2.17) 
∃ϵ > 0, ∀ϕ ∈ F(Uj,ϵ,R), ∃C > 0, ∃m > 0 such that

|ϕ(x)| <


C|x− cj |−m (cj ̸=∞, x ∈ Uj,ϵ,R),

C|x|m (cj =∞, x ∈ Uj,ϵ,R)

for j = 0, . . . , p, ∀R ∈ R.

(2.18)
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Then we have the bijection
(2.19){

∂n +
n−1∑
j=0

aj(x)∂
j ∈W (x) : Fuchsian

} ∼→
{
F satisfying (2.16)–(2.18)

}

∈ ∈

P 7→
{
U 7→ {u ∈ O(U) ; Pu = 0}

}
.

Here if F(U) =
∑n

j=1 Cϕj(x),

(2.20) aj(x) = (−1)n−j detΦj

detΦn
with Φj =



ϕ
(0)
1 (x) · · · ϕ

(0)
n (x)

...
...

...

ϕ
(j−1)
1 (x) · · · ϕ

(j−1)
n (x)

ϕ
(j+1)
1 (x) · · · ϕ

(j+1)
n (x)

...
...

...

ϕ
(n)
1 (x) · · · ϕ

(n)
n (x)


.

The elements F1 and F2 of the right hand side of (2.19) are naturally identified if
there exists a simply connected domain U such that F1(U) = F2(U).

Let
P = ∂n + an−1(x)∂

n−1 + · · ·+ a0(x)

be a Fuchsian differential operator with p + 1 regular singular points c0 = ∞,
c1, . . . , cp and let λj,1, . . . , λj,n be the characteristic exponents of P at cj , re-
spectively. Since an−1(x) is holomorphic at x = ∞ and an−1(∞) = 0, there
exists an−1,j ∈ C such that an−1(x) = −

∑p
j=1

an−1,j

x−cj
. For b ∈ C we have

xn(∂n − bx−1∂n−1
)
= ϑn −

(
b + n(n−1)

2

)
ϑn−1 + bn−2ϑ

n−2 + · · · + b0 with bj ∈ C.
Hence we have

λj,1 + · · ·+ λj,n =

{
−
∑p

j=1 an−1,j − n(n−1)
2 (j = 0),

an−1,j +
n(n−1)

2 (j = 1, . . . , p),

and the Fuchs relation

(2.21)

p∑
j=0

n∑
ν=1

λj,ν =
(p− 1)n(n− 1)

2
.

Suppose Pu = 0 is reducible. Then P = SR with S, R ∈ W (x) so that
n′ = ordR < n. Since the solution v(x) of Rv = 0 satisfies Pv(x) = 0, R is also
Fuchsian. Note that the set of m characteristic exponents {λ′j,ν ; ν = 1, . . . , n′} of
Rv = 0 at cj is a subset of {λj,ν ; ν = 1, . . . , n}. The operator R may have other
singular points c′1, . . . , c

′
q called apparent singular points where any local solutions

at the points is analytic. Hence the set characteristic exponents at x = c′j are
{λ′j,ν ν = 1, . . . , n′} such that 0 ≤ µj,1 < µj,2 < · · · < µj,n′ and µj,ν ∈ Z for

ν = 1, . . . , n′ and j = 1, . . . , q. Since µj,1+ · · ·+µj,n′ ≥ n′(n′−1)
2 , the Fuchs relation

for R implies

(2.22) Z ∋
p∑

j=0

n′∑
ν=1

λ′j,ν ≤
(p− 1)n′(n′ − 1)

2
.

Fixing a generic point q and paths γj around cj as in (9.25) and moreover a
base {u1, . . . , un} of local solutions of the equation Pu = 0 at q, we can define
monodromy generators Mj ∈ GL(n,C). We call the tuple M = (M0, . . . ,Mp)
the monodromy of the equation Pu = 0. The monodromy M is defined to be
irreducible if there exists no subspace V of Cn such that MjV ⊂ V for j = 0, . . . , p
and 0 < dimV < n, which is equivalent to the condition that P is irreducible.
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Suppose Qv = 0 is another Fuchsian differential equation of order n with the
same singular points. The monodromy N = (N0, . . . , Np) is similarly defined by
fixing a base {v1, . . . , vn} of local solutions of Qv = 0 at q. Then

M ∼ N
def⇔ ∃g ∈ GL(n,C) such that Nj = gMjg

−1 (j = 0, . . . , p)

⇔ Qv = 0 is W (x)-isomorphic to Pu = 0.
(2.23)

If Qv = 0 is W (x)-isomorphic to Pu = 0, the isomorphism defines an isomor-
phism between their solutions and then Nj =Mj under the bases corresponding to
the isomorphism.

Suppose there exists g ∈ GL(n,C) such that Nj = gMjg
−1 for j = 0, . . . , p.

The equations Pu = 0 and Qu = 0 are W (x)-isomorphic to certain first order
systems U ′ = A(x)U and V ′ = B(x)V of rank n, respectively. We can choose
bases {U1, . . . , Un} and {V1, . . . , Vn} of local solutions of PU = 0 and QV = 0 at
q, respectively, such that their monodromy generators corresponding γj are same

for each j. Put Ũ = (U1, . . . , Un) and Ṽ = (V1, . . . , Vn). Then the element of the

matrix Ṽ Ũ−1 is holomorphic at q and can be extended to a rational function of x
and then Ṽ Ũ−1 defines a W (x)-isomorphism between the equations U ′ = A(x)U
and V ′ = B(x)V .

Example 2.2 (apparent singularity). The differential equation

(2.24) x(x− 1)(x− c)d
2u

dx2 + (x2 − 2cx+ c)dudx = 0

is a special case of Heun’s equation (6.19) with α = β = λ = 0 and γ = δ = 1. It
has regular singularities at 0, 1, c and ∞ and its Riemann scheme equals

(2.25)

x =∞ 0 1 c
0 0 0 0
0 0 0 2

 .

The local solution at x = c corresponding to the characteristic exponent 0 is
holomorphic at the point and therefore x = c is an apparent singularity, which
corresponds to the zero of the Wronskian detΦn in (2.20). Note that the equation
(2.24) has the solutions 1 and c log x+ (1− c) log(x− 1).

The equation (2.24) is not W (x)-isomorphic to Gauss hypergeometric equation
if c ̸= 0 and c ̸= 1, which follows from the fact that c is a modulus of the isomorphic
classes of the monodromy. It is easy to show that any tuple of matrices M =
(M0,M1,M2) ∈ GL(2,C) satisfying M2M1M0 = I2 is realized as the monodromy
of the equation obtained by applying a suitable addition RAd

(
xλ0(1 − x)λ1

)
to a

certain Gauss hypergeometric equation or the above equation.

2.2. A confluence

The non-trivial equation (x − a)dudx = µu obtained by the addition RAd
(
(x −

a)µ
)
∂ has a solution (x−a)µ and regular singularities at x = c and∞. To consider

the confluence of the point x = a to ∞ we put a = 1
c . Then the equation is(

(1− cx)∂ + cµ
)
u = 0

and it has a solution u(x) = (1− cx)µ.
The substitution c = 0 for the operator (1 − cx)∂ + cµ ∈ W [x; c, µ] gives the

trivial equation du
dx = 0 with the trivial solution u(x) ≡ 1. To obtain a nontrivial

equation we introduce the parameter λ = cµ and we have the equation(
(1− cx)∂ + λ

)
u = 0
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with the solution (1−cx)λ
c . The function (1−cx)λ

c has the holomorphic parameters
c and λ and the substitution c = 0 gives the equation (∂+λ)u = 0 with the solution

e−λx. Here (1− cx)∂ + λ = RAdei
(

λ
1−cx

)
∂ = RAd

(
(1− cx)λ

c

)
∂.

This is the simplest example of the confluence and we define a confluence of
simultaneous additions in this section.

2.3. Versal additions

For a function h(c, x) with a holomorphic parameter c ∈ C we put

hn(c1, . . . , cn, x) :=
1

2π
√
−1

∫
|z|=R

h(z, x)dz∏n
j=1(z − cj)

=
n∑

k=1

h(ck, x)∏
1≤i≤n, i ̸=k(ck − ci)

(2.26)

with a sufficiently large R > 0. Put

(2.27) h(c, x) := c−1 log(1− cx) = −x− c

2
x2 − c2

3
x3 − c3

4
x4 − · · · .

Then

(2.28) (1− cx)h′(c, x) = −1

and

h′n(c1, . . . , cn, x)
∏

1≤i≤n

(1− cix) = −
n∑

k=1

∏
1≤i≤n, i̸=k(1− cix)∏
1≤i≤n, i̸=k(ck − ci)

= −xn−1.

(2.29)

The last equality in the above is obtained as follows. Since the left hand side of
(2.29) is a holomorphic function of (c1, . . . , cn) ∈ Cn and the coefficient of xm is
homogeneous of degree m− n+ 1, it is zero if m < n− 1. The coefficient of xn−1

proved to be −1 by putting c1 = 0. Thus we have

hn(c1, . . . , cn, x) = −
∫ x

0

tn−1dt∏
1≤i≤n(1− cit)

,(2.30)

eλnhn(c1,...,cn,x) ◦
( ∏
1≤i≤n

(
1− cix

))
∂ ◦ e−λnhn(c1,...,cn,x)

=
( ∏
1≤i≤n

(
1− cix

))
∂ + λnx

n−1,
(2.31)

eλnhn(c1,...,cn,x) =

n∏
k=1

(
1− ckx

) λn
ck

∏
1≤i≤n
i ̸=k

(ck−ci)

.(2.32)

Definition 2.3 (versal addition). We put

AdV( 1
c1

,..., 1
cp

)(λ1, . . . , λp) := Ad

 p∏
k=1

(
1− ckx

)∑p
n=k

λn
ck

∏
1≤i≤n
i ̸=k

(ck−ci)


= Adei

(
−

p∑
n=1

λnx
n−1∏n

i=1(1− cix)

)
,

(2.33)

RAdV( 1
c1

,..., 1
cp

)(λ1, . . . , λp) = R ◦AdV( 1
c1

,..., 1
cp

)(λ1, . . . , λp).(2.34)

We call RAdV( 1
c1

,..., 1
cp

)(λ1, . . . , λp) a versal addition at the p points 1
c1
, . . . , 1

cp
.



2.4. VERSAL OPERATORS 23

Putting

h(c, x) := log(x− c),

we have

h′n(c1, . . . , cn, x)
∏

1≤i≤n

(x− ci) =
n∑

k=1

∏
1≤i≤n, i ̸=k(x− ci)∏
1≤i≤n, i ̸=k(ck − ci)

= 1

and the conflunence of additions around the origin is defined by

AdV0
(a1,...,ap)(λ1, . . . , λp) := Ad

 p∏
k=1

(x− ak)

∑p
n=k

λn∏
1≤i≤n
i ̸=k

(ak−ai)


= Adei

(
p∑

n=1

λn∏
1≤i≤n(x− ai)

)
,

(2.35)

RAdV0
(a1,...,ap)(λ1, . . . , λp) = R ◦AdV0

(a1,...,ap)(λ1, . . . , λp).(2.36)

Remark 2.4. Let gk(c, x) be meromorphic functions of x with the holomorphic
parameter c = (c1, . . . , cp) ∈ Cp for k = 1, . . . , p such that

gk(c, x) ∈
p∑

i=1

C
1

1− cix
if 0 ̸= ci ̸= cj ̸= 0 (1 ≤ i < j ≤ p, 1 ≤ k ≤ p).

Suppose g1(c, x), . . . , gp(c, x) are linearly independent for any fixed c ∈ Cp. Then
there exist entire functions ai,j(c) of c ∈ Cp such that

gk(x, c) =

p∑
n=1

ak,n(c)x
n−1∏n

i=1(1− cix)

and
(
ai,j(c)

)
∈ GL(p,C) for any c ∈ Cp (cf. [O3, Lemma 6.3]). Hence the versal

addition is essentially unique.

2.4. Versal operators

If we apply a middle convolution to a versal addition of the trivial operator ∂,
we have a versal Jordan-Pochhammer operator.

P := RAd(∂−µ) ◦ RAdV( 1
c1

,..., 1
cp

)(λ1, . . . , λp)∂(2.37)

= RAd(∂−µ) ◦ R
(
∂ +

p∑
k=1

λkx
k−1∏k

ν=1(1− cνx)

)
= ∂−µ+p−1

(
p0(x)∂ + q(x)

)
∂µ =

p∑
k=0

pk(x)∂
p−k

with

p0(x) =

p∏
j=1

(1− cjx), q(x) =

p∑
k=1

λkx
k−1

p∏
j=k+1

(1− cjx),

pk(x) =

(
−µ+ p− 1

k

)
p
(k)
0 (x) +

(
−µ+ p− 1

k − 1

)
q(k−1)(x).

We naturally obtain the integral representation of solutions of the versal Jordan-
Pochhammer equation Pu = 0, which we show in the case p = 2 as follows.
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Example 2.5. We have the versal Gauss hypergeometric operator

Pc1,c2;λ1,λ2,µ := RAd(∂−µ) ◦ RAdV( 1
c1

, 1
c2

)(λ1, λ2)∂

= RAd(∂−µ) ◦ RAd
(
(1− c1x)

λ1
c1

+
λ2

c1(c1−c2) (1− c2x)
λ2

c2(c2−c1)

)
= RAd(∂−µ) ◦ RAdei

(
− λ1

1−c1x
− λ2x

(1−c1x)(1−c2x)

)
∂

= RAd(∂−µ) ◦ R
(
∂ + λ1

1−c1x
+ λ2x

(1−c1x)(1−c2x)

)
= Ad(∂−µ) (∂(1− c1x)(1− c2x)∂ + ∂(λ1(1− c2x) + λ2x))

=
(
(1− c1x)∂ + c1(µ− 1)

)(
(1− c2x)∂ + c2µ

)
+ λ1∂ + (λ2 − λ1c2)(x∂ + 1− µ)

= (1− c1x)(1− c2x)∂2

+
(
(c1 + c2)(µ− 1) + λ1 + (2c1c2(1− µ) + λ2 − λ1c2)x

)
∂

+ (µ− 1)(c1c2µ+ λ1c2 − λ2),

whose solution is obtained by applying Iµc to

Kc1,c2;λ1,λ2(x) = (1− c1x)
λ1
c1

+
λ2

c1(c1−c2) (1− c2x)
λ2

c2(c2−c1)

The equation Pu = 0 has the Riemann scheme

(2.38)


x = 1

c1
1
c2

∞
0 0 1− µ ; x

λ1

c1
+ λ2

c1(c1−c2)
+ µ λ2

c2(c2−c1)
+ µ −λ1

c1
+ λ2

c1c2
− µ

 .

Thus we have the following well-known confluent equations

Pc1,0;λ1,λ2,µ = (1− c1x)∂2 +
(
c1(µ− 1) + λ1 + λ2x

)
∂ − λ2(µ− 1), (Kummer)

Kc1,0;λ1,λ2 = (1− c1x)
λ1
c1

+
λ2
c21 exp(λ2x

c1
),

P0,0;0,−1,µ = ∂2 − x∂ + (µ− 1), (Hermite)

Ad(e
1
4x

2

)P0,0;0,1,µ = (∂ − 1
2x)

2 + x(∂ − 1
2x)− (µ− 1)

= ∂2 + ( 12 − µ−
x2

4 ), (Weber)

K0,0;0,∓1 = exp
(∫ x

0

±tdt
)
= exp(±x2

2 ).

The solution

D−µ(x) := (−1)−µe
x2

4 Iµ∞(e−
x2

2 ) =
e

x2

4

Γ(µ)

∫ ∞

x

e−
t2

2 (t− x)µ−1dt

=
e

x2

4

Γ(µ)

∫ ∞

0

e−
(s+x)2

2 sµ−1ds =
e−

x2

4

Γ(µ)

∫ ∞

0

e−xs− t2

2 sµ−1ds

∼ x−µe−
x2

4 2F0(
µ
2 ,

µ
2 + 1

2 ;−
2
x2 ) =

∞∑
k=0

x−µe−
x2

4
(µ2 )k(

µ
2 + 1

2 )k

k!

(
− 2

x2

)k
of Weber’s equation d2u

dx2 = (x
2

4 + µ − 1
2 )u is called a parabolic cylinder function

(cf. [WW, §16.5]). Here the above last line is an asymptotic expansion when
x→ +∞.

The normal form of Kummer equation is obtained by the coordinate transfor-
mation y = x− 1

c1
but we also obtain it as follows:

Pc1;λ1,λ2,µ := RAd(∂−µ) ◦ R ◦Ad(xλ2) ◦AdV 1
c1

(λ1)∂
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= RAd(∂−µ) ◦ R
(
∂ − λ2

x + λ1

1−c1x

)
= Ad(∂−µ)

(
∂x(1− c1x)∂ − ∂(λ2 − (λ1 + c1λ2)x)

)
= (x∂ + 1− µ)

(
(1− c1x)∂ + c1µ)− λ2∂ + (λ1 + c1λ2)(x∂ + 1− µ)

= x(1− c1x)∂2 +
(
1− λ2 − µ+ (λ1 + c1(λ2 + 2µ− 2))x

)
∂

+ (µ− 1)
(
λ1 + c1(λ2 + µ)

)
,

P0;λ1,λ2,µ = x∂2 + (1− λ2 − µ+ λ1x)∂ + λ1(µ− 1),

P0;−1,λ2,µ = x∂2 + (1− λ2 − µ− x)∂ + 1− µ (Kummer),

Kc1;λ1,λ2(x) := xλ2(1− c1x)
λ1
c1 , K0;λ1,λ2(x) = xλ2 exp(−λ1x).

The Riemann scheme of the equation Pc1;λ1,λ2,µu = 0 is
x = 0 1

c1
∞

0 0 1− µ ; x

λ2 + µ λ1

c1
+ µ −λ1

c1
− λ2 − µ

(2.39)

and the local solution at the origin corresponding to the characteristic exponent
λ2 + µ is given by

Iµ0 (Kc1;λ1,λ2)(x) =
1

Γ(µ)

∫ x

0

tλ2(1− c1t)
λ1
c1 (x− t)µ−1dt.

In particular, we have a solution

u(x) = Iµ0 (K0;−1,λ2)(x) =
1

Γ(µ)

∫ x

0

tλ2et(x− t)µ−1dt

=
xλ2+µ

Γ(µ)

∫ 1

0

sλ2(1− s)µ−1exsds (t = xs)

=
Γ(λ2 + 1)xλ2+µ

Γ(λ2 + µ+ 1)
1F1(λ2 + 1, µ+ λ2 + 1;x)

of the Kummer equation P0;−1,λ2,µu = 0 corresponding to the exponent λ2 + µ at
the origin. If c1 /∈ (−∞, 0] and x /∈ [0,∞] and λ2 /∈ Z≥0, the local solution at −∞
corresponding to the exponent −λ2 − λ1

c1
− µ is given by

1

Γ(µ)

∫ x

−∞
(−t)λ2(1− c1t)

λ1
c1 (x− t)µ−1dt

=
(−x)λ2

Γ(µ)

∫ ∞

0

(
1− s

x

)λ2 (
1 + c1(s− x)

)λ1
c1 sµ−1ds (s = x− t)

λ1=−1−−−−→
c1→+0

(−x)λ2

Γ(µ)

∫ ∞

0

(
1− s

x

)λ2

ex−ssµ−1ds

=
(−x)λ2ex

Γ(µ)

∫ ∞

0

sµ−1e−s
(
1− s

x

)λ2

ds

∼
∞∑

n=0

Γ(µ+ n)Γ(−λ2 + n)

Γ(µ)Γ(−λ2)n!xn
(−x)λ2ex = (−x)λ2ex2F0(−λ2, µ; 1

x ).

Here the above last line is an asymptotic expansion of a rapidly decreasing solution
of the Kummer equation when R ∋ −x → +∞. The Riemann scheme of the
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equation P0;−1,λ2,µu = 0 can be expressed by

(2.40)

 x = 0 ∞ (1)
0 1− µ 0

λ2 + µ −λ2 −1

 .

In general, the expression

{
∞ (r1) · · · (rk)
λ α1 · · · αk

}
with 0 < r1 < · · · < rk means

the existence of a solution u(x) satisfying

(2.41) u(x) ∼ x−λ exp
(
−

k∑
ν=1

αν
xrν

rν

)
for |x| → ∞

under a suitable restriction of Arg x. Here k ∈ Z≥0 and λ, αν ∈ C.


