
CHAPTER 1

Fractional operations

In this chapter we define several operations on a Weyl algebra. The operations
are elementary or well-known but their combinations will be important.

In §1.4 we review on the ordinary differential equations and the ring of ordinary
differential operators. We give Lemma 1.10 which is elementary but assures the
existence of a cyclic vector of a determined ordinary equation. In §1.5 we also
review on certain system of differential equations of the first order.

1.1. Weyl algebra

Let C[x1, . . . , xn] denote the polynomial ring of n variables x1, . . . , xn over C
and let C(x1, . . . , xn) denote the quotient field of C[x1, . . . , xn]. The Weyl algebra
W [x1, . . . , xn] of n variables x1, . . . , xn is the algebra over C generated by x1, . . . , xn
and ∂

∂x1
, . . . , ∂

∂xn
with the fundamental relation

(1.1) [xi, xj ] = [ ∂
∂xi

, ∂
∂xj

] = 0, [ ∂
∂xi

, xj ] = δi,j (1 ≤ i, j ≤ n).

We introduce a Weyl algebra W [x1, . . . , xn][ξ1, . . . , ξn] with parameters ξ1, . . . , ξN
by

W [x1, . . . , xn][ξ1, . . . , ξN ] := C[ξ1, . . . , ξN ]⊗
C
W [x1, . . . , xn]

and put

W [x1, . . . , xn; ξ1, . . . , ξN ] := C(ξ1, . . . , ξN )⊗
C
W [x1, . . . , xn],

W (x1, . . . , xn; ξ1, . . . , ξN ) := C(x1, . . . , xn, ξ1, . . . , ξN ) ⊗
C[x1,...,xn]

W [x1, . . . , xn].

Here we have

[xi, ξν ] = [ ∂
∂xi

, ξν ] = 0 (1 ≤ i ≤ n, 1 ≤ ν ≤ N),(1.2) [ ∂

∂xi
,
g

f

]
=

∂

∂xi

(
g

f

)
=

∂g
∂xi
· f − g · ∂f

∂xi

f2
(f, g ∈ C[x1, . . . , xn, ξ1, . . . , ξN ])

(1.3)

and [ ∂
∂xi

, f ] = ∂f
∂xi
∈ C[x1, . . . , xn, ξ1, . . . , ξN ].

For simplicity we put x = (x1, . . . , xn) and ξ = (ξ1, . . . , ξN ) and the algebras
C[x1, . . . , xn], C(x1, . . . , xn), W [x1, . . . , xn][ξ1, . . . , ξN ], W [x1, . . . , xn; ξ1, . . . , ξN ],
W (x1, . . . , xn; ξ1, . . . , ξN ) etc. are also denoted by C[x], C(x), W [x][ξ], W [x; ξ],
W (x; ξ) etc., respectively. Then

(1.4) C[x, ξ] ⊂W [x][ξ] ⊂W [x; ξ] ⊂W (x; ξ).

The element P of W (x; ξ) is uniquely written by

P =
∑

α=(α1,...,αn)∈Zn
≥0

pα(x, ξ)
∂α1+···+αn

∂xα1
1 · · · ∂x

αn
n

(pα(x, ξ) ∈ C(x, ξ)).(1.5)
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Here Z≥0 = {0, 1, 2, . . . }. Similar we will denote the set of positive integers by
Z>0. If P ∈ W (x; ξ) is not zero, the maximal integer α1 + · · · + αn satisfying
pα(x, ξ) ̸= 0 is called the order of P and denoted by ordP . If P ∈W [x; ξ], pα(x, ξ)
are polynomials of x with coefficients in C(ξ) and the maximal degree of pα(x, ξ)
as polynomials of x is called the degree of P and denoted by degP .

1.2. Laplace and gauge transformations and reduced representatives

First we will define some fundamental operations on W [x; ξ].

Definition 1.1. i) For a non-zero element P ∈W (x; ξ) we choose an element
(C(x, ξ) \ {0})P ∩W [x; ξ] with the minimal degree and denote it by RP and call
it a reduced representative of P . If P = 0, we put RP = 0. Note that RP is
determined up to multiples by non-zero elements of C(ξ).

ii) For a subset I of {1, . . . , n} we define an automorphism LI of W [x; ξ]:

LI(
∂

∂xi
) =

{
xi (i ∈ I)
∂

∂xi
(i ̸∈ I)

, LI(xi) =

{
− ∂

∂xi
(i ∈ I)

xi (i ̸∈ I)
and LI(ξν) = ξν .(1.6)

We put L = L{1,...,n} and call L the Laplace transformation of W [x; ξ].
iii) Let WL(x; ξ) be the algebra isomorphic to W (x; ξ) which is defined by the

Laplace transformation

(1.7) L :W (x; ξ)
∼→ WL(x; ξ)

∼→ W (x; ξ).

For an element P ∈WL(x; ξ) we define

(1.8) RL(P ) := L−1 ◦R ◦L(P ).

Note that the element of WL(x; ξ) is a finite sum of products of elements of
C[x] and rational functions of ( ∂

∂x1
, . . . , ∂

∂xn
, ξ1, . . . , ξN ).

We will introduce an automorphism of W (x; ξ).

Definition 1.2 (gauge transformation). Fix an element (h1, . . . , hn) ∈ C(x, ξ)n
satisfying

(1.9)
∂hi
∂xj

=
∂hj
∂xi

(1 ≤ i, j ≤ n).

We define an automorphism Adei(h1, . . . , hn) of W (x; ξ) by

(1.10)

Adei(h1, . . . , hn)(xi) = xi (i = 1, . . . , n),

Adei(h1, . . . , hn)(
∂

∂xi
) = ∂

∂xi
− hi (i = 1, . . . , n),

Adei(h1, . . . , hn)(ξν) = ξν (ν = 1, . . . , N).

Choose functions f and g satisfying ∂g
∂xi

= hi for i = 1, . . . , n and put f = eg and

Ad(f) = Ade(g) = Adei(h1, . . . , hn).(1.11)

We will define a homomorphism of W (x; ξ).

Definition 1.3 (coordinate transformation). Let ϕ = (ϕ1, . . . , ϕn) be an ele-
ment of C(x1, . . . , xm, ξ)n such that the rank of the matrix

(1.12) Φ :=
(∂ϕj
∂xi

)
1≤i≤m
1≤j≤n

equals n for a generic point (x, ξ) ∈ Cm+N . Let Ψ =
(
ψi,j(x, ξ)

)
1≤i≤n
1≤j≤m

be an

left inverse of Φ, namely, ΨΦ is an identity matrix of size n and m ≥ n. Then a
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homomorphism T ∗
ϕ from W (x1, . . . , xn; ξ) to W (x1, . . . , xm; ξ) is defined by

(1.13)

T ∗
ϕ (xi) = ϕi(x) (1 ≤ i ≤ n),

T ∗
ϕ (

∂
∂xi

) =

m∑
j=1

ψi,j(x, ξ)
∂

∂xj
(1 ≤ i ≤ n).

Ifm > n, we choose linearly independent elements hν = (hν,1, . . . , hν,m) of C(x, ξ)m
for ν = 1, . . . ,m − n such that ψi,1hν,1 + · · · + ψi,mhν,m = 0 for i = 1, . . . , n and
ν = 1, . . . ,m− n and put

(1.14) K∗(ϕ) :=

m−n∑
ν=1

C(x, ξ)
m∑
j=1

hν,j
∂

∂xj
∈W (x; ξ).

The meaning of these operations are clear as follows.

Remark 1.4. Let P be an element of W (x; ξ) and let u(x) be an analytic
solution of the equation Pu = 0 with a parameter ξ. Then under the notation in
Definitions 1.1–1.2, we have (RP )u(x) =

(
Ad(f)(P )

)
(f(x)u(x)) = 0. Note that

RP is defined up to the multiplications of non-zero elements of C(ξ).
If a Laplace transform

(1.15) (Rku)(x) =

∫
C

e−x1t1−···−xktku(t1, . . . , tk, xk+1, . . . , xn)dt1 · · · dtk

of u(x) is suitably defined, then
(
L{1,...,k}(RP )

)
(Rku) = 0, which follows from

the equalities ∂Rku
∂xi

= Rk(−xiu) and 0 =
∫
C

∂
∂ti

(
e−x1t1−···−xktku(t, xk+1, . . .)

)
dt =

−xiRku+Rk(
∂u
∂ti

) for i = 1, . . . , k. Moreover we have

f(x)Rk RPu = f(x)
(
L{1,...,k}(RP )

)
(Rku) =

(
Ad(f)L{1,...,k}(RP )

)(
f(x)Rku

)
.

Under the notation of Definition 1.3, we have T ∗
ϕ (P )u(ϕ1(x), . . . , ϕn(x)) = 0 and

Qu
(
ϕ1(x), . . . , ϕn(x)

)
= 0 for Q ∈ K∗(ϕ).

Another transformation of W [x; ξ] based on an integral transformation fre-
quently used will be given in Proposition 13.2.

We introduce some notation for combinations of operators we have defined.

Definition 1.5. Retain the notation in Definitions 1.1–1.3 and recall that
f = eg and hi =

∂g
∂xi

.

RAd(f) = RAde(g) = RAdei(h1, . . . , hn) := R ◦Adei(h1, . . . , hn),(1.16)

AdL(f) = AdeL(h) = AdeiL(h1, . . . , hn)

:= L−1 ◦Adei(h1, . . . , hn) ◦ L,
(1.17)

RAdL(f) = RAdeL(h) = RAdeiL(h1, . . . , hn)

:= L−1 ◦RAdei(h1, . . . , hn) ◦ L,
(1.18)

Ad(∂µxi
) := L−1 ◦Ad(xµi ) ◦ L,(1.19)

RAd(∂µxi
) := L−1 ◦RAd(xµi ) ◦ L .(1.20)

Here µ is a complex number or an element of C(ξ) and Ad(∂µxi
) defines an endo-

morphism of WL(x; ξ).

We will sometimes denote ∂
∂xi

by ∂xi or ∂i for simplicity. If n = 1, we usually

denote x1 by x and ∂
∂x1

by d
dx or ∂x or ∂. We will give some examples.
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Since the calculation Ad
(
x−µ)∂ = x−µ◦∂ ◦xµ = x−µ(xµ∂+µxµ−1) = ∂+µx−1

is allowed, the following calculation is justified by the isomorphism (1.7):

Ad(∂−µ)xm = ∂−µ ◦ xm ◦ ∂µ

= (xm∂−µ + (−µ)m
1! xm−1∂−µ−1 + (−µ)(−µ−1)m(m−1)

2! xm−2∂−µ−2

+ · · ·+ (−µ)(−µ−1)···(−µ−m+1)m!
m! ∂−µ−m)∂µ

=
m∑

ν=0

(−1)ν(µ)ν
(
m

ν

)
xm−ν∂−ν .

This calculation is in a ring of certain pseudo-differential operators according to
Leibniz’s rule. In general, we may put Ad(∂−µ)P = ∂−µ ◦ P ◦ ∂µ for P ∈ W [x; ξ]
under Leibniz’s rule. Here m is a positive integer and we use the notation

(1.21) (µ)ν :=
ν−1∏
i=0

(µ+ i),

(
m

ν

)
:=

Γ(m+ 1)

Γ(m− ν + 1)Γ(ν + 1)
=

m!

(m− ν)!ν!
.

1.3. Examples of ordinary differential operators

In this paper we mainly study ordinary differential operators. We give exam-
ples of the operations we have defined, which are related to classical differential
equations.

Example 1.6 (n = 1). For a rational function h(x, ξ) of x with a parameter
ξ we denote by

∫
h(x, ξ)dx the function g(x, ξ) satisfying d

dxg(x, ξ) = h(x, ξ). Put

f(x, ξ) = eg(x,ξ) and define

(1.22) ϑ := x
d

dx
.

Then we have the following identities.

Adei(h)∂ = ∂ − h = Ad(e
∫
h(x)dx)∂ = e

∫
h(x)dx ◦ ∂ ◦ e−

∫
h(x)dx,(1.23)

Ad(f)x = x, AdL(f)∂ = ∂,(1.24)

Ad(λf) = Ad(f) AdL(λf) = AdL(f),(1.25)

Ad(f)∂ = ∂ − h(x, ξ) ⇒ AdL(f)x = x+ h(∂, ξ),(1.26)

Ad
(
(x− c)λ

)
= Ade

(
λ log(x− c)

)
= Adei

(
λ

x−c

)
,(1.27)

Ad
(
(x− c)λ

)
x = x, Ad

(
(x− c)λ

)
∂ = ∂ − λ

x−c ,(1.28)

RAd
(
(x− c)λ

)
∂ = Ad

(
(x− c)λ

)(
(x− c)∂

)
= (x− c)∂ − λ,(1.29)

RAdL
(
(x− c)λ

)
x = L−1 ◦ RAd

(
(x− c)λ

)
(−∂)

= L−1
(
(x− c)(−∂) + λ

)
= (∂ − c)x+ λ = x∂ − cx+ 1 + λ,

(1.30)

RAdL
(
(x− c)λ

)
∂ = ∂, RAdL

(
(x− c)λ

)(
(∂ − c)x

)
= (∂ − c)x+ λ,(1.31)

Ad(∂λ)ϑ = AdL(xλ)ϑ = ϑ+ λ,(1.32)

Ad
(
e
λ(x−c)m

m
)
x = x, Ad

(
e
λ(x−c)m

m
)
∂ = ∂ − λ(x− c)m−1,(1.33)

RAdL
(
e

λ(x−c)m

m

)
x =

{
x+ λ(∂ − c)m−1 (m ≥ 1),

(∂ − c)1−mx+ λ (m ≤ −1),
(1.34)

T ∗
(x−c)m(x) = (x− c)m, T ∗

(x−c)m(∂) = 1
m (x− c)1−m∂.(1.35)

Here m is a non-zero integer and λ is a non-zero complex number.
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Some operations are related to Katz’s operations defined by [Kz]. The opera-
tion RAd

(
(x− c)µ

)
corresponds to the addition given in [DR] and the operator

(1.36) mcµ := RAd(∂−µ) = RAdL(x−µ)

corresponds to Katz’s middle convolution and the Euler transformation or the
Riemann-Liouville integral (cf. [Kh, §5.1]) or the fractional derivation

(1.37) (Iµc (u))(x) =
1

Γ(µ)

∫ x

c

u(t)(x− t)µ−1dt.

Here c is suitably chosen. In most cases, c is a singular point of the multi-valued
holomorphic function u(x). The integration may be understood through an analytic
continuation with respect to a parameter or in the sense of generalized functions.
When u(x) is a multi-valued holomorphic function on the punctured disk around
c, we can define the complex integral

(1.38) (Ĩµc (u))(x) :=

∫ (x+,c+,x−,c−)

u(z)(x− z)µ−1dz

c x

×8?9>=<HOINM ×89:=;<INJMKL
starting point

//•
oo

oo

//��
��
�JJ TTKK

through Pochhammer contour (x+, c+, x−, c−) along a double loop circuit (cf.
[WW, 12.43]). If (z − c)−λu(z) is a meromorphic function in a neighborhood
of the point c, we have

(1.39) (Ĩµc (u))(x) =
(
1− e2πλ

√
−1
)(
1− e2πµ

√
−1
) ∫ x

c

u(t)(x− t)µ−1dt.

For example, we have

Iµc
(
(x− c)λ

)
=

1

Γ(µ)

∫ x

c

(t− c)λ(x− t)µ−1dt

=
(x− c)λ+µ

Γ(µ)

∫ 1

0

sλ(1− s)µ−1ds (x− t = (1− s)(x− c))

=
Γ(λ+ 1)

Γ(λ+ µ+ 1)
(x− c)λ+µ,

(1.40)

Ĩµc
(
(x− c)λ

)
=

4π2eπ(λ+µ)
√
−1

Γ(−λ)Γ(1− µ)Γ(λ+ µ+ 1)
(x− c)λ+µ+1.(1.41)

For k ∈ Z≥0 we have

Ĩµc
(
(x− c)k log(x− c)

)
=

−4π2k!eπλ
√
−1

Γ(1− µ)Γ(µ+ k + 1)
(x− c)µ+k+1.(1.42)

We note that since

d
dt

(
u(t)(x− t)µ−1

)
= u′(t)(x− t)µ−1 − d

dx

(
u(t)(x− t)µ−1

)
and

d
dt

(
u(t)(x− t)µ

)
= u′(t)(x− t)µ − u(t) d

dx (x− t)
µ

= xu′(t)(x− t)µ−1 − tu′(t)(x− t)µ−1 − µu(t)(x− t)µ−1,

we have

Iµc (∂u) = ∂Iµc (u),

Iµc (ϑu) = (ϑ− µ)Iµc (u).
(1.43)
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Remark 1.7. i) The integral (1.37) is naturally well-defined and the equalities
(1.43) are valid if Reλ > 1 and limx→c x

−1u(x) = 0. Depending on the definition of
Iλc , they are also valid in many cases, which can be usually proved in this paper by
analytic continuations with respect to certain parameters (for example, cf. (3.6)).

Note that (1.43) is valid if Iµc is replaced by Ĩµc defined by (1.38).
ii) Let ϵ be a positive number and let u(x) be a holomorphic function on

U+
ϵ,θ := {x ∈ C ; |x− c| < ϵ and e−iθ(x− c) /∈ (−∞, 0]}.

Suppose that there exists a positive number δ such that |u(x)(x− c)−k| is bounded
on {x ∈ U+

ϵ.θ ; |Arg(x − c) − θ| < δ} for any k > 0. Note that the function Pu(x)
also satisfies this estimate for P ∈ W [x]. Then the integration (1.37) is defined
along a suitable path C : γ(t) (0 ≤ t ≤ 1) such that γ(0) = c, γ(1) = x and
|Arg

(
γ(t)− c

)
− θ| < δ for 0 < t < 1

2 and the equalities (1.43) are valid.

Example 1.8. We apply additions, middle convolutions and Laplace transfor-
mations to the trivial ordinary differential equation

(1.44)
du

dx
= 0,

which has the solution u(x) ≡ 1.
i) (Gauss hypergeometric equation). Put

Pλ1,λ2,µ := RAd
(
∂−µ

)
◦ RAd

(
xλ1(1− x)λ2

)
∂

= RAd(∂−µ
)
◦ R(∂ − λ1

x + λ2

1−x )

= RAd(∂−µ
)(
x(1− x)∂ − λ1(1− x) + λ2x

)
= RAd(∂−µ

)(
(ϑ− λ1)− x(ϑ− λ1 − λ2)

)
= Ad(∂−µ

)(
(ϑ+ 1− λ1)∂ − (ϑ+ 1)(ϑ− λ1 − λ2)

)
= (ϑ+ 1− λ1 − µ)∂ − (ϑ+ 1− µ)(ϑ− λ1 − λ2 − µ)
= (ϑ+ γ)∂ − (ϑ+ β)(ϑ+ α)

= x(1− x)∂2 +
(
γ − (α+ β + 1)x

)
∂ − αβ

(1.45)

with

(1.46)


α = −λ1 − λ2 − µ,
β = 1− µ,
γ = 1− λ1 − µ.

We have a solution

u(x) = Iµ0 (x
λ1(1− x)λ2)

=
1

Γ(µ)

∫ x

0

tλ1(1− t)λ2(x− t)µ−1dt

=
xλ1+µ

Γ(µ)

∫ 1

0

sλ1(1− s)µ−1(1− xs)λ2ds (t = xs)

=
Γ(λ1 + 1)xλ1+µ

Γ(λ1 + µ+ 1)
F (−λ2, λ1 + 1, λ1 + µ+ 1;x)

=
Γ(λ1 + 1)xλ1+µ(1− x)λ2+µ

Γ(λ1 + µ+ 1)
F (µ, λ1 + λ2 + µ, λ1 + µ+ 1;x)

=
Γ(λ1 + 1)xλ1+µ(1− x)−λ2

Γ(λ1 + µ+ 1)
F (µ,−λ2, λ1 + µ+ 1;

x

x− 1
)

(1.47)
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of the Gauss hypergeometric equation Pλ1,λ2,µu = 0 with the Riemann scheme

(1.48)

 x = 0 1 ∞
0 0 1− µ ; x

λ1 + µ λ2 + µ −λ1 − λ2 − µ

 ,

which is transformed by the middle convolution mcµ from the Riemann scheme{
x = 0 1 ∞
λ1 λ2 −λ1 − λ2 ;x

}
of xλ1(1− x)λ2 . Here using Riemann’s P symbol, we note that

P

 x = 0 1 ∞
0 0 1− µ ; x

λ1 + µ λ2 + µ −λ1 − λ2 − µ


= xλ1+µP

 x = 0 1 ∞
−λ1 − µ 0 λ1 + 1 ; x

0 λ2 + µ −λ2


= xλ1+µ(1− x)λ2+µP

 x = 0 1 ∞
−λ1 − µ −λ2 − µ λ1 + λ2 + µ+ 1 ; x

0 0 µ


= xλ1+µP


x = 0 1 ∞
−λ1 − µ λ1 + 1 0 ;

x

x− 1
0 −λ2 λ2 + µ


= xλ1+µ(1− x)−λ2P


x = 0 1 ∞
−λ1 − µ λ1 + λ2 + 1 −λ2 ;

x

x− 1
0 0 µ

 .

In general, the Riemann scheme and its relation to mcµ will be studied in Chapter
4 and the symbol ‘P ’ will be omitted for simplicity.

The function u(x) defined by (1.47) corresponds to the characteristic exponent
λ1 +µ at the origin and depends meromorphically on the parameters λ1, λ2 and µ.
The local solutions corresponding to the characteristic exponents λ2 + µ at 1 and
−λ1 − λ2 − µ at ∞ are obtained by replacing Iµ0 by Iµ1 and Iµ∞, respectively.

When we apply Ad(xλ
′
1(x− 1)λ

′
2) to Pλ1,λ2,µ, the resulting Riemann scheme is

(1.49)

 x = 0 1 ∞
λ′1 λ′2 1− λ′1 − λ′2 − µ ; x

λ1 + λ′1 + µ λ2 + λ′2 + µ −λ1 − λ2 − λ′1 − λ′2 − µ,

 .

Putting λ1,1 = λ′1, λ1,2 = λ1 + λ′1 + µ, λ2,1 = λ′2, λ2,2 = λ2 + λ′2 + µ, λ0,1 =
1− λ′1 − λ′2 − µ and λ0,2 = −λ1 − λ2 − λ′1 − λ′2 − µ, we have the Fuchs relation

(1.50) λ0,1 + λ0,2 + λ1,1 + λ1,2 + λ2,1 + λ2,2 = 1

and the corresponding operator

Pλ = x2(x− 1)2∂2 + x(x− 1)
(
(λ0,1 + λ0,2 + 1)x+ λ1,1 + λ1,2 − 1

)
∂

+ λ0,1λ0,2x
2 + (λ2,1λ2,2 − λ0,1λ0,2 − λ1,1λ1,2)x+ λ1,1λ1,2

(1.51)

has the Riemann scheme

(1.52)

x = 0 1 ∞
λ0,1 λ1,1 λ2,1 ; x
λ0,2 λ1,2 λ2,2

 .

By the symmetry of the transposition λj,1 and λj,2 for each j, we have integral
representations of other local solutions.
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ii) (Airy equations). For a positive integer m we put

Pm := L ◦Ad(e
xm+1

m+1 )∂

= L(∂ − xm) = x− (−∂)m.
(1.53)

Thus the equation

(1.54)
dmu

dxm
− (−1)mxu = 0

has a solution

(1.55) uj(x) =

∫
Cj

exp

(
zm+1

m+ 1
− xz

)
dz (0 ≤ j ≤ m),

where the path Cj of the integration is

Cj : z(t) = e
(2j−1)π

√
−1

m+1 −t + e
(2j+1)π

√
−1

m+1 +t (−∞ < t <∞).

Here we note that u0(x) + · · ·+ um(x) = 0. The equation has the symmetry under

the rotation x 7→ e
2π

√
−1

m+1 x.
iii) (Jordan-Pochhammer equation). For {c1, . . . , cp} ∈ C \ {0} put

Pλ1,...,λp,µ := RAd(∂−µ) ◦ RAd
( p∏
j=1

(1− cjx)λj

)
∂

= RAd(∂−µ) ◦ R
(
∂ +

p∑
j=1

cjλj
1− cjx

)
= RAd(∂−µ)

(
p0(x)∂ + q(x)

)
= ∂−µ+p−1

(
p0(x)∂ + q(x)

)
∂µ =

p∑
k=0

pk(x)∂
p−k

with

p0(x) =

p∏
j=1

(1− cjx), q(x) = p0(x)

p∑
j=1

cjλj
1− cjx

,

pk(x) =

(
−µ+ p− 1

k

)
p
(k)
0 (x) +

(
−µ+ p− 1

k − 1

)
q(k−1)(x),(

α

β

)
:=

Γ(α+ 1)

Γ(β + 1)Γ(α− β + 1)
(α, β ∈ C).

We have solutions

uj(x) =
1

Γ(µ)

∫ x

1
cj

p∏
ν=1

(1− cνt)λν (x− t)µ−1dt (j = 0, 1, . . . , p, c0 = 0)

of the Jordan-Pochhammer equation Pλ1,...,λp,µu = 0 with the Riemann scheme

(1.56)


x = 1

c1
· · · 1

cp
∞

[0](p−1) · · · [0](p−1) [1− µ](p−1) ; x
λ1 + µ · · · λp + µ −λ1 − · · · − λp − µ

 .

Here and hereafter we use the notation

(1.57) [λ](k) :=


λ

λ+ 1
...

λ+ k − 1


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for a complex number λ and a non-negative integer k. If the component [λ](k) is
appeared in a Riemann scheme, it means the corresponding local solutions with the
exponents λ+ ν for ν = 0, . . . , k− 1 have a semisimple local monodromy when λ is
generic.

1.4. Ordinary differential equations

We will study the ordinary differential equation

(1.58) M : Pu = 0

with an element P ∈ W (x; ξ) in this paper. The solution u(x, ξ) of M is at least
locally defined for x and ξ and holomorphically or meromorphically depends on x
and ξ. Hence we may replace P by RP and we similarly choose P in W [x; ξ].

We will identifyM with the left W (x; ξ)-module W (x; ξ)/W (x; ξ)P . Then we
may consider (1.58) as the fundamental relation of the generator u of the module
M.

The results in this section are standard and well-known but for our convenience
we briefly review them.

1.4.1. Euclidian algorithm. First note that W (x; ξ) is a (left) Euclidean
ring. Let P , Q ∈ W (x; ξ) with P ̸= 0. Then there uniquely exists R, S ∈ W (x; ξ)
such that

(1.59) Q = SP +R (ordR < ordP ).

Hence we note that dimC(x,ξ)
(
W (x; ξ)/W (x; ξ)P

)
= ordP . We get R and S in

(1.59) by a simple algorithm as follows. Put

(1.60) P = an∂
n + · · ·+ a1∂ + a0 and Q = bm∂

m + · · ·+ b1∂ + b0

with an ̸= 0, bm ̸= 0. Here an, bm ∈ C(x, ξ). The division (1.59) is obtained by the
induction on ordQ. If ordP > ordQ, (1.59) is trivial with S = 0. If ordP ≤ ordQ,
(1.59) is reduced to the equality Q′ = S′P + R with Q′ = Q − a−1

n bm∂
m−nP and

S′ = S − a−1
n bm∂

m−n and then we have S′ and R satisfying Q′ = S′P + R by the
induction because ordQ′ < ordQ. The uniqueness of (1.59) is clear by comparing
the highest order terms of (1.59) in the case when Q = 0.

By the standard Euclidean algorithm using the division (1.59) we have M ,
N ∈W (x; ξ) such that

(1.61) MP +NQ = U, P ∈W (x; ξ)U and Q ∈W (x; ξ)U.

Hence in particular any left ideal of W (x; ξ) is generated by a single element of
W [x; ξ], namely, W (x; ξ) is a principal ideal domain.

Definition 1.9. The operators P and Q inW (x; ξ) are defined to be mutually
prime if one of the following equivalent conditions is valid.

W (x; ξ)P +W (x; ξ)Q =W (x; ξ),(1.62)

there exists R ∈W (x; ξ) satisfying RQu = u for the equation Pu = 0,(1.63) {
the simultaneous equation Pu = Qu = 0 has not a non-zero solution

for a generic value of ξ.
(1.64)

The operator S satisfyingW (x; ξ)P +W (x; ξ)Q =W (x; ξ)S is called the great-
est common left divisor of P and Q and the operator T satisfying W (x; ξ)P ∩
W (x; ξ)Q = W (x; ξ)T is called the the least common left multiple of P and Q.
These operators are defined uniquely up to the multiples of elements of C(x; ξ)\{0}.
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Put (P1, P2, P3, S1) = (Q,P,R, S) in (1.59). Then

(
P1

P2

)
=

(
S1 1
1 0

)(
P2

P3

)
and in the same way we successively get P3, . . . , PN such that(

Pj

Pj+1

)
=

(
Sj 1
1 0

)(
Pj+1

Pj+2

)
,

ordPj = ordSj + ordPj+1,

ordPj+2 < ordPj+1 or Pj+2 = 0

(1.65)

for j = 1, 2, . . . , N − 1 with PN+1 = 0. Putting

Ũ (j) =

(
U

(j)
11 U

(j)
12

U
(j)
21 U

(j)
22

)
:= S̃1 · · · S̃j , S̃j :=

(
Sj 1
1 0

)

Ṽ (j) =

(
V

(j)
11 V

(j)
12

V
(j)
21 V

(j)
22

)
:= S̃−1

j · · · S̃
−1
1 , S̃−1

j =

(
0 1
1 −Sj

)
,

Uii′ := U
(N−1)
ii′ , Vii′ := V

(N−1)
ii′ (1 ≤ i, i′ ≤ 2),

we have

(1.66)
P1 = U11PN , PN = V11P1 + V12P2,

P2 = U21PN , 0 = V21P1 + V22P2.

Note that

U
(j+2)
12 = U

(j+1)
11 = U

(j)
11 Sj + U

(j)
12 , U

(1)
11 = S1, U

(1)
12 = 1,

U
(j+2)
22 = U

(j+1)
21 = U

(j)
21 Sj + U

(j)
22 , U

(1)
21 = 1, U

(1)
22 = 0,

V
(j+2)
11 = V

(j+1)
21 = −SjV

(j)
21 + V

(j)
11 , V

(1)
21 = 1, V

(1)
11 = 0,

V
(j+2)
12 = V

(j+1)
22 = −SjV

(j)
22 + V

(j)
12 , V

(1)
22 = −S1, V

(1)
12 = 1.

Hence by the relation ordSj = ordPj − ordPj+1, we inductively have

ordU
(j+1)
11 = ordV

(j+1)
22 = ordP1 − ordPj+1,

ordU
(j+1)
21 = ordV

(j+1)
21 = ordP2 − ordPj+1

and therefore

ordU11 = ordV22 = ordP1 − ordPN , ordU21 = ordV21 = ordP2 − ordPN ,

ordU12 = ordV12 = ordP1 − ordPN−1, ordU22 = ordV11 = ordP2 − ordPN−1.

Moreover we have

(1.67) T1P1 + T2P2 = 0 ⇔ (T1, T2) ∈W (x; ξ)(V21, V22),

which is proved as follows. We have only to prove the implication ⇒ in the above.
Replacing (P1, P2) by (U11, U21), we may assume ordPN = 0. Suppose T1P1 +
T2P2 = 0 and T1 /∈ W (x; ξ)V21. Putting T1 = BV21 + A with ordA < ordV21 =
ordP2, we have (BV21 +A)P1 + T2P2 = 0 and therefore AP1 + (P2−BV22)P2 = 0.
Hence for j = 1 we have non-zero operators Aj and Bj satisfying

AjPj +BjPj+1 = 0, ordAj < ordPj+1 and ordBj < ordPj .

Since Pj = SjPj+1+Pj+2, the above equality implies (AjSj+Bj)Pj+1+AjPj+2 = 0
with ordAj < ordPj+1 and therefore the existence of the above non-zero (Aj , Bj) is
inductively proved for j = 1, 2, . . . , N−1. The relations AN−1PN−1+BN−1PN = 0
and ordBN−1 < ordPN−1 contradict to the fact that ordPN = 0.
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The operator U := PN is the greatest common left divisor of P and Q, which
equals U in (1.61), and the operator T := V21P = −V22Q ∈ W (x; ξ) is the least
common left multiple of P and Q. Note that

(1.68) ordT + ordU = ordP + ordQ.

1.4.2. cyclic vector. In general, for a positive integerm and any leftW (x; ξ)-
submodule N of W (x; ξ)m, we can find elements v1, . . . , vm′ ∈ N such that N =
W (x; ξ)v1+· · ·+W (x; ξ)vm′ andm′ ≤ m. In particular, any leftW (x; ξ)-submodule
of W (x; ξ)m is finitely generated.

This is proved by the induction onm. In fact, we can find v1 = (v
(1)
1 , . . . , v

(m)
1 ) ∈

N such that {v(1) | (v(1), . . . , v(m)) ∈ N} = w(x; ξ)v
(1)
1 and then N is generated by

v1 and the elements generating N ′ = {(0, v2, . . . , vm) ∈ N} ⊂W (x; ξ)m−1.
Moreover we have the following.

(1.69) Any left W (x; ξ)-module R with dimC(x,ξ)R <∞ is cyclic,

namely, it is generated by a suitable single element, which is called a cyclic vec-
tor. Hence any system of ordinary differential equations is isomorphic to a single
differential equation under the algebra W (x; ξ).

To prove (1.69) it is sufficient to show that the direct sumM⊕N ofM : Pu = 0
and N : Qv = 0 is cyclic. In fact M⊕N = W (x; ξ)w with w = u + (x − c)nv ∈
M ⊕ N and n = ordP if c ∈ C is generic. For the proof we have only to show
dimC(x,ξ)W (x; ξ)w ≥ m + n and we may assume that P and Q are in W [x; ξ]
and they are of the form (1.60). Fix ξ generically and we choose c ∈ C such
that an(c)bm(c) ̸= 0. Since the function space V = {ϕ(x) + (x− c)nφ(x) ; Pϕ(x) =
Qφ(x) = 0} is of dimensionm+n in a neighborhood of x = c, dimC(x;ξ)W (x; ξ)w ≥
m+n because the relation Rw = 0 for an operator R ∈W (x; ξ) implies Rψ(x) = 0
for ψ ∈ V .

LetM be a system of linear ordinary differential equations, namely, a finitely
generated left W (x; ξ)-module. Then there exist finite elements u1, . . . , un of M
such thatM =W (x; ξ)u1+· · ·+W (x; ξ)un. Then N := {(P1, . . . , Pn) ∈W (x; ξ)n |
P1u1+ · · ·+Pnun = 0} is generated by suitable elements Ai = (Ai,1, . . . , Ai,n) ∈ N
(1 ≤ i ≤ m) with m ≤ n. Then M is isomorphic to W (x; ξ)n/N and N =
W (x; ξ)A1 + · · ·+W (x; ξ)Am.

We give a lemma, which implies (1.69) by putting A = (Ai,j)1≤i≤m
1≤j≤n

in the

above.

Lemma 1.10. Let A ∈ M
(
m,n,W (x; ξ)

)
. Here m and n are positive integers

and A ̸= 0. Then there exist S ∈ GL
(
m,W (x; ξ)

)
, T ∈ GL

(
n,W (x; ξ)

)
, P ∈

W (x; ξ) \ {0} and k ∈ Z≥0 such that (Bi,j) = B = SAT is the following form:

(1.70) B = SAT =


1 ...

1
P

0 ...

 , Bi,j =


1 (1 ≤ i = j ≤ k),
P (i = j = k + 1),

0 (i ̸= j or i > k + 1).

Here k and ordP do not depend on the choice of S and T and in general,M(m,n,R)
denotes the linear space of matrices of size m×n whose elements are in R and when
R is a ring with the unit, GL(n,R) denotes the group whose elements are invertible
matrices of M(n, n,R).

Proof. Consider the following standard transformations of the matrix C in
M
(
m,n,W (x; ξ)

)
as in the linear algebra:

(1) Multiply a row of C from the left by a non-zero element of C(x; ξ).
(2) Choose two rows of C and permute them.
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(3) Consider a row vector which equals a left multiplication of a row of C by
an element of W (x; ξ) and add it to another row of C.

(4) Multiply a column of C from the right by a non-zero element of C(x; ξ).
(5) Choose two columns of C and permute them.
(6) Consider a column vector which equals a right multiplication of a column

of C by an element of W (x; ξ) and add it to another column of C.

Let Ã be a matrix obtained by a suitable successive applications of these trans-
formation to A. First we will prove that we may assume B = Ã. Let d denote the
minimal order of non-zero elements in the matrices obtained by successive applica-
tions of these transformations to A. We may assume Ã1,1 ̸= 0 and ord Ã1,1 = d.

By suitable transformations (3) and (6), we may moreover assume Ãi,1 = Ã1,j = 0

if i ≥ 2 and j ≥ 2 because of the minimality of d. Put A′ =
(
Ãi,j

)
2≤i≤m
2≤j≤n

. If A′ = 0,

then B = Ã.
We may assume A′ ̸= 0. If d = 0, we get B by the induction on m. Hence we

may assume d > 0 and Ã2,2 ̸= 0. Putting d′ = ord Ã2,2 ≥ d > 0, we may moreover

assume ord(Ã2,2 − ∂d
′
) < d′. Add the right multiplication of the second column of

Ã by xs (s = 0, 1, 2, . . . ) to the first column. Then add the left multiplication of the
first row by an element −P ∈ W (x; ξ) to the second row. Then the (2, 1)-element
of the resulting matrix equals

Ã2,2x
s − PÃ1,1.

We can choose P so that ord(Ã2,2x
s−PÃ1,1) < d. Then the minimality of d implies

Ã2,2x
s ∈W (x; ξ)Ã1,1. Put

xd
′−sÃ2,2x

s = Ã2,2,0 + sÃ2,2,1 + · · ·+ sd
′
Ã2,2,d′ .

Here Ã2,2,ν ∈W (x; ξ) do not depend on s. Note that Ã2,2,d′ = xd
′
Ã2,2 and Ã2,2,0 =

1. The condition Ã2,2x
s ∈W (x; ξ)Ã1,1 for s = 0, 1, . . . implies Ã2,2,ν ∈W (x; ξ)Ã1,1,

which contradicts to Ã2,2,0 = 1 because d ≥ 1. Hence A′ = 0.
Define a left W (x; ξ)-module by M = W (x; ξ)n/

∑m
i=1W (x; ξ)(Ai,1, . . . , Ai,n)

and put M′ := {u ∈ M | ∃P ∈ W (x; ξ) \ {0} such that Pu = 0}. Note that
the above transformations give isomorphisms between finitely generated W (x; ξ)-
modules. Note that dimW (x;ξ)M′ = ordP and M/M′ ≃ W (x; ξ)n−k−1 as left
W (x; ξ)-modules. Thus we have the lemma by the following.

Suppose W (x; ξ)m is isomorphic to W (x; ξ)n as left W (x; ξ) modules. Suppose
moreover A gives the isomorphism. Then we have ordP = 1 and m = n by using
the transformation of A into B. □

Corollary 1.11. i) If m and n are positive integers satisfying m ̸= n, then
W (x; ξ)m is not isomorphic to W (x; ξ)n as left W (x; ξ)-modules.

ii) Any element of GL
(
n,W (x; ξ)

)
is a product of fundamental matrices corre-

sponding to the transformations (1)–(6) in the above proof.

1.4.3. irreducibility. Lastly we give the following standard definition.

Definition 1.12. Fix P ∈ W (x; ξ) with ordP > 0. The equation (1.58) is
irreducible if and only if one of the following equivalent conditions is valid.

The left W (x; ξ)-moduleM is simple.(1.71)

The left W (x; ξ)-ideal W (x; ξ)P is maximal.(1.72)

P = QR with Q, R ∈W (x; ξ) implies ordQ · ordR = 0.(1.73)

∀Q ̸∈W (x; ξ)P, ∃M, N ∈W (x; ξ) satisfying MP +NQ = 1.(1.74)
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ST ∈W (x; ξ)P with S, T ∈W (x; ξ) and ordS < ordP

⇒ S = 0 or T ∈W (x; ξ)P.
(1.75)

The equivalence of the above conditions is standard and easily proved. The last
condition may be a little non-trivial.

Suppose (1.75) and P = QR and ordQ · ordR ̸= 0. Then R /∈ W (x; ξ)P and
therefore Q = 0, which contradicts to P = QR. Hence (1.75) implies (1.73).

Suppose (1.71), (1.74), ST ∈ W (x; ξ)P and T /∈ W (x; ξ)P . Then there exists
P ′ such that {J ∈ W (x; ξ) ; JT ∈ W (x; ξ)P} = W (x; ξ)P ′, ordP ′ = ordP and
moreover P ′v = 0 is also simple. Since Sv = 0 with ordS < ordP ′, we have S=0.

In general, a system of ordinary differential equations is defined to be irreducible
if it is simple as a left W (x; ξ)-module.

Remark 1.13. Suppose the equationM given in (1.58) is irreducible.
i) Let u(x, ξ) be a non-zero solution of M, which is locally defined for the

variables x and ξ and meromorphically depends on (x, ξ). If S ∈ W [x; ξ] satisfies
Su(x, ξ) = 0, then S ∈W (x; ξ)P . Therefore u(x, ξ) determinesM.

ii) Suppose ordP > 1. Fix R ∈ W (x; ξ) such that ordR < ordP and R ̸= 0.
For Q ∈ W (x; ξ) and a positive integer m, the condition RmQu = 0 is equivalent
to Qu = 0. Hence for example, if Q1u+ ∂mQ2u = 0 with certain Qj ∈W (x; ξ), we
will allow the expression ∂−mQ1u+Q2u = 0 and ∂−mQ1u(x, ξ) +Q2u(x, ξ) = 0.

iii) For T ̸∈W (x; ξ)P we construct a differential equation Qv = 0 satisfied by
v = Tu as follows. Put n = ordP . We have Rj ∈ W (x; ξ) such that ∂jTu = Rju
with ordRj < ordP . Then there exist b0, . . . , bn ∈ C(x, ξ) such that bnRn + · · ·+
b1R1 + b0R0 = 0. Then Q = bn∂

n + · · ·+ b1∂ + b0.

1.5. Okubo normal form and Schlesinger canonical form

In this section we briefly explain the interpretation of Katz’s middle convolution
(cf. [Kz]) by [DR] and its relation to our fractional operations.

For constant square matrices T and A of size n′, the ordinary differential equa-
tion

(1.76) (xIn′ − T )du
dx

= Au

is called Okubo normal form of Fuchsian system when T is a diagonal matrix. Then

(1.77) mcµ
(
(xIn′ − T )∂ −A

)
= (xIn′ − T )∂ − (A+ µIn′)

for generic µ ∈ C, namely, the system is transformed into

(1.78) (xIn′ − T )duµ
dx

=
(
A+ µIn′

)
uµ

by the operation mcµ. Hence for a solution u(x) of (1.76), the Euler transformation
uµ(x) = Iµc (u) of u(x) satisfies (1.78).

For constant square matrices Aj of size m and the Schlesinger canonical form

(1.79)
dv

dx
=

p∑
j=1

Aj

x− cj
v

of a Fuchsian system of the Riemann sphere, we have

du

dx
=

p∑
j=1

Ãj(−1)
x− cj

u with u :=


v

x−c1
...
v

x−cp

 ,(1.80)
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Ãj(µ) :=


j
⌣

j) A1 · · · Aj−1 Aj + µ Aj+1 · · · Ap

(1.81)

since v
x−cj

+ (x − cj) d
dx

v
x−cj

= dv
dx =

∑p
ν=1

Aν

x−cν
v. Here Ãj are square matrices

of size pm. The addition Ad
(
(x − ck)

µk
)
transforms Aj into Aj + µkδj,kIm for

j = 1, . . . , p in the system (1.79). Putting

A(µ) = A(0) + µIpm = Ã1(µ) + · · ·+ Ãp(µ) and T =

(
c1Im

. . .
cpIm

)
,

the equation (1.80) is equivalent to (1.76) with n′ = pm and A = A(−1). Define
square matrices of size n′ by

Ã :=

A1

. . .

Ap

(1.82)

Then ker Ã and kerA(µ) are invariant under Ãj(µ) for j = 1, . . . , p and therefore

Ãj(µ) induce endomorphisms of V := Cpm/
(
ker Ã + kerA(µ)

)
, which correspond

to square matrices of size N := dimV , which we put Āj(µ), respectively, under a
fixed basis of V . Then the middle convolution mcµ of (1.79) is the system

(1.83)
dw

dx
=

p∑
j=1

Āj(µ)

x− cj
w

of rank N , which is defined and studied by [DR, DR2]. Here ker Ã∩kerA(µ) = {0}
if µ ̸= 0.

We define another realization of the middle convolution as in [O5, §2]. Suppose
µ ̸= 0. The square matrices of size n′

A∨
j (µ) :=



j
⌣

A1

...

j ) Aj + µ

...

Ap


and A∨(µ) := A∨

1 (µ) + · · ·+A∨
p (µ)(1.84)

satisfy

Ã(A+ µIn′) = A∨(µ)Ã =
(
AiAj + µδi,jAi

)
1≤i≤p
1≤j≤p

∈M(n′,C),(1.85)

Ã(A+ µIn′)Ãj(µ) = A∨
j (µ)Ã(A+ µIn′).(1.86)

Hence w∨ := Ã(A+ µIn′)u satisfies

dw∨

dx
=

p∑
j=1

A∨
j (µ)

x− cj
w∨,(1.87)

p∑
j=1

A∨
j (µ)

x− cj
=

(
Ai + µδi,jIm

x− cj

)
1≤i≤p,
1≤j≤p
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and Ã(A+ µIn′) induces the isomorphism

(1.88) Ã(A+ µIn′) : V = Cn′
/(K + Lµ)

∼→ V ∨ := Im Ã(A+ µIn′) ⊂ Cn′
.

Hence putting Ā∨
j (µ) := A∨

j (µ)|V ∨ , the system (1.83) is isomorphic to the system

(1.89)
dw∨

dx
=

p∑
j=1

Ā∨
j (µ)

x− cj
w∨

of rank N , which can be regarded as a middle convolution mcµ of (1.79). Here

(1.90) w∨ =

w
∨
1
...
w∨

p

 , w∨
j =

p∑
ν=1

(AjAν + µδj,ν)(uµ)ν (j = 1, . . . , p)

and if v(x) is a solution of (1.79), then

(1.91) w∨(x) =

( p∑
ν=1

(AjAν + µδj,ν)I
µ
c

( v(x)

x− cν

))
j=1,...,p

satisfies (1.89).
Since any non-zero homomorphism between irreducible W (x)-modules is an

isomorphism, we have the following remark (cf. §1.4 and §3.2).

Remark 1.14. Suppose that the systems (1.79) and (1.89) are irreducible.
Moreover suppose the system (1.79) is isomorphic to a single Fuchsian differential
equation Pũ = 0 as left W (x)-modules and the equation mcµ(P )w̃ = 0 is also
irreducible. Then the system (1.89) is isomorphic to the single equationmcµ(P )w̃ =
0 because the differential equation satisfied by Iµc (ũ(x)) is isomorphic to that of
Iµc (Qũ(x)) for a non-zero solution v(x) of Pũ = 0 and an operator Q ∈W (x) with
Qũ(x) ̸= 0 (cf. §3.2, Remark 5.4 iii) and Proposition 6.13).

In particular, if the systems are rigid and their spectral parameters are generic,
all the assumptions here are satisfied (cf. Remark 4.17 ii) and Corollary 10.12).

Yokoyama [Yo2] defines extension and restriction operations among the sys-
tems of differential equations of Okubo normal form. The relation of Yokoyama’s
operations to Katz’s operations is clarified by [O7], which shows that they are
equivalent from the view point of the construction and the reduction of systems of
Fuchsian differential equations.


