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Abstract

This paper is an introduction to intersection type disciplines, with the aim
of illustrating their theoretical relevance in the foundations of A-calculus.
We start by describing the well-known results showing the deep connection
between intersection type systems and normalization properties, i.e., their
power of naturally characterizing solvable, normalizing, and strongly normal-
izing pure A-terms. We then explain the importance of intersection types
for the semantics of A-calculus, through the construction of filter models and
the representation of algebraic lattices. We end with an original result that
shows how intersection types also allow to naturally characterize tree repre-
sentations of unfoldings of A-terms (B6hm trees).

1 Introduction

Pure A-calculus [15, 54, 90], as is well-known, formalizes the algorithmic notion of
function, which — in contrast to the set-theoretic notion — does not need explicit
definitions of domain and codomain. However, computational objects come nat-
urally with some kind of type distinctions, and concrete algorithms are generally
intended to operate on certain types (i.e., set-theoretically, domains) of inputs to
produce certain types of outputs; generic algorithms - say, a sorting algorithm —
may operate on different concrete types of input, giving results whose type may
depend on the input types (e.g., the sorted sequence will be of the same type of
the original sequence).

These aspects of algorithms are described by A-calculi endowed with type sys-
tems, where, in addition to A-terms, one also has type expressions, built from
atomic types and type constructors. A-calculus being a theory of (higher-order)
functions, the essential constructor is the arrow. For what concerns atomic types,
they can be limited to (an infinite set of) type variables, since many properties of
algorithms in relation with types may be studied without introducing predefined
basic types with their constant names int, bool, etc., somehow as in pure A-calculus
the general theory of functions is better done without individual (integer, boolean,
etc.) constants with special reduction rules (i.e., 6-rules).
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There are basically two kinds of type systems [16]: the systems a la Church
[24], also called typed calculi, and the systems a la Curry [37, 38], also called type
assignment systems. In typed A-calculi every term comes with its own type, and
the same holds for all its subterms, starting from variables; for each type (i.e.,
type expression!) o the existence of an infinity of typed variables z°, y°, 29, ...
is assumed. Legal terms are only the well-typed terms, i.e. those built following
the typing rules; types are integral parts of terms, though subterm types are often
omitted in practice. For example, the simplest of such systems [90] consists of two

rules only, for the application and the abstraction respectively:

1. if M°77 and N? are (well-typed!) terms, then (M°7"N?)" is a term,;
2. if M7 is a term, then (Az?.M7)°7 is a term.

As is generally observed, the above type system is too restrictive, in the same sense
as the type discipline of the programming language Pascal proved to be too rigid.
It forces algorithms that may operate uniformly on a variety of types to split into
an infinity of typed functions, like the standard example of the identity Az.x, which
splits into an infinity of typed identities (Az?.2%)? 7, one for each possible type
o.

A type assignment system, on the other hand, is a system of typing rules by
which terms of the pure untyped A-calculus may be assigned (one, or more generally,
infinite) types. Thus an untyped term, instead of splitting into different typed
terms, merely turns out to be typable with different types; for example, the identity
will be typable with all types of the form o — o, such as p = ¢, (¢ = x) = (p =
X), etc. In general, not all terms will be typable, and different systems may differ
both in the class of terms that are typable and in the types that can be assigned
to typable terms. :

The assignment of a type to a term is a statement of the form M:o, which
may depend on assumptions about the types of free variables. It may therefore
be written as a judgment of the form I' = M: 7 where I', which is usually called
a type basis or a type environment, is a finite set of assumptions of the form
T1:01,X2:02,...,Tp:0,, With x,,...,z, all distinct. The notation is justified by
the analogy with the judgment that a proposition o is derivable from the assump-
tions o01,...,0,. A type assignment system may then be viewed as a natural-
deduction inference system [80], consisting of at least one axiom for the variables,
and two rules for application and abstraction respectively:

I'-rM:0 -7 I'FN:o I'z:oFM:T
I''z:o + z:0 (var) (= E) (=1
I'-M:r I'-XzM:oc—T

The above axioms and rules are identical to the inference rules of the implicative
propositional logic, and illustrate in its simplest form the well-known Curry-Howard
correspondence between types and propositions [37, 38, 58, 91]. Types correspond

!We will denote type variables by the Greek letters ¢, x, 1, and general type expressions by
the Greek letters o, 7, p, possibly with subscripts.
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to propositions, terms are codings of natural-deduction derivations, (-reduction is
cut elimination (in the extended sense of proof normalization step both for sequent
calculi and for natural deduction, where sometimes it is called, more properly,
detour elimination [80]).

In a type assignment system limited to the above axiom and rules all the typable

terms are (strongly) normalizable [89]; equivalently, all the proofs in the above logic
are reducible (using an arbitrary reduction strategy) to normal forms (i.e., proofs
without cuts or equivalently without detours).
In other words, every computer program represented by a typable term is guaran-
teed to terminate, with any computation strategy. However, the class of A-terms
(and therefore of programs) typable in this system is very restricted, since it cor-
responds to the generalized polynomial functions of natural numbers. :

If this type assignment system is compared with the simply typed A-calculus &

la Church, it can easily be seen that they actually are two notational variants of
the same system, in the precise sense that a term M is typable & la Curry with
a type o if and only if there exists a term M’ & la Church that is typed with the
same type o and is identical (when types are erased) to M [16].
The distinction between the two kinds of systems would thus appear inessential.
However, this is in general no longer true for more complex systems, where there
may not be such a natural correspondence between typed calculi and type assign-
ment systems, so that the distinction makes perfectly sense.

The propositions-as-types analogy can be trivially extended from the implica-
tion to the logical conjunction [60] (which we denote by the symbol &), if we enrich
the pure A-calculus with the pair constructor and selectors, along with their special

reduction rules:
fst(M,N) > M snd(M, N) — N.

The rules of &-introduction and &-elimination exactly correspond to the typing
rules for the new constructs, and the logical conjunction o & 7 of propositions
exactly corresponds to the cartesian product o x 7 of types:

I'-M:0 I'EN:T '-M:o&T I'-M:oc&T
&I (&E)
I'-(M,N):o& TFfstM:o T'FsndM: T

There is, however, another sense of the word “and”, directly in the language
of types and unrelated with the ordinary Curry-Howard correspondence: we may
want to express within the system that a term may be assigned both a type o
and a type 7 [28]. The introduction and elimination rules that naturally arise are
therefore:

'c-M:o I'vM:T rcM:onT ' M:oAT

(AI) (AE) (AE)
I'EM:oNT I'-M:o _ I'+-M:1

The new type constructor does not correspond [52] to any logical connective in the

ordinary propositions-as-types analogy, which refers to minimal or intuitionistic

logics, and must therefore not be confused with the above mentioned conjunction-

type as cartesian product type. As a matter of fact, in proof-theoretic terms the




48 M. DEZANI-CIANCAGLINI, E. GIOVANNETTI, U. DE’'LIGUORO

meaning of the formula o A 7 is not merely that there are proofs for the two
propositions ¢ and 7, but that the two proofs are identical (since the term M,
which codes the proof of o, also codes the proof of 7) [65]. At the same time, since
the introduction rule does introduce a new type construction, i.e. a new composed
proposition, but does not introduce a new term construction, the correspondence
between terms and proofs no longer holds in a strict sense. A propositions-as-types
correspondence has recently been found with a form of relevant logic [93], but we
will not discuss it here.

The type assignment system obtained by adding to the rules for the arrow the

rules for the intersection turns out to possess the remarkable property of exactly
characterizing the class of the strongly normalizable A-terms, i.e., a term is strongly
normalizable if and only if it is typable in this system [77].
Moreover, since the notion of intersection type is based on an intuitive set-theoretic
interpretation, the introduction of a universal type w, representing the set of all
terms, is rather natural [33]. This meaning of the new and only type constant can
be expressed formally by a new typing rule — or better, axiom — which states that
every term may be assigned the type w:

I'-M:w (w)

It turns out that the type system resulting from the system with intersection types
by the addition of the rule (w), where by definition all terms are typable, allows
a straightforward type characterization of the class of normalizable terms, i.e. the
terms possessing normal forms, i.e., the terms representing the total recursive func-
tions.

Namely, normalizable terms are exactly those that can be typed with a type having
no occurrences of w, though of course w may occur in the derivation itself [33] (if it
does not occur in the derivation either, the derivation is actually in the restricted
typing system without w, and the term is therefore not only normalizable but in
particular strongly normalizable [77]).

Finally, the system with w also allows, as we will see, a simple type characterization
of terms possessing head normal forms [33].

The complete type assignment system, which is known in the literature as the
system CDYV, is reported, for the reader ease, in Table 1, along with the syntax of
type expressions. The system without rule (w) will be referred to as the system
CDVy.

1.1 Summary

Sections 2 to 9 are devoted to the proof-theoretical properties of intersection type
assignment systems and to their power in characterizing normalizing and strongly
normalizing pure A-terms. They are kept at an informal level of exposition since our
aim is to introduce the reader to the main ideas behind these systems. Therefore we
avoid details of complex syntactical proofs, giving hints toward them and referring
the reader to the literature.
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The set 7 of types is defined by:
o:=wl|p|(c—=>0a)|(cANo)

where ¢ ranges over a denumerable set 7V of type variables.

The Type Assignment System

I'-M:0 -7 I'tN:o Iz:oFM:7
I'z:0 + x:0 (var) (—E) (=1
I'MN:T I'FXeM:.oc >

I''-M:0c THFM:T I'FM:oNAT I'FM:oNT
(AD) (AE)
I'FM:oNT I'-M:o I'-M:r
I'-M:w (w)

(AE)

Table 1: The system CDV

Sections 10 to 12 treat the semantics of type assignment. Here we give a heuris-
tic exposition, centered on the justification of the filter model construction. More
technical parts are also given, but often only sketched.

Finally, Section 13 concerns the tree representation of the unfolding of a A-term
and its characterization via typings. This is the original contribution of the present
paper.

We conclude with suggestions of further readings in Section 14.

2 Some Examples of Typings

If we identify each type with the set of terms that — w.r.t. a sufficiently large
(actually infinite) basis — are typable with that type, and we thus read the colon
as a membership symbol, the intersection typing rules are nothing but the set-
theoretic definition of intersection, and we immediately obtain for this identity the
usual properties of set intersection:

idempotence: oONO =0
commutativity: OCANT=TAO
associativity: (cAT)Ap=0aA(TAp)

the universe is the neutral element: o ANw = 0.

In other words, there obviously exists a derivation of I' - M:0 A o if and only if
there is a derivation of I' + M: o, etc.

In the following we will implicitly consider type expressions modulo the identity
induced by the above equations, we will write as usual o A7 Ap without parentheses,
we’ll never write, since useless, o A o or ¢ A w. Moreover, to spare parentheses, we
assume that “A” takes precedence over “—”.



20 M. DEZANI-CIANCAGLINI, E. GIOVANNETTI, U. DE’'LIGUORO

To start perceiving the difference made by the introduction of the intersection,
we must recall that, though in a type assignment system a term may be given a
plurality of types, in the simple system without intersection it cannot have them
“at the same time”, in the sense that each (sub)term occurrence within another
term may only be given one type, though different occurrences may be assigned
different types. That formally connects with the fact that in the assumptions I'
there cannot be, by definition, distinct type assumptions for the same variable. For
example, self-application cannot be typed, because to type the term zx one should
assume for the variable z both a type ¢ and a type o — 7.

With the intersection, on the other hand, the above constraint is not violated
but circumvented: all is needed is to assume for z a type of the form (o0 — 7) A 0.
Self-application Az.zx can thus be typed, through a successive arrow introduction:

z:(c >7T)Nobtzx:(c >T)No (AE) z:(c > T)ANo bk z:(0c > 1)
z:(c >T)Nokzio—>T z:(c >T)ANotkzx:0
z:(c >T)No bk zz:T (=)

FAx.zx:(oc > T)No =T

No (AE)
(=E)

A completely different approach would consist in admitting recursive type defini-
tions [22], and thus simply equating the two types: ¢ = o — 7.

Adding the universal type w not only trivially allows the typing of any term,
even the term Q, i.e., (Az.zz)(Az.zx), which cannot be typed in any other way,
but - owing to that - allows non-trivial (in a sense to be explained later) typings
of terms that are not typable in the system with intersection and arrow only (or,
worse, with arrow alone), for example the term y$2, or the term Ay.y€2:

y:w—ookyw—oo(var) yw 2otk Nw(w)
y:w ook yo -
—1
FAy.yQ:(w = 0) =0 (=1)

(=E)

(1)

The presence of the universal type also allows new non-trivial typings for terms
already typable by intersection, since subterm typings may now be replaced by
w-typings: instead of being obliged to type every subterm, if the subterm is in
argument position, we may choose to completely disregard its structure as if it
were undefined, and simply assign it the type w.
For example, for the term Az.zx we have the following additional type assign-
ment derivations:
0k zrw (W)
FAz.zr:o 5w

(=1)

zw—oThziw o 7T (var) ziw = T7F 2w (W)

rw—oThEZZ:T (=1) (= E)

FAzzz:(w—>71) > 7T

The fixed-point combinator Y = Af.(Az.f(zz))(Az.f(xx)) can also be typed, with
an infinity of non-trivial types whose meaning will be examined again later. For
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two of such typings, namely:
FY:(w—01) 01 and FY:(w—oo1)A(01 = 02) 02

we report the respective derivations, using here the natural-deduction notation
without explicit bases, in order to keep the proof trees more manageable and easier
to read. In this formalism the basis is just the set of undischarged assumptions;
the only discharging rule is arrow introduction: ' ’

[z q](i)

M:T
Az M:0 = 1 =D o
Discharged assumptions are enclosed in square brackets, and labeled with numbers:
these numbers are reported at (— 1) inferences to indicate which assumptions those
inferences actually discharge. Observe that here there is a slight mismatch with
the previous calculus: strictly speaking we do not discharge assumptions out of a
set, but occurrences of assumptions in the derivation tree. More: we are not forced
neither to discharge all of them (i.e. all the occurrences of the premise z:o in the
leaves of the derivation tree) nor at least one. This is reflected by the fact that
weakening is admissible? in the former calculus, and that it is not required that z
occurs in M.
The derivation of the first typing is:

[frw = 01]Y zziw (W)

f(zz): 04 ( I(TE)
Az.f(zx):w — 01 Az.f(zz):w (w) (= E)
(Az.f(zz))(Az.f(zT)): 01 (=1 o

A .(Az.f(zx))(Az.f(zx)): (W — 01) = 01

Below is the derivation of the second typing, where o is (w — 01) A (01 — 02), and
where the omitted subderivation occurs in the previous tree:

. -1(2)
[f:0]” (AE) [z:w — 01]" 2w B [f: 0] (AE)
fIO'l — 09 TT.0q (_) ) f;w-—)g-l
(—»E) ;
f(zx): 02 (5T) o
Az.f(zz): (W — 01) = 02 o Ax.f(zz):w — 01
(= E)
(Az.f(zz))(Az.f(zX)): 02 ,
(—)I) (2)
Af.- Az f(zz))(Ax.f(zx)): (w = 01) A (01 = 02) — 02
2A rule ‘
Al... An
— 5 R
is admissible in a system S if, whenever (instances of) its premises Aj, ..., A, are derivable in S,

also (the corresponding instance of) its conclusion B is derivable in S. The precise statement of
the admissibility of weakening is in the remarks following Definition 2.1.
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In constructing typing derivations one may sometimes want to combine two
independently built trees to obtain a new derivation: to this end the possibly
different bases in (the leaves of) the two trees must be put together into a common
one. This works well since weakening is an admissible rule in our systems, provided
we consider (as we do) A-terms modulo renaming of bound variables.

It is therefore useful to define the union I' W I'" of two bases I" and I as the
basis consisting of the union set of I" and I'', with pairs z: o, z: 7 (of assumptions
on the same variable in the two bases) replaced by z:0 A 7. More formally:

Definition 2.1 (Union of bases)

rer' = {zioA7|z:0€l andz:T€I"}
U {z:0|z:0 € I' and z does not occur in I}
U {z:7|x:7 € I'" and = does not occur in I'}.

Accordingly we have:
rer' « ar.rewr" =r".

Since terms are considered modulo a-conversion (i.e., renaming of bound vari-
ables), it is easy to verify, by induction on deductions, that weakening is admissible,
more precisely that I' - M:7 and I' @I imply I + M: 1.

In general, in a type assignment system the form of the term determines the
forms of the types that can be assigned to that term, and possibly to its immediate
subterms. The statement of such a property is traditionally called the generation
lemma [16]; it consists of a sort of “reading backwards” of the typing rules, and it
is essential for the study of the characteristics of a type system.

A proposition of this kind may also be proved for the system CDV [33].

Lemma 2.2 (Generation Lemma) In the system CDV, considering types mod-
ulo idempotency, commutativity and associativity:

1. I'tz:7 and 7 # w if and only if there exists o such that r:7 Ao € I

2. I' F Axz.M:7 and 7 # w if and only if there exist o1,...0n, p1,...pPn, With
n>1, such that 1 = (o1 = p1) A+ AN(On = pn);

3. I'FXxM:0 571 ifand only if I'N'z:0 - M:T;

4. ' MN:7 and 7 # w if and only if there exist o1,...0n,7T1,...Tn, with
n>1 suchthat T=n AN~ ANTp,and ' - M:0y > 11, '+ N:oy, ...,
r-mM:o, —»>1,, I'N:o,.

3 Types and (B-convertibility

In every well-behaved type system types are preserved by S-reduction, in the sense
that if a term is typable with a certain type, it continues to be typable with that
type after any number of reduction steps. In more concrete terms, in a strongly
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typed programming language, computation cannot change the type of an expression
to a completely different and incompatible type, or restrict the set of types that can
be assigned to it; for example, computation cannot transform an integer expression
into a boolean, or transform an integer (and therefore also real) expression into a
real which is not an integer. From a proof-theoretic point of view, that amounts
to the fact that proof normalization does not modify the theorem being proved.

Actually, if we restrict ourselves to arrow types, the typing with 7 of a term
(Az.M)N may only have been obtained by arrow elimination from two typings
respectively of the forms Az.M:0 — 7 and N:o, and in turn the typing of A\z.M
may only result by arrow introduction, i.e. by deriving the typing M:7 from the
assumption z:o0. The typing with 7 of the reduced term M|[N/z] is then derived
by plugging a copy of the derivation of N: ¢ into each occurrence of the assumption
z: 0, as sketched in Fig.1.

[z:0] -+ [z:0] N : Ne
M7 ~ Boreg N:o --- N:o
M:T M[N/z]"

Az M:0 > 71 (=1) N:o (> E)

(Az.M)N:T M[N/z): T

Figure 1: B-reduction

On the other hand, types are in general not preserved by B-expansion, and thus
by [B-convertibility: when computation is “reversed” from M[N/z] to (Axz.M)N,
the type can only be preserved by “unplugging” from M - at all the “sockets”
corresponding to occurrences of the x variable — the type derivations of occurrences
of N, and by substituting them with one type assumption for the z variable and
one type derivation for N. This is surely feasible if M has exactly one occurrence
of z; on the contrary, if M has multiple occurrences of x, the different typings of N
cannot be unified unless they are identical. On the other hand, if in M there are no
occurrences of x, there is no socket, and thus no type constraint on /N, which can
be anything, in particular a non-typable term. In other words, when the number
of occurrences is different from one, either there are possibly too many types (i.e.,
more than one) for N, or no type for N.

Clearly, the first problem is solved by the intersection, which allows to give N (and
x) the intersection of all the needed types, and the second problem is solved by the
universal type, which allows to type any term [33].
Figure 2 gives a schematic view of the problem and the concerned proof transfor-
mations.

- As a standard intuitive example of the first problem, consider — in a A-calculus
enriched with pairs and basic constant types, but the example could be coded
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[z: 0]
NU
N:o M7
, B-exp - N7
M(N/z] = M:r ()
Az M:0 = 1 N:o (- E)
M[N/z]: (Az.M)N:T
[z:w]
MT --------
Booxp : N7
MT — M.T (—)I) o
Az M:w =T N:w (= E)
M:T (Ax.M)N:T
[z:01 A 02] [z: 01 A 03]
—zio; NB) g (AE)
N IN72
N:oy N:oo M7 N o1 N2
B-exp M:T N:Ul N:UQ
MI[N/z]" == I
[N/z] (Az.M):o01 Aoy = T (=D N:o1 Ao ((Aé))
M[N/z]:T (M. M)N:T

Figure 2: (3-expansion

in pure calculus — the term consisting of the pair ((Az.z)3, (Az.z) true)). It has
type int x bool, since the first occurrence of the identity is given type int — int,
while the second occurrence is given type bool — bool. The (-expanded term
(Az.(23, z true)) (Az.x) cannot be typed in the simple system without intersection;
with intersection, on the contrary, it is typable with the same type, since the
identity may be assigned the type (int — int) A(bool — bool), and the A-abstraction
the type ((int — int) A (bool — bool)) — (int x bool).

The standard example of the second problem is the expansion from a typable
term, such as the integer 3, to (Az.3)2; or, to keep to the pure calculus, from
Az.z to (Ayz.z)2. The expanded term, which obviously cannot be typed in the
simple calculus, in the system with w keeps the type of the reduced term, simply
because §2 can be assigned type w, and Az.3 the type w — int — or Ayzx.z the type
w = p— Q.

Remark that the property of type preservation under 3-expansion does not hold
in the restricted system CDVy (with intersection but without w).
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4 Unsolvable terms and typing

In any theory of computation an important role is played by the notion of approx-
imation. One wants to formalize the idea that the result of a computation, i.e.,
the information finally returned as result, is not abruptly and magically created,
but gradually built, step by step, by the computation itself (in contrast to the set-
theoretic static notion of function as graph). A program may fail to terminate, but
still go on building some information, though never completing it, as for example
in a call of a function whose recursive definition were f(z) =z - f(zx + 1), or in a
program building an infinite list, etc.

Moreover, since in A-calculus recursion is simulated through the fixed-point

combinator Y, and reduction does not stop when reaching an abstraction, the
fixed-point combinator itself and all the terms corresponding to recursively defined
functional values do not have normal forms, still they may compute (Y certainly
does!) something interesting, because they go on repeatedly unfolding their recur-
sive definitions, and when applied to proper arguments the application may reduce
to a normal form.
This concept of partially computed result is formalized, within the A-calculus,
through the notions of head normal form and approzimant. Recall that by definition
a head normal form (hnf) is a term of the form Azz> ... z,.aM1 M, ... M,, with
n,m > 0, and where z is any variable, either free or identical to one of the z;.

Terms having (i.e., reducible to) head normal forms, or solvable terms, intu-
itively are the terms which either have normal forms or, though nonterminating,
compute something interesting in the above sense. Thus, the fixed-point combina-
tor Y does not have normal form, but it has hnf, and so does, for example, the
functional value corresponding to the recursive definition of factorial, and generally
every term corresponding to a program that builds some information content.

On the other hand, terms without hnf, or unsolvable terms, represent nonter-

minating programs that do not produce any information content. The simplest
unsolvable term is 2, corresponding to the recursive definition f = f (or also
fO = f(O), can only be assigned the type w. Another example of an unsolvable
term only typable by w is (Ar.zzz)(Az.xxI).
The unsolvable term Az.€2, roughly corresponding to the function definition g(z) =
f where f = f, is immediately recognized to have, in addition to w, any type
0 — w. More generally, a term of the form Az; ...z,.Q is typable with the types
of the forms:

w, 01 >>W, 01 >0 W, ... 0’1—)0”2—)...—-)0',1%(4).

The natural n, which is the number of arguments the term has to be applied
before returning €2, is the order of unsolvability. The term YK, ie., Y(Afy.f)
corresponding to a function whose recursive definition is f(y) = f, is an unsolvable
term of infinite order, since it has types:

W, g1 = W, oy — 0y = W, 01 > 09 — " —>0; > W,
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for every natural ¢, as we may easily obtain, owing to the type invariance w.r.t.
(B-conversion, by typing each term of the infinite sequence:

YK =ﬁ Ayl.YK :,B AylyzYK :/3 e :a Ay1y2. . ’yi.YK :B .

It may be interesting to compare the above types of YK with a recursive type for
the same term: from the recursive definition f(y)= f we immediately obtain the
equation 7 = ¢ — 7. In this case the above sequence of types looks like a sort
of unfolding of the recursive definition; however, no property of this kind holds in
general, and no significant relationship between the present system and recursive
type systems is known.

5 Types and Approximants

The definition of head normal form, as we recalled in the previous section, allows
formalizing the large distinction between computations that do or do not build an
information content. The informal notion itself of (partial) information content or
partially computed result is formalized by associating to every A-term M another
term a(M), which describes the structure of nested head normal forms of the
term [63]. The mapping a could be inductively defined as follows.

a(Azy ... xp.xzMy ... My) =Az; ... xp.xa(My)...a(M,;,)
a(Azy ... z,.Az.P)Q My ... M,,) =Azx;...2,.02

where n,m > 0.

We prefer to think of the closed term €2 as if it were a new primitive constant
2 denoting the “indefinite term”, and of & as a mapping from ordinary A-terms to
AQ-terms, where the set of AQ2-terms is defined by:

M ::=z|QAz. M|M M.

AQ)-terms represent “partial terms”, i.e. ordinary A-terms where some subterms
may be indefinite. We thus obtain the following definition of a.

Definition 5.1 (approximation mapping)

a(Azy ... xp.xMy ... My) = Az ... Tp.x a(My) ... a(M,,)
a(Azy ... xh.(Ax.P)Q My ... M,,) = Azq...2,.0

where n,m > 0.

An approzimant of a term M is a term A = a(M') where M’ is some term
convertible to M. The set A(M) of all the approximants of a term M represents
what informally is the set of all the possible partial results of computations of terms
belonging to the same convertibility class as M.

A normalizable term has a finite number of distinct approximants. If, on the
other hand, M does not have a normal form, A(M) may be finite or infinite, and
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constitutes a sort of generalized (possibly infinite) normal form. Thus, informally,
if a program P goes on forever building as result an infinite list, its A(P) is the
infinite list itself, represented by all its finite approximations.

In a sense, if we consider a term M, A(M) — being connected with convertibility
- represents both “the past” and “the future” of the term, i.e., both the computation
needed to build it in its “present” form and the (possibly infinite) result it will
produce.

The type assignment system with intersection and w may be extended to AQ2-
terms without modifications, thus showing an immediate connection with the ap-
proximation structure of terms: if M is a term, the term a(M) precisely amounts
to disregarding subterms corresponding to redexes still to be computed and thus
giving them the type wj; conversely, typing with w a non-redex subterm, as we did
in Section 2, simply corresponds to typing a term a(M') for an M' obtained by
expansion of the concerned subterm.

Then, if we take the types of all the approximants of a term, owing to type
invariance w.r.t. conversion, we obtain all the possible types for the term itself. We
thus have the following theorem, whose rather complex proof, based on the above
intuition, may be found in [31, 44].

Theorem 5.2 (Approximation Theorem) A term M is typable by a type o
w.r.t. a basis I' if and only if there exists an approximant A of M that is typable
by o w.r.t. the same basis. ‘

The set of types assignable to a term thus perfectly reflects the approximation
structure of the term.

For example, the set A(Az.zx) of approximants of the term Az.xz, which is a
normal form, is the set of the AQ2-terms corresponding to all its possible #-expanded
forms, which may be characterized through the use of the identity I(= A\z.x):

1. an outermost redex, exempliﬁed by I(Az.zx), mapped into 2;

2. an abstraction whose body is a redex, like the term Az.I(zzx), mapped to
Az ()

3. a hnf with an inner redex, like the term Az.x(Iz), mapped to Az.z€};
4. the term Az.xx, mapped to itself.

We have therefore A(Az.zz) = {Q, A\z.Q, Az.2Q, Az.xz}; the typings of the four
approximants are easily seen to be:

FQw FXXz.Qo—ow FAzzQ(w—o7)—>7 FAXrzz:(o>7T)ANo—T.

No wonder they are exactly the four different typings we had derived in Section 2
for this term, owing to the obvious identity between the {2 occurrences here and
the w-typed subterms there.
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The set of approximants of Y = Af.(Az.f(zz))(Az.f(zz)) is obtained from its
infinite convertibility sequence:

IY =5 Y =5 M.S(Yf) = MS(F(Y ) =5 ..
by applying the mapping a:
AY) = {Q A QA QAL F(fQ), ...}

As in the previous example, by typing the members of A(Y) we find again the
types we had assigned to Y in Section 2:

w, (w—oo01)—>01, (W—o0o1)A (o> 03)— o9,

in general (w — 01) A(o1 = 02) A--- A (0,1 — 0;) = 0; for every natural i. This
sequence of typings represents a sort of precise typing of its “infinite normal form”,
in contrast with the typing it receives in recursive type systems, where the types
making the sequence w, 01, 03,...0;,...are all identified and thus the sequence of
intersection types for Y collapses in the simple finite type (¢ — o) — o.

Analogously, consider again the term YK with its infinite convertibility se-
quence:

YK =3 /\leK =g /\ylyz.YK =g "= /\y1y2- .. yzYK =B -
The set of its approximants is then:
AYK) = {Q, Ay1-Q, Ay1y2.Q, ..., Ay - .. y:.02, ...}

which of course gives exactly the types found for YK in the preceding section.

6 The Characterization Theorems

As we anticipated in Section 1, type systems with intersection, with and without
the universal type, are directly connected with the normalization properties of -
terms, in the sense that the classes of solvable, normalizable, strongly normalizable
terms, are exactly the classes of terms that may be assigned — in one system or the
other — certain remarkable forms of types (33, 77].

Theorem 6.1 A term M is (weakly) normalizable — i.e., it has a normal form — if
and only if there are a basis I' and a type o, neither of them containing occurrences
of w, such that the typing I' - M: o is derivable in the system CDV.

Of course w, which cannot occur in the above typing judgment, may nevertheless
occur in its derivation (which is performed in the system with w).

The only-if part is easy to prove: if IV is a normal form, the existence of an
w-free type assignment for N is proved by simple induction on term structure; the
extension to all terms then follows by type invariance w.r.t. 8-expansion.
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The induction basis — i.e., the term in normal form is a variable — is obvious.
As for the induction step, consider abstraction and application separately. The
case of abstraction is straightforward: let N be Az.M; by induction hypothesis a
typing I xz: 0 = M: 71 holds, where I', o, 7 do not contain occurrences of w. Then,
by arrow introduction, the typing I' - Az.M:0 — 7 is immediately derived, where
obviously w does not occur in o — 7.

The case of application M; M requires, for the induction to work properly, a
strengthening of the proposition to be proved: namely, an application (in normal
form) is proved to be typable by a type variable. ‘

Since M; M is in normal form, the term M; cannot be an abstraction. If M; is
a variable, and so the application is of the form zM, by induction hypothesis we
have a derivation of I',z:0 - M: 7 for some I', o, 7, with w not occurring in I, o,
. f I =TI,z:0 A (T = ¢), by weakening we get I + M:7. We may then build
the following derivation:

r l—x:al/\(T—-> ) (var) (AE)
I'xz:1T > ¢
I'xzM:p

"+ M:
r MT(__)E)

If M is in turn an application, by induction hypothesis it may be typed by a
type variable: Iyt - Mj:4. Then by an obvious property we also have the typing
I [t /Y] F M;: 7 for any type 7. Let now be I'; - M: o a typing for M; owing to the
previous property we have the typing I’  M;: 0 — ¢ where I’ = I [(c — ¢)/v].
Taking the union I" = I}’ W I, of the two bases, we obtain by arrow elimination
the desired typing of M, M:

I'-Miy:0—>¢ I'FM:o
I'-MM:yp

(—E)

Observe that the above inductive argument actually proves the stronger result that
every term in normal form may be typed in the type system without w, i.e., for
every normal form N there are a basis I' and a type o such that the conclusion
I' + N:o may be derived without using w in the derivation. This, however, does
not mean that every term having normal form may be typed in the system without
w, since — as we remarked in Section 3 — types are not preserved under 3-expansion,
in absence of w.

The if-part of the statement can be proved via a particularization of standard
cut-elimination theorems3. This consists in progressively eliminating all the “de-
tours” in a derivation, namely any introduction of a type constructor immediately
followed by an elimination of the same constructor. As there are two such con-

3These have usually long and technical proofs. We give here only the structure of such a
proof for the present case, adapting [39], Ch. 6, but any good text of proof theory includes
cut-elimination, also called proof normalization. For a similar proof see [17].
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structors we have two kinds of transformations over derivations:

Dl D,
I'rM:00 I'+M:o, (AI)
I'FM:01 Noo (AE) D;
I'M:o; ~ I'-M:o;
D, D
2
I'z:ob M:1 (51) D, I'-N:o
' M:o—T I'N:o (—E) D, [N/x]
I'(Az.M)N:t ~ I'kM[N/z]:T

where the right hand side of the second rule is the derivation obtained from D,
by replacing each occurrence of the axiom I',z:0 + z:0 by an occurrence of the

deduction I' F ]2\’:0, and each other judgment I z:0 + P:p by I' + P[N/z]: p.
Observe that this rule is exactly the transformation sketched in Figure 1.

The left hand side of these rules are cuts, namely detours which are eliminated
by the application of the respective rule. The types 0; A 03 and o — 7 are the cut
types of the respective cuts.

Once checked that these operations produce correct derivations, one has to show
that there exists a procedure which reduces each deduction to a normal deduction,
that is one which does not contain cuts. This is non trivial as reductions, in general,
do not end up with shorter derivations: this is only true for reduction steps of the
first rule, but it is surely false for the second one, which depends on the number of
occurrences of the axioms I',x:0 F z:0 and on the size of the derivation Ds.

The proof that any deduction is reducible, in a finite number of steps, to a
normal one rests on the following facts. First we associate to each type a complexity
measure called rank: r(p) =0if p € TV, r(0 = 7) =r(0 A7) = max{r(o),r(7)} +
1. Second to each deduction D we associate a pair of natural numbers cr(D) =
(d,n), the cut rank of D, such that d = max{r(o) | o is a cut type of D}, and n
is the number of cuts whose cut types have maximal rank in D (shortly maximal
cuts). These pairs are ordered by the lexicographic ordering

(d,n) < (d',n') o@d<dor(d=d andn <n'),

which is a well-ordering (i.e. linear and without infinite descending chains).

The strategy to reach a normal proof consists in reducing maximal cuts such
that all cuts above them have cut type of lower rank (but for this constrain, the
choice of the maximal cut to be reduced is nondeterministic). One proves that if
D ~ D' in this way, then cr(D') < cr(D), since the elimination of a maximal cut
which is not dominated by cuts of the same rank may only produce copies of cuts of
lower rank, while the number of maximal cuts has been decreased by one. Iterating
this process we eventually reach a derivation whose cut rank is (0,0), which is a
normal one.

The reduction process has effects on the subject M of its conclusion, say I"
M: 0. Indeed each reduction of a cut whose cut type is an arrow type corresponds
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to a contraction of a B-redex of M to its contractum. This implies

D . D' .
I'-M:o~ITFN:oc = M—)gN.“.

Therefore we are left to prove that if D’ is a normal derivation such that w occurs
neither in o nor in I', then N is a normal form (hence M is normalizable).

As is well-known, normal derivations satisfy the subformula principle (see e.g. [80],
pp.41,42): if I' F N: o is the conclusion of the normal derivation D’, then any type
occurring in D’ either occurs in ¢ or in some type in I'. Therefore w cannot occur
in D', hence no inference in D’ is an instance of rule (w). One may wonder why we
also ask that w does not occur in I". Then consider the normal derivation:

Twreobkziw—p(var) 2wk Mw (w)

Tw—a>pkxM:p (= E)

where M is any term (see also the typing example (1) of Section 2).

Using the particular structure of normal derivations one can show that the
only way to construct a (-redex in IV is to have introduction rules followed by
elimination ones, contradicting the hypothesis on D'.

Remark that only weak normalization holds: the original unreduced term may
contain non-normalizable terms introduced via the (w) rule. These are eliminated
during the normalization process following the nondeterministic strategy estab-
lished by the theorem or, for that matter, following any normalizing deterministic
strategy (e.g. take always the leftmost maximal cut which is not dominated by cuts
of the same rank). Infinite reduction sequences, of course, do not correspond to
normalization of derivations, so that they only apply to redexes which are removed
by the normalization procedure.

The characterization property concerning the solvable terms also intuitively
follows from the same kind of argument.

Theorem 6.2 A term M has a head normal form if and only if there are a basis
I', an integer n > 0, and a type variable ¢, such that (in the system CDYV, with
intersection and w): I'- M:0oy = 02 = -+ = 0p = .

Again, the only-if part is easy to prove. If a term M is in hnf

M= Ari1z2...2n.cM{Ms ... M,

* . . .
4 As usual, — denotes the reflexive and transitive closure of —.
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a typing of the desired form may be obtained with the following derivation:

AFz:w™ o ¢ (var) AF Mp:w (w)

- (—»E)
AFzMp:w™™ " =
Ab MMy .. Mp_y:w— ¢ A Mpy:w (w) (LE)
AFzxzMiM,... M, : ¢
I'zi:01 F A.’I)g....’L‘n.:I?Mle....MmIUQ O P (> 1)
I'tXey...zpxzMiMy.. My:0p = -+ =0, 2@
where:
m times
CiIsSWm" D2 p=wow— - 2w — Y,
Ais {zry:01,...Ty:0,} With 0; = 0, if z = z; for some ¢ < n;
is {z:0,21:01,...Tp:0n} otherwise;
I' is empty if £ = z; for some i < n;
is {z:0} otherwise.

As before, the invariance of typing by [-expansion ensures that any term reducible
to an hnf may be assigned a type of that form.

The if-part may be viewed as a refinement of the analogous result for the char-
acterization of normal forms. We will only sketch the argument here, referring
to [17] and [32] for formal proofs. The type w may now occur in I', o1,...0,, but
@ is not w. Let again D be the derivation whose conclusion is the judgment:

I'M:0y 02— - =0, > .

As we have shown, D is reducible to a normal derivation D’ whose conclusion is
I'-N:ogy - 09 > - > 0, > ¢, for some N such that M —*m N. Now D’ can
contain instances of rule (w). The key observation is that a normal derivation can
only assign type w to B-redexes. In fact to give a type different from w to a B-redex
we need an application of rule (—I) followed by an application of rule (— E), i.e.
a non-normal derivation. For the same reason a normal derivation can only assign
type w to applications of a (-redex to any number of arguments. Moreover if a
term has only type w, then its A-abstractions can only have types of the shape
oy = 02 = --- = 0, = w, or intersections of types of this shape. We can conclude
that IV is a head normal form of M.

The third characterization property regards strongly normalizable terms.

Theorem 6.3 A term M is strongly normalizable if and only if there are a basis
I' and a type o such that the typing judgment I' = M:0 may be derived without
using w; i.e., if M may be typed — w.r.t. some basis I' - in the system CDVy,.

For the only-if part, the previously shown typability of every normal form in the
system without w is not sufficient to prove the theorem, because of the failing of
type invariance under (-expansion.
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However, a weaker property may be proved, namely that if the contractum of
a redex may be typed — w.r.t. some basis —, and also the argument in the redex
may be typed — possibly w.r.t. a different basis -, then the whole redex may be
assigned the same type as the contractum, w.r.t. the basis consisting of the union
of the two bases.

From that property a lemma may be derived by structural induction on terms,
namely that if a term may be typed, any term obtained from it by strong leftmost
erpansion may also be typed, possibly with a different type and w.r.t. a different
basis; where by strong leftmost expansion we mean an expansion generating a
leftmost redex whose argument may be typed. Finally, the (only-if part of) the
theorem is proved from the lemma, by induction on the maximum of the lengths
of the reduction paths [7] (Section 3.5).

The proof of the if-part is of the same kind as the proof of the previously men-
tioned strong normalization theorem of logic calculi, using the reducibility method
due originally to Tait [89], with a double induction on types and derivations [77].

7 Subtyping

The notion of subtype, which has become popular in the last decades as one of the
essential ingredients of object-oriented programming, was absent in the classical
type systems for A-calculus, as it was absent — at least as a general notion — in
traditional typed programming languages like Pascal or C. As for functional pro-
gramming, the language ML [67, 68, 71], well-known for its elegance and its sound
mathematical foundation, just because of its neat type discipline had to give up
even the traditional type inclusion between integers and reals.

In type systems with intersection, on the other hand, a notion of subtype nat-
urally arises. If we identify, as we did in Section 2, each type with the set of terms
having that type, we immediately have a notion of subtype as set-inclusion: we
will write o < 7 if and only if for every basis I' and every term M one has that
I' - M:o implies I' - M: 7. The relation < is of course a partial order, satisfying
the usual properties of set-inclusion:

reflexivity: oc<o
transitivity: c<p & p<t = o0<T
inters. inclusion: oANT < 0O oANT < T

inters. monotonicity: o1 <oy & M <17 = 01 AT < 03ATy.

Moreover, in the systems with the universal type, we have of course:
universe: o< w.

Set-theoretic equality o = 7 is equivalent to 0 < 7 and 7 < 0.

We may consider the above properties as axioms and inference rules of a for-
mal theory of the subtyping relation, which allows to derive propositions of the
form o < 7. Then, instead of starting by identifying types modulo idempotency,
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commutativity and associativity, as in Section 2, we may obtain the same effect by
explicitly adding idempotency as an axiom:

idempotency: g < oAho
and then considering equality between types as a defined relation:
o=1718E o<r&7<o0.

So, putting together the subtype rules (and axioms) with the typing rules for terms,
we are again with a purely formal system, where we may perform derivations and
whose properties we can study without reference to any interpretation. In order to
really connect the two formal systems, the set-theoretic definition of subtype from

which we started:
c<r & VI OMIT'+Mo = IFM:T) (2)

must be read as a new typing rule, the subsumption rule, which allows the propo-
sitions proved in the subtype theory to be employed to assign types to A-terms:

I'-M:0 o<
I'-M:1

(sub)

Notice that our subsumption rule uses the inclusion between types as axiomatized
in an effective way at the beginning of the present section. By the way it is easy
to check that the definition given in (2) is equivalent. The subsumption rule,
along with the theory of the subtyping relation, dispenses with the intersection-
elimination rules, which become derived rules:

I'FM:onNT oANT<T
I'FM:T1

I'CM:oANT oNANT <O
I'-M:o

(sub)

(sub)

More precisely, the type system CDV, with intersection introduction and elimina-
tion, is equivalent to the system CDV <, reported in Table 2, where the elimination
rules have been replaced by the subsumption rule and the subtype rules; among
these the axiom o < w becomes superfluous and might be omitted, since the typing
axiom I' + M:w is already stronger (we keep it as it will again be necessary in the
expanded systems considered in the next sections).

Analogously, the restricted system CDV is equivalent to the system CDV< 4,
which of course is the system CDV < with the two resp. typing and subtype axioms
for w removed.

8 Subtyping and n-rule

The notion of function modeled by A-calculus is, as we recalled, intensional: two
functions that, when applied to the same argument always give the same result, are
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The Theory of the Subtype Relation
o < o (refl) o AT < o (incl) o AT < 7 (incl) o < o Ao (idem)

g p

<rT

oc<rT (trans) o1 N1 < 09 AT (mon) 0 < w (w-incl)

The Type Assignment System
I'-M:0o -7 I'N:o I'z:c - N:1

I'z:0F x:0 (var) (—»E) (=1)

I'-M:r I'FAxM:0 > 71

I'rFM:0c I'-M:1 I'M:0 o<T
TFmonr D Trars %) Ml (W)

Table 2: The system CDV<

not necessarily identical, since they may consist of different algorithms, in contrast
to the set-theoretic extensional notion where functions are identified with their
graphs. Extensionality in the untyped calculus may be recovered, as is well known,
through the introduction of the n-reduction rule:

.Mz —> M if z¢g FV(M).

With the subsequent notion of 8n-convertibility one obtains that any two functions
being extensionally equal are identified.

A type system for the A-calculus with the n-rule must also contain an 7-typing-
rule, in order to satisfy the minimal requirement of type invariance by n-reduction:

I'Xze.Mz:0 z¢ FV(M)
I'-M:o

(n)

This does not mean that the resulting type system is extensional, since types are not
preserved by n-expansion, as it can be easily recognized. For example, a variable
may obviously be typed with a type variable: z:p F z:¢; if now we expand z
to Ay.zy, the expanded term may no longer be assigned the atomic type ¢, since
by the Generation Lemma its type must be an arrow-type, as for instance in the
following derivation:

T oY, yipzip 9 (var) zp 2 Y, yip by (var) (S E)
T =Y,y by (>1)
zip > Y Ayzy: o =P

The system CDV,,#, consisting of the system CDVy, augmented with the n-typing-
rule, is nevertheless interesting in its own right, as we will immediately see. It
allows A-terms to be assigned more types than by the system without the 7n-rule;
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for example, it allows the identity to be assigned a type having a shape different
from ¢ — o0, as shown in the following derivation:

z2oANp,x:0 > TkF z:0 A p (var)

E
z2zo Ap,x:0 > 7t x:0 = T (Var) z2o Ap,x:0 > TE z:0 (_)E()/\ )
zzoAp,x:0 > THzZ! T
(=D
0 >THAzzZi0 ANp ST ()
r:0o3ThT:0ANp—>T 27—+I)

FAxx:(c > T)>0Ap—>T

Now, observe that the axioms and rules of the subtype theory of the system CDV< 4
do not in any way describe the fact that the arrow-type is the function type,
and that therefore some (or all) elements of the universe are functions: they only
axiomatize the usual set-theoretic inclusion, without any commitment to the nature
of elements. Interestingly, the same effect as the 7-typing-rule, i.e. type invariance
by nm-reduction, may alternatively be obtained by adding to the subtype theory
two rules (actually, an axiom and a rule) that describe natural properties of sets
of functions [17, 53]. This is clear when we interpret p — o as stating that the
function applied to an input having property p gives an output having property o,
not when we interpret p — o as stating that the domain of the function is the set
of elements with property p and the codomain of the function is the set of elements
with property o.

(po2o)AN(p—=T7) < poroAT (—=AN)
o <oc & 7<T =2 o-o7< o o7 (25

The second formula (—<) expresses the well-known fact that functional types are
covariant in the result type but contravariant in the argument type. The first
formula (— A) is actually an equality, since the opposite inequality may be derived
from the formula (—<) and the previous axioms and rules:

p<p(refl) oAT <o (incl) p<p(refl) o AT <7 (incl)
(=)
p—=oNT < p—>o p—o>oNT < po>T

poo AT < (po2o)A(p—oT1)

(=<)

where the last conclusion is deduced from the premises using (mon), (idem), and
(trans). The new system thus resulting, i.e., the system CDV< 4 plus the two new
subtype rules, being a restriction of the system BCD we are going to introduce
presently, will be indicated in the following as the system BCDy; it is equivalent
to the system CDV,, 4 (the original intersection system without w, but augmented
with 7):

BCDy = CDVcy+ (= A) + (=) is equivalent to CDV,, 4.

If we leave implicit, as is usually done, the deduction steps performed in the
theory of the subtype relation, the proof trees in CDV< 4 are generally simplified
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w.r.t. their corresponding in CDV,, 4. For example, the above typing derivation for
the identity becomes:

x:0 > 7Tk xi0 — 7 (var)
FAXxx:(c—>7)>0—>T
FAx.x:(oc > 7) >0 Ap—>T

(—=1)
(sub)

To obtain the equivalent (through subtyping) of the system CDV,, consisting of
the complete CDV (i.e., with w) plus the n-rule, one more axiom for the subtype
relation is needed (besides the usual typing rule for w), for consider again the term
Ay.zy: it may be typed with w — w w.r.t. the empty basis, while with an empty
basis its 7-reduct x can only be assigned the type w, but no arrow type. Type
invariance by reduction thus requires the axiom

w<w-ow (w-n)

which of course implies w = w = w (from o < w).

Intuitively, the (w-n) axiom states that every A-term, even an atomic one (i.e.,
a variable), may be viewed as a function, which amounts to saying that every
element of the universe is a function, at least of the generic functional type w — w.
The system we have finally obtained, reported in Table 3, equivalent to CDV,,, is
known in the literature as the system BCD [17], while the previous system BCDy
simply is the system BCD with all the (typing and subtype) axioms for w removed.
Remark that the axiom w = w — w, implying that every term is a function, does
not imply that the system is extensional; on the contrary, just because of the
functional character of all terms, the variable z and the abstraction Ay.ry must
be identified, which requires, as we observed, that the two terms have exactly the
same types. This can only be achieved with some axiom stating that every type
is equal to a functional type or to an intersection of functional types (see the end
of Section 12). A simple axiom of that kind would be, for example, the equality
p=w = .

The above discussion suggests that different A-theories may be simply obtained
by augmenting or modifying the theory of the subtype relation (without modifying
the typing rules proper): this fact will reveal of paramount importance in the
characterization of A-models.

9 The System BCD

The system BCD is, as we pointed out, equivalent to the system CDV,,. Observe
that in the system CDV,, there is no primitive notion of subtyping and thus of
equality (other than syntactical coincidence) between types. As we showed, these
relations may be introduced as derived notions, maintaining the point of view
already adopted in CDV for commutativity, associativity, etc.

Nevertheless, also in view of the fact that the subtype relation is the basis for the
semantics and it is therefore more fundamental, the opposite attitude, embodied
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The Theory of the Subtype Relation

o < o (refl) o AT < o (incl) o AT < 7 (incl) o < o Ao (idem)

0102 11T
(o5 /\T1 S 0'2/\7'2

o<p p<rT
oc<rT

(mon)

(trans)

(poa)A(p—T1) < p=ooAT (2N

o' <o <7
(cg>7)< (o' <7

)(%9

0 < w (w-incl) w<w— w(wn)

The Type Assignment System

I'-M:0c 7 I'HFN:o I''z:o - N:7
I''z:o b z:0 (var) (= E) (-1
I'-M:r I'-Xe.M:0 > 71

''-M:0 'FM:t I'-M:0 o<
Tronr M IF M7 (U

'-M:w (w)

Table 3: The System BCD

in the system BCD, is preferable: to axiomatize the partial order on types as a
primitive notion, so that deductions based on subtyping really are derivations in the
formal system and not metadeductions, and to have the intersection-elimination
rules as (trivial and therefore scarcely interesting) derived rules.

Historically, the system BCD is the one that was originally proposed to account
for the n-rule, while the system CDV, was only introduced for comparison with
the simple Curry system [17].

As in the system with subtyping but without w, typing derivations in BCD are
easier to understand than their counterparts in CDV,,, simply because deductions
in the subtype theory may be considered separately, and possibly left implicit in
the actual writing.

An important feature of the system BCD (or of the system CDV, with the
derived type equality), which leads to a further simplification of the whole theory,
is the fact that it identifies with w every type of the form o — w, as may easily
be seen: from the axiom of universal inclusion o < w one has by contravariance
w & w < 0 = w, and so (owing to the equality w - w = w) the inclusion
w < 0 — w; of course the opposite inequality holds, hence the conclusion.

The characterization of solvable terms thus becomes the statement that they are
exactly the terms that may be assigned a type different from w, or ~ equivalently —
that unsolvable terms are exactly the terms whose only type is the universal type
w. In conclusion, we have [17, 77]:
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1. solvable terms are exactly the terms that may be typed with a type different
from w;

2. normalizable terms are exactly the terms that may be typed with a type not
containing w;

3. strongly normalizable terms are exactly the terms that may be typed without
using w in the derivation.

A bit more precisely, but using the symbol ¢ sloppily as synonymous of “does not
occur in”:

Theorem 9.1 (BCD Characterization Theorem)
If M is a A-term, then the following double implications hold:

1. M is solvable (has hnf) < 3I', 0 #pcpw .1 Fgep M:o
2. M 1is normalizable (has nf) < 3Ilo.(w &€I,0)& ['tgep M:0o
3. M 1is strongly normalizable << 3l,0.T Feep, M:o.

In the statement of the theorem we could have of course used, instead of the
derivation relation Fgycp, the perfectly equivalent relation Fepv, ; more concisely,
we will indicate by the symbol I, either of the two equivalent derivation relations,
and will generally label by the subscript n the symbols of the related notions.

The notion of approximant is also simplified, since it must now be relative to
Bn-reduction. The mapping a from A-terms to AQ-terms is thus replaced by a
mapping a, which, taking into account the n-reduction, maps Az.€} directly to
(2 [15](Definition 14.3.6(ii)).

Definition 9.2 (n-approximation mapping)

on(AZy ... Tp.xMy .. . My) = Az ... Zp.T ay(My) ... 0 (M,,)
on(Azy ... 2n. (AT P)Q My ... M,,) =

where n,m > 0.

The set of n-approximants of a term is consequently defined as:
Definition 9.3 (n-approximants)
A,(M) = {A€ XQ-terms | IM' =g M . A= a,(M')}.

We say that a AXQ-term A is an n-approximant if and only if A = a,,(M) for some
A-term M.

The approximation theorem continues to hold in the system BCD, with the new
notion of approximant [86].
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Theorem 9.4 (BCD Approximation Theorem) A term M is typable in BCD
(or in CDV,,) by a type o w.r.t. a basis I' if and only if there exists an n-approximant
A of M that is typable in BCD (or in CDV,)) by o w.r.t. the same basis. In formula:

', Mo < 3Ae€A,(M).I'k, A:0.

Finally, the Generation Lemma, which will be used in the next sections, is also
simpler than the same lemma for the system CDV (Lemma 2.2).

Lemma 9.5 (BCD Generation Lemma) In the system BCD:
1. ThHyot&t#,w & ZJo.xzicel & o<,7;
2. 'ty dz.M:1 & 3l,04p;.71 = N\ j(00 = pi);
3 I'tpdzM:o -1 & Ixiob, M:7;
4. 'ty MN:7 & 3Jo. 'y M:o—-717 & I'H, N:o.

The proof of Lemma 9.5, as performed in [17], is based on the following property
of the type inclusion <, (defined in Table 8), which will also be used in Sections 10

and 13.
Proposition 9.6

/\(O'i = 7;) S,’J—)T:>/\{Ti|i61,0' <p0i} <, T.
iel

10 Semantics of Type Assignments

There are several ways of interpreting types in the case of typed A-calculus: what is
common to all of them is the fact that each term has exactly one type, determined
by the term structure.

As we saw in the previous sections, Curry’s approach assigns types to untyped
terms, so that if a term is typable, then it has infinitely many types. In intersection
type systems it is in general undecidable whether a term has a certain type, since,
as we have seen, types characterize non computable properties of terms. The
consequence we draw is that types, in the case we are interested in, cannot be
interpreted as constraints for term formation. The basic intuition behind them is,
instead, that they express properties of terms. From a semantical point of view
A-terms have their denotations in some A-model, hence types will be associated to
subsets of the carrier of this model.

We limit ourselves to considering A-models in the category of w-algebraic com-
plete lattices, which is the relevant case here. Therefore, restricting the general
definition (see [15], Section 5.4), we say that a A-model is a triple D = (D, ®, ¥)
where D is an w-algebraic complete lattice, [D — D] is the space of Scott contin-
uous functions from D to D, ® and ¥ are morphisms such that:
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1. ®: D - [D — D],
2. ¥ :[D — D] — D,
3. @O‘I/:Id[p»ﬂ)].

The existence of ® determines an applicative structure over D, i.e., it induces
the binary operation _- _ defined by

d-e = ®(d)(e).

Because of ® any element of D represents a function in [D — D]: the elements of
the image ®[D] are called the representable functions. Vice versa, each function f
in [D — D] has a representative ¥(f) in D. Then, if we denote by £ a mapping
from the set Var of term variables to D (a term environment), an interpretation
map [M ]]? € D, which interprets A-terms into the carrier D, can be defined as
follows:

2. [MNP = o(MP)IN) =[MP - [NF,
3. [Az. MP = ¥(f), where f(d) =[MJf,._q-

Here [z := d|(y) = d if ¢ = y (¢ and y are the same variable), £(y) else. This
definition is a good one since the function f of the third clause is in the domain of
v.

Once terms have been interpreted as elements of D, types denote properties
of elements of D, which are naturally identified with their extensions, i.e. subsets
of D (or, equivalently, elements of the powerset P(D) of D). If M is a closed
term, the judgment - M:o can be read as stating that the denotation of M in D
under any environment £ is in the interpretation of o. Formally, if [c]P C D is the
interpretation of o, then

IZD,f;‘ M:U@IIM]]ED G[[UI'D.

In the systems of type assignment we derive statements of the form I' - M:o.
These can be interpreted as conditional statements saying that, for any environment
&, if £(z) € [7]P whenever z:7 € I', then the denotation of M under £ is in the
interpretation of o. If |=p ¢ I" abbreviates |=p ¢ z: 7 for all z: 7 € I', then we define
the semantical counterpart of I' - M: o as follows:

I'ep Mo & (Ve € Var — D)[Epe I' = Epe M:o).

The minimal requirement for the definition of type interpretation is the sound-
ness of the type assignment system w.r.t. the given interpretation, namely that:

if I' - M:0o is derivable then I' =p M:o.
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As the “meaning” of types is, up to now, given by the rules of the assignment
system, we will pattern the definition of [c]P° C D after the rules themselves [17].
To simplify matters, we only consider the system BCD.

The easiest case is that of w. As any term has type w, this is interpreted as the

property that is true of any object in the domain:
'-M:w (w) gives [w]P = D.

The interpretation of o A 7 is also clear: if something has both the property o and
the property 7, then it has the property o A 7:

I'-M:0 I'-M:T1
I'FM:oNT (AD)

which gives [o AT[P D[o]P N [7]P.

Using the (AE) rules (which are derived rules, as remarked at page 64) we also have
that [o A 7P C[o]P N [7]P, hence we get the equality: [o A TP =[o]P N [7]P.

The interesting case is that of arrow types. Let us first consider the arrow
introduction rule, namely:

.o M:T
I'Xze.M:oc—> 1 (

-1

The semantical reading of the premise is (forgetting about I'):
(VE)[E(z) €[oT” = M| € [T7).

Therefore for any d € [o]P it is the case that [[M]]?[I:d] € [7]P. In any A-model
this is the same as [Az. M [P -d € [7]P.
If Fp ={e€ D | (3z,M,§{)[e = |[/\.’IJ.M]]?}, then rule (—1I) says:

{e€ Fp | (Vd)[de[o]F = e-de[r]°]} C[o — 7[F.

On the other hand, the semantical reading of rule

I'-M:0—>7 I'+N:o
I'-MN:T (—E)

° [MIF €[o —» 7]° and [N} €[o]° = [MNT €[]",

that is
[c =[P C{ec D|(Vd)de[o]F = e-dec[r]F]}.

To settle the question of soundness, subsumption remains to be considered:

I'-M:0c o<,T
I'-M:T1

(sub)

Whatever the interpretation of the premise o <, 7 could be, this rule says that:

[[M]]? €fo]P and o <, 7 = |[M]!? c[rP, (3)
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hence if o <, 7 we expect [¢]° C[7]P. In particular, since w <, w — w, we have
I[M]]g) € {[w]]D :>|[M]]? € [w— w]]D,
for all M, D, &, i.e. by above [w — w]P = D. To get this we assume
[c »71I°P={eeD|(Vd)[de[o]P = e-de[r]"]}.

We recast all this into a definition, which also takes into account the need of
fixing an interpretation of type variables.

Definition 10.1 Suppose that D is a A-model. A type environment is a map
¢:TY — P(D). Then we define |[a]]?:

1. |[<p]]? =((p), forall p € TV,

2. [[w]E) =D,

3 oAt =[oF n[~I7,

4 o= ={eecD]| (Vd)[del[a]j? =e-de[rP]}.

We leave to the reader to verify that, if o <, 7, then for any A-model D and type
environment ¢, [0 C[7[F.

We remark that, after the introduction of type environments in the definition of
type interpretation, we have to amend our definition of the meaning of judgments,

by writing
IZ’D,g,( M:o @l[M]]’{D S [[O']]?

The meaning of I |=p ¢ M: o is defined accordingly.
The semantic counterparts of the typing statements in the assignment systems
are naturally given by:

I'=M:0¢ (VD,Q)[ Ep,c M:0o].

Before stating the soundness theorem, we summarize in a definition the semantic
notions we have introduced.

Definition 10.2 Let D be a A-model, £ and { a term environment and a type
environment over D, respectively.

1. Fpgc M:o & [MP €[o?

2. Fpec ' & (Vo:T € D)[Epec z:7] & (Va7 € D)[é(x) e[7 7]

3. I'fep,¢ M:o & (VE)[Fpec I' =Fpec M : 0]

4. I'=M:0 < (VD,) Ep,c M:0o].

The following theorem is proved by an easy induction on derivations [17]:

Theorem 10.3 (Soundness) '+, M:0 = I = M:o.
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11 Filter Models and Completeness

Let us describe more abstractly and more generally what has been done in the
previous section. A model of intersection types is a structure

A= <Aa ga‘—laT,L—)>

such that (A, C,MN) is an inf semi-lattice, T is the top in A, < a binary operation
over A, and C satisfies the following axioms and rules:

(a—=bdNa—=c) T a—=bMc (— )
a CabC? = a—=2bCd >V (1)
T E T—T (T-n).

In the literature such a structure is called an extended applicative type structure,
EATS [29, 75]. We will essentially follow these two references in the whole devel-
opment of the present section and of the following one. Previous section gives an
example of an extended applicative type structure in which A is the powerset of
D, C is subset inclusion, M is set intersection, T is D and < the function space

constructor.
We also have a satisfaction relation |= C D x A, to model typing judgments,

which gives two mappings:
ext: A— P(D) where aw— {d|d}=a},
prop: D — P(A) where d— {a|dfa}.
In the previous section d = a is d € a, and ezt is the identity. More generally we

can think of d |= a as stating “the element d satisfies the property a”.
The order on A is such that

a C b = ext(a) C ext(d),

which is to say
dEa,aCb=>dfEb.

As A is an inf semi-lattice, for any a,b € A, ext(a M b) C ext(a) Next(b). On the

other hand we have:
dEa,dE=Eb=>dEanb,

which implies ext(a M b) = ext(a) N ext(b). We also observe that there is a top
element T € A such that d = T for any d: it comes out that

T € prop(d) # 0.

Under these conditions, for any d € D the set prop(d) is a filter, namely a subset
F C A such that: : :

a€c FFaCb = bEeF, ’ (4)
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a,be FF = albekF,
T eF.
The kernel of prop induces over D an equivalence relation ~:
d ~ e & prop(d) = prop(e).

Taking the quotient D /.. amounts to identifying objects having the same proper-
ties. Equivalence classes are injectively mapped, by construction, into the set F(A)
of filters over A. Vice versa, we can think of 7(A) as the set of “abstract objects”,
which includes, but does not necessarily coincides with, the image of D/ ...

How can we talk of properties of “abstract objects”? One way to do that is
to look for a map ¥ : A — P(F(A)) that reinterprets properties in A consistently
with our view of F(A) as the set of abstract objects, i.e., a map ¥ such that:

d = a = prop(d) € 19(@).

Now if d |= a then a € prop(d), i.e., prop(d) € {F € F(A) | a € F}. Therefore a
natural choice is

Y(a) = {F € F(A) |a € F}.

This map is monotonic w.r.t. to subset inclusion, namely
a T b= d(a) C O(b),

as if F € ¥(a) then a € F, so that b € F by (4), hence F' € J(b). Moreover 9
preserves 1 in the sense that

Ha N b) = I(a) NI(b),
and it is injective, since
aZb=b&ta=>%a € ¥a) and ta & ¥(b) = J(a) # I(b),
where ta = {c € A | a T ¢} is the principal filter generated by a. In conclusion:

Proposition 11.1 If (A,C,N) is an inf semi-lattice, then it is isomorphic to a
subalgebra of the inf semi-lattice (P(F(A)), C,N) via the map V.

We can now rephrase the definition of interpretation of the arrow as follows:
dlEa—be (VeeDeEa=d-ekEb. (5)

We have an implicit notion of neighborhoods over D, namely a set ext(a) for
each a € A. Then the familiar definition of continuity becomes:

fy) E b= (3a € A)[(y = a) and (V2)(z = a = f(2) = b)]. (6)
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In the present construction, for any d € D the function ®(d) is continuous,
therefore, by (6):

d-e=b= (3ac A)lef=a and (Ve')(e' =a = d-e b))
Because of (5) and (T — 5), this is equivalent to:
d-eE=b& (Ja€ A)lel=a and d = a — b
i.e., to:
prop(d-e) = {b| (Ja € A)[a € prop(e) and (a — b) € prop(d)]}.
We have thus defined an operation on the image of prop:
prop(d) - prop(e) = prop(d - e).

If we extend this operation to arbitrary “abstract objects”, namely to the filters in
F(A), we obtain

F-F'={b|(3a € A)fa€ F' and (a — b) € F}.

As a matter of fact, using (— M), (—C), and (T-n), we can show that F(A) is
closed under application.

Proposition 11.2 If A is an EATS, and F,F' € F(A), then F - F' € F(A).
Moreover
Y(a = b) = {F | (VF")|[F' € ¥(a) = F - F' € 9(b)]},

so that, if we define
U~V ={F|(VF)F eU=F-F eV]},

for any U,V € P(F(A)), then (P(F(A)),C,N, F(A),~) is an EATS, and 9 is an
EATS isomorphism of A into a subalgebra of P(F(A)).

Because of this proposition, F(A) is now an applicative structure. We may
define a mapping ®7 whose domain is F(A4), such that

7 (F) = AX.F-X € F(A)TW,

What can we say about the range of ®7? Let h : F(A) — F(A) be a function;
adapting (6), we say that it is continuous if for all F' and b € A:

h(F) € 9(b) = (Ja € A)[F € Y¥(a) and h[d(a)] C I(b)]. (7)

If h is continuous and b € h(F), then b € h(ta) for some a € F. Vice versa if
b € h(ta) for some a € F, then there exists ¢ €ta C F such that h[d(c)] C I(b).
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But F € 9Y(c), therefore h(F') € ¥(b), i.e. b € h(F). We conclude that if h is
continuous, then for all ¥
WF) = | h(ta). (8)
acF
That (8) implies (7) is also true, so that these are equivalent definitions of continu-
ity. The set of continuous functions over F(A) will be denoted by [F(A4) — F(A)].
Now, through routine calculations, we establish

F-F'= |J (ta-10).

acF,beF'

This says that application is continuous in both its arguments: continuity in the
second argument implies Rng(®”) C [F(4A) — F(A)]. Continuity in the first
argument implies
*7(F) = |J @7 (1a),
a€eF

that is ®7 itself is “continuous” (at least it satisfies a similar condition as (8)).

But we can show more: under a suitable hypothesis [F(A) — F(A)] is the range
of ®7. Aiming at this, we first observe that a continuous function A is completely
determined by its behavior on principal filters, namely by pairs a,b € A such that
16 C h(Ta), as this immediately follows from (8), since F = UaeF Ta. On the
other hand, the definition of application suggests a possible coding of a continuous
function h into a filter: take the least filter F' such that, if 1b C h(ta) then
a < b € F. This defines a function ¥7 : [F(4) — F(A)] —» F(A) by

U7 (h) =({F € F(A) |tb C h(ta) = a = b€ F}.

Remark that, if [F(A4) — F(A)] is taken with the pointwise ordering, then ¥7 is
“continuous” in the sense that it preserves directed sups.
We say that an EATS is continuous if and only if it satisfies the following

condition: :
Micr(ai @ b)) Ca—=sb=>N{b;|i€,aCla;} Cb (cont)

where [ is a finite set of indices. As a matter of fact, because of (< M), in any EATS
the opposite implication of (cont) holds, so that in a continuous EATS (cont) is
actually an equivalence. Notice that <, satisfies (cont), as stated in Proposition 9.6.

Theorem 11.3 Let A be a continuous EATS. Then (F(A), ®7,¥7) is a A\-model

(filter model), that is
&7 o7 = Id.

Moreover, if the term interpretation map is defined via ®” and U7, then for any
term M and term environment £ : Var — F(A):

A _ (A)
I[AI]]?;.T::F] - LJF[[M [x:=1a]"
ac



78 M. DEZANI-CIANCAGLINI, E. GIOVANNETTI, U. DE’'LIGUORO

Proof. We defer the proof of ®7 o ¥/ = Id to the next section (Corollary 12.4).
The second part of the theorem follows by an induction over M: it says that any
function AF. [M ]]f[iA:) F) is continuous, therefore it is in the domain of ¥7 . a

The construction of a filter model is interesting since it is a tool for proving
that the intersection type assignment system BCD is complete w.r.t. the semantics

introduced in Section 10.

Consider the EATS (T,<,,A,w, =), where <, is the BCD subtype relation,
and where T is the (quotient under <, of) the set of types: then this EATS is
continuous by Proposition 9.6. Let (o : TV — P(F(T)) be the type environment
defined by:

Co(p) =0(p) ={F € F(T) |p € F}.

It is not difficult to prove that, for all 0 € T,
[0l =9(c) = {F € F(T) |0 € F}.
But ¢ is an isomorphism, therefore
o <, T=9(0) CIHr).

Now the key step consists in showing that the interpretation of any term M in
the A-model F(T) coincides with the set of types derivable for M in the system
BCD:

Theorem 11.4 The interpretation of terms into the A-model F(T) is such that,
for any term M and term environment £:

IME™ = {o | @D)[ Er(r)eco I and I'+, M: o]},

To help the reader, we first observe that |=x(1)¢¢, I if and only if for all
xz:T € I', we get £(z) € I[T]I'Z)(T) = 9¥(7), namely that 7 € {(x) (which makes sense,
as {(x) € F(T)).

We only sketch the proof of Theorem 11.4. It is by cases, going through the
definition of [M ]If(T). In the case of the application one establishes the thesis by
using Lemma 9.5(4)

', MN:7 < (30)I'Fy M:0 - 7and I' -, N:o].
Similarly, in the case of abstraction the thesis follows by
rrodxecM:oc w717 xok, M:T

which is Lemma 9.5(3). We have now all we need for the proof of the completeness
theorem (first given in [17]).

Theorem 11.5 (Completeness) I'+, M:o & I’ |=M:o0.
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Proof. The only if part is Theorem 10.3. For the if part, it suffices that for some
A-model D and type environment ¢, I =p ¢ M:o implies I' -, M:o.
Given a basis I set:

tw otherwise.

£r(z) :{ ‘o ifx:oc€el

By construction =x(1)¢..co I- Now

T T
I'=rmyc, Mo = [[M]E;( )E[[a]]g;( ):19(0)
= oe[M"
= @A) ErT)erco I and Iy M:o] by Theorem 11.4.

If =7(T)¢r,co I then for any z:7' € I', 7' € {r(z); therefore there exists 7 such
that z:7 € I' and 7 <,, 7'. It is easy to check that: :

F'QFandF’I—UM:0=>FI—,7M:a.
Concluding we have that
I'k=xrrye Mio =T, M:o,

and the thesis follows. a

12 Filter Models and Domains

Filter models arising from EATS turn out to be useful for describing a whole class
of domains. Let A be an inf semi-lattice and F(A) its filter structure. Then F(A)
is naturally ordered by set inclusion. Moreover, if G C F(A) then (G is a filter.
Now any ordered set closed under arbitrary infs has also arbitrary sups:

| |6 =t{b13n3a1,...,a, €| JG. b=a1 M- Man},

where by 1X for X C A we mean the upper closure of X.

We remark that, if G is directed with respect to C, then |J G is a filter, so that
in this case | |G is just the union of G. We conclude that (F(A),C) is a complete
lattice.

The inf semi-lattice A is injectively embedded into F(A) via the map t-: A —
F(A), which is however order reversing since

aC bs1h Cta.

On the other hand the image of A into F(A) determines its structure, as we have
shown that F' = (J,.p tafor any F € F(A). It is worth to note that {ta | a € F} is
a directed subset of F(A), so that we can read the last equation as the algebraicity
property of F(A)5. -

5See the classic [50], Ch. 1, §4. A more recent reference is [88], Ch. 3.
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Proposition 12.1 If A is an inf semi-lattice, then (F(A),C) is a complete alge-
braic lattice, whose finite elements® K F(A) are exactly the principal filters, namely
the image of A via T_.

Proof. If G is a directed subset of 7(A) and ta C | |G then | ]G = |JG so that
a €ta C G for some G € G: hence Ta € KF(A). Vice versa if F € KF(A) then,
from F = |J,cr Ta, we immediately conclude that F' =ta for some a € F'. O

The last proposition is the half of a representation theorem for complete alge-
braic lattices. Indeed, if D is such a structure and d,e € K(D), then dUe € K(D),
so that K(D) is a sup semi-lattice, and therefore X (D)’ is an inf semi-lattice’.
We know from domain theory that any algebraic dcpo (hence in particular any
complete algebraic lattice) is isomorphic to the ideal completion Z(X(D)) of its
finite elements. Now ideals are dual to filters, so that if we reverse the order, ideals

become filters and
F(K(D)°?) =I(K(D)) ~ D.

Corollary 12.2 (Representation of Complete Algebraic Lattices)
A poset (D,C) is a complete algebraic lattice if and only if there exists some inf
semi-lattice A such that D ~ F(A), or, dually, if and only if D ~ IT(A™).

Domains are seen both as ordered structures and as topological spaces. As
such they are taken with the Scott topology. One way to present this topology is
to consider the subbasis consisting of the opens

O.={deD|eCd}, where ee€K(D).
Now in the case of D = F(A) we have
Oto ={FeF(A)taC F}={F € F(A) | a € F} =9(a).

Therefore Proposition 11.1 can be strengthened by saying that the subalgebra of
P(F(A)) to which (A, C, M) is isomorphic via ¥ is a subbasis of the Scott topology
QF(A) over F(A).

This construction is universal. Define a frame as a partial order closed under
finite infs and arbitrary sups, which satisfies the frame distribution law:

I_IYﬂle_l{yH:v|y€Y}.

A special case of frame is the set of opens of a topological space. Frames form a
category, whose morphisms are mappings preserving { | and M. Let A be an inf
semi-lattice and B be a frame: observe that a frame is also an inf semi-lattice.

6In a cpo D an element d is finite, or compact, if whenever X C D is directed and d C L]X
then d C e for some e € X. The set of finite elements of D will be denoted by X(D).

"What makes the difference between generic algebraic dcpos and algebraic lattices is that in
the former case X (D) is not necessarily a sup semi-lattice, but just a conditional sup semi-lattice,
which has the sups of upper bounded elements. See e.g. [88], §3.2.
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Then for any inf semi-lattice morphism f : A — B there exists a unique frame
morphism f': QF(A) — B such that f = f' o9, whose definition is

£1(0) =|_[{f(a) | ¥(a) C O}.

In Section 11, Theorem 11.3, we deferred to the present section the proof that
the range of ®” is the space of continuous functions over F(A). Let us address
this question now.

If D is a complete algebraic lattice then the space of Scott continuous functions
[D — D] is also a complete algebraic lattice®. The finite elements of [D — D] are
then finite sups of step functions: if d,e € K (D) then the step function (d = e) is

defined by:
e ifdCx

1 otherwise.

(d=e)(z) = {

If we look at D as a filter structure F(A), where A is an EATS, then we see a
relation between the principal filter 1(a < b) (which is a finite element of F(A))
and the step function (1a =1b) (which is finite in [F(A) — F(A)]) given by the
map ®7, or, equivalently, by the operation _ - _:

1™ iftaCG

fa=b)-C { 1T else,

for any filter G; therefore &7 (1(a — b)) = (ta =1b), since 1T is the bottom of
F(A). The same thing can be observed on the topological side. If a < b € F' then
16 C F - 1 a. But also the vice versa is true: indeed if 16 C F' - Ta then for some
a’ €%Ta it is the case that a’ — b € F. We conclude @’ < b C a — b, that is
a — b € F. Therefore

a—=beFebed(F)(ta)  (ta =1d) C &7 (F), (9

namely ®7 sends the open set ¥(a — b) into the open set O(ta =1b)-

Since we know that t((a — b) M (a' — b)) =t(a — b) U T(a’ — V), it is
tempting to conclude that we can describe via &7 the whole set K[F(A) — F(A)],
and therefore that [F(A) — F(A)] is the range of ®”. This is, however, not the
case in general, since even if we can show that ®” is continuous, we cannot say
anything about its behavior on (finite) undirected sups. Indeed the fact that the
range of ®” coincides with the space of continuous functions over F(A) actually
depends on the axioms about the arrow holding in the EATS A.

Theorem 12.3 Let A be an EATS. Then the range of ®” coincides with the set
of Scott continuous functions over F(A) if and only if A is continuous.

81t is known that, if D is an algebraic lattice which is not complete, then [D — D] may fail to
be algebraic. See e.g. [88], §3.3, Example 3.10.
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Proof. We first observe that, if f = | |;c;(ta; =10b;) where I is a finite set of
indexes, then for any F' € F(A) we have

f(F) = [U{tbi|i€ I,a; € F}

: (10)
= ft{b;|i€l,a; € F}.

Now, to prove the if part of the theorem we show that f = &% (1M;cs(a; — b;))
namely that all finite sups of step functions are representable: as 7 is continuous,
this implies that all continuous functions are in the range of 7. We recall that,
in a continuous EATS A it holds

MNicr(a; > b)Ca—>boen{b|iel,aCa;} Cbh (11)
Then we have that for any c € A

be & (tNicr(a: = by)) (tc)
< (3a €te)[Micr(a; = b)) Ca = b
& (Faete)n{b; |i € I,aC a;} C b by (11)
o nN{blielL,ecCa}Th
& be f(to).

As f and ®7 (1MN;cs(a; < b;)) agree on finite elements, by continuity they are the
same.

For the only if part suppose that N;er(a; — b;) C a — b. Taking f = | |, (1
a; =1b;) as above, there exists G € F(A) s.t. f = ®7(G), since 7 is surjective.
By (9), a; — b; € G for all i € I, therefore Micr(a; — b;) € G since G is
closed under finite inf. But G is also upward closed, so that a — b € G and
b€ &7 (G)(Ta) = f(ta) again by (9). Using this fact and (10), we conclude that:

b3 [—]{bi IZG I,a; GT(I} —_-ﬂ{bi l 1€ I,agai}.

O

Corollary 12.4 If F = F(A) is the space of filters over a continuous EATS A,
then ®% o ¥/ = Id.

Proof. Tt suffices to check the identity &7 o ¥/ = Id against compact functions.
Take f = | ];c;(Ta; =1b;): by similar calculations as in the proof of Theorem 12.3
we have

YF(f) = ({F|be f(ta)=a=—be F}

' ({F|n{b;|i € I,a; €Eta}Cb=>a—be F}
{F | Nier(a; > b)) Ca—b=>a—>be F}
= tMier(a; = b;).
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From the proof of Theorem 12.3 we know that &7 (1M;cs(a; — b;)) = f and we
are done. O

We refer to [29] for the proof that filter models can be used to mimic inverse
limit constructions that solve domain equations.

We conclude with a few remarks concerning the importance of choosing certain
EATS axioms for the arrow with respect to the semantics of arrow types and the
basic retraction [D — D] < D°. We observed that putting w < w — w in the type
theory enforces

[o = 7P ={ee D|(Vd)de[of = e-de[r[F]}.

We may relax this, by taking ¢ -+ w < w — w instead, at the price of redefining
the filter application operation by:

F-F'={b|(3a€ A)la € F'and (a — b) € F|} U tw.

To break the equality w = w — w is indeed necessary for modeling the lazy A-
calculus instead of the classical A-calculus [2]. On the other hand if we want an
extensional A-model, whose domain equation is D = [D — D], then we ask for
the equality ¥7 o & = Id. In these models, n-convertible terms must have the
same meanings, i.e., the same types. This is true when any type o is equivalent
to a finite intersection of arrow types. Now, for a continuous EATS to induce an
extensional A-model it suffices that any type variable ¢ has this property [34].

13 Types and Bohm Trees

If we consider A-terms as programs we are led naturally to the intuitive idea that
the meaning of a A-term (program) is represented by the amount of “meaningful
information” we can extract from the term by “running it”. The formalization of
“the information” obtained from a term requires first the definition of what is, in
a A-term, a “stable relevant minimal information” directly observable in the term.
This is the token of information which cannot be altered by further reductions but
can only be added upon. (As an example the reader may think of the calculation
of the v/2. The calculation process merely adds decimals to the already calculated
decimal expansion).

If one orders all the stable relevant minimal information which can be obtained
from a computation according their information content, then a tree naturally
arises. There are many tree representations in the literature, depending on the
different notions of stable relevant minimal information. Among them Bohm trees
[15] (Chapter 10) have been first introduced and widely studied. In this case we
consider head normal forms as the only stable relevant information. We denote
by € the absence of information. Therefore we are naturally led to the following
definition of Béhm tree of a A-term M (BT (M)).

9There is retraction of D into E, written D <]E, if there exist the morphisms ¢ : D — E and
p: E— Dst poy =1d.
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Definition 13.1 The Bohm tree BT (M) of a term M is defined by cases as fol-
lows:

e if M is solvable, i.e. M _*>B AZy...Zn. YNy ... Ny (n,m > 0), then:

BT(M)= Ax;...Zn.y

BT(N)) ... BT(N.)

e otherwise, i.e. if M is unsolvable:

BT (M) = Q.

For example if Az = Ar.zzx and Q3 = A3 A3z we get:

BT (A3) = Az.x BT (Q13) = Q

/N

T T

being A3 a normal form and 23 an unsolvable term.
The fixed-point combinator Y = A f.(Az.f(zz))(Az.f(zx)) reduces to

——
Afof(...(f(Yf)...) for every n > 1 and therefore we obtain the following infinite
Bohm tree:

BT(Y)= Mf.f

|
i
|
f.

The last example shows that we can end with infinite trees, which are effectively
generated. The point is that, each time, we do not have computed the whole tree,
but just a part of it, and something always remains to be computed. This can be
represented by taking cuts of the infinite tree of finite depth, putting 2 as label of
certain leaves to mean that there we lack of information. If finite trees match up
to subtrees rooted in such undefined nodes, we say that they are compatible, and
their merge is a sup of the information they convey. The infinite tree can now be
recovered as the limit (sup) of its finite cuts. As a first example let us consider the
cutting of the finite tree BT (A3), which yields a finite set of trees:
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Q AL.x AZ.Z AZ.T

o N\ N N\

Then we apply the same technique to the infinite case, cutting BT (Y') to an infinite
set of trees:

x

0 N.f Xf.f Af.f
I |

0 i‘ f

0 f

0

It is important to notice the (apparently) different roles played by the constant 2
in the definition of Bohm trees and in the trees obtained by cutting them. When
we build a Béhm tree, {2 means that we get an unsolvable term. In the cutting
process, {1 simply replaces any Bohm tree, i.e. any term. To better understand
the meaning of 2 we can consider the cuttings of the Bohm trees as photographs
of the A-terms obtained by halting the computations after some finite number of
steps. In this view Q simply corresponds to a A-term which is not in head normal
form. This is exactly the role played by € in the definition of n-approximants of
A-terms (see Definition 9.3).

To formalize this idea, we can define the approximate Bohm tree of a A-term
M (ABT(M)) as follows:

e if M is in head normal form, i.e. M = Azy...2,.yNy... Ny (n,m > 0),
then:

ABT(M) =Ax1...Zn-Y

ABT(N,) ... ABT(N,,)

e otherwise, i.e. if M is not in head normal form:
ABT(M) = Q.
We can extend the definition of Bohm trees to A{2-terms by assuming;:
BT(Axy ...z, QM ... M,,) =Q,

where n,m > 0. Then an alternative and equivalent definition is

ABT(M) = BT (a,(M))
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where «, is the mapping associating an n-approximant to each A-term (Defini-
tion 9.2).

For example, if I = Az.z, it is easy to verify that the A-terms I1A;, Az.x(Iz)(Ix),
Az.zz(Iz) and Az.z(Iz)zx are all reducible to Az and that their approximate B6hm
trees are all the possible cuttings of BT (Ajz). Notice that ABT (A3) = BT (A;3),
and clearly this holds for all terms in normal form.

In the case of Y we have:

Y =g M. f(YF) = AL F(F(YF) =p A F(F(F(Y ) =5 --.

and the approximate Bohm trees of these A-terms are the cuttings of BT (Y).
A tree obtained by cutting another tree carries at most the same information,
so it is natural to introduce the following partial order on trees:

T C T' iff T results from T’ by cutting off some subtrees.

The partial order on trees naturally induces a partial order on A{2-terms as follows:
M C N iff BT(M) C BT(N).

By definition we get that the approximate Bohm tree of a A-term is less than or
equal to the Bohm tree of that term, i.e.

ABT(M) C BT (M) for all A-terms M.

Moreover the notion of Bohm tree is clearly invariant under B-convertibility of
A-terms, so we have:

if N =5 M then ABT(N) C BT (M).

On the other hand, it is easy to verify that, if the tree T is obtained by cutting
BT (M), then there is a A-term N such that N =3 M and ABT(N) = T. Since
we immediately have that each Bohm tree is the least upper bound of its cuttings
w.r.t. C, we can conclude that

BT (M) =| |[{ABT(N) | N =5 M}.

Clearly there is a one-one correspondence between n-approximants and finite Bohm
trees. Recalling the definition of the set A,(M) of the n-approximants of M (Def-
inition 9.3) we get

BT(M) =| {BT(A)| A€ Ay(M)}.

We want to associate to each n-approximant a pair (basis;type) which car-
ries the same information [32, 86]. We call this pair the principal pair of the
n-approximant. We say that two pairs are compatible if they do not share common
type variables.
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Definition 13.2 Let A be an n-approximant. The principal pair of A is inductively
defined as follows.

1. pp(Q) = (B;w).
2. If pp(A) = ([,z:0;7), then pp(Az.A) = (I";0 — T).
3. If pp(A) = (I";7) and = does not occur in I', then pp(Az.A) = ([;w — 7).

4. If pp(A;) = (Iy;15) (1 < i < m) are compatible pairs'®, then pp(zA, ... Ay,) =
(I';0), where I' = -, I W{z:1y > ... = Ty = @} and ¢ is fresh!!.

For example we have
pp(z) = ({z : v}; ),
pp(A3) = (B0 AP A(p = P = X) = X),
pp(Q) = (B;w),
pP(Af. fQ) = (05 (w — ) = @),
pp(Af-F(fQ) = (05 (w = @) A (p = ¥) = ¥),
pp(AfF(F(fD)) = (6 (w = @) A(p = ) A (Y = x) = x)-

Each principal pair is deducible for the corresponding n-approximant in the
system BCD, i.e. ‘

pp(A) =([';7) implies I'+,) A : T.

This can be easily verified by induction on the set of n-approximants.

If A= then I, Q: w by axiom (w).

If A= Az.A" and pp(A) = (I';0 — 7) where pp(A') = ([, z: 0;7), then by induction
I'z:ot, A" : 7, s0 we conclude I' +,, A: 0 — 7 by rule (— I).

If A= Az.A" and pp(A) = (I';w — 1) where pp(A') = (I';7), then by induction
I' -, A" : 7. Since z does not occur free in I" and A’, then we may derive
I' z:w b, A" : 7 (as weakening is admissible): from thiswe get I' -, Az. A’ :w — 7
by (= I).

If A=xzA,... A, then pp(A) = (I'; ) where I'=W- [ W{z:11 = ... > Ty —
¢} and pp(A4;) = (L[3;1) 1 <i<m). Clearly I' ), z:1y = ... = T, = ¢ using
axiom (var) and possibly rule (<,). By induction we get I; +, A; : 7, which
implies I' k-, A; : 7; for (1 < i < m), since weakening is admissible in our system.
Therefore we can deduce I' I, A : ¢ as follows:

'tz —» - ->1, ¢ I'HFA;:'nN
F"‘.’EAliTz—)"“—)Tm—)(P

(=E)

F}“ZBAI...Am_lITm—)QO F‘_Am:'rm

TFzA .. An o (—E)

10This condition can always be satisfied by suitably choosing the names of the type variables.

1176 be more precise, we associate a set of principal pairs to each n-approximant since principal
pairs are unique only up to the names of type variables and different type variables are associated
to different occurrences of term variables.
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The name principal pair is justified by the fact (proved in [86]) that all types
deducible for an n-approximant A can be obtained from pp(A) using suitable op-
erations.

We are now interested in studying when we can deduce the principal pair of an
n-approximant for another n-approximant. We look first at some examples.

We have that pp(Af.fQ) = (0; (w = ¢) = ¢), and we can deduce b, Af.f(fQ): (w —
p) — ¢ as follows:

fiw—opk fiw— ¢ (var) fiwo bk fQw (W)
w =k 0):
fiw = ok f(fQ):p (= 1)
EALF(f):(w = 0) =@
Note that Af.fQ T Af.f(f?). This example can be generalized, i.e. we can
always deduce the principal pair of an n-approximant for a “better” (w.r.t. C) 7-

approximant. This follows from the fact that w is the only type deducible for €2,
and that w can be deduced for any term. So we can state:

if AC A’ and pp(A) =(I';7) then 'k, A': 7. (12)

(= E)

Let us consider now pp(Azy.zy) = (0;(¢ — ¥) - ¢ — ¥). We have the
following derivation:

o> Ytz (var)
(=D

FAx.z:(p—2¢Y) > o9

Also this example enlightens a general phenomenon: we can always deduce
the principal pair of an n-approximant A for an 7n-approximant obtained by 7-
reducing A. This simply follows from the fact that BCD typings are preserved by
n-reduction, as remarked in Section 8. We can then state:

if A5, A and pp(A) = (I';7) then '+, A 7. (13)

Now if we want to put together (12) and (13) we need to consider a partial order
on n-approximants which embodies both C and —*),,. So we define the relation C,,
as the least partial order on n-approximants such that:

o O C, Aforall A€ A
e \yzA,... Ay, A, ... A, whenever y € FV (zA, ... A,);
o if AL, A', then Az. A, A\z.A';
o if A; G, Al for 1 <i<m,then z4;... A, C, zA] ... A,,.
Using T, we can conclude
if AC, A" and pp(A) =(I";7) then '+, A": 7. (14)

The interest of this last statement is that it can be reversed, i.e. we get:
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Theorem 13.3 If pp(A) =(I';7) and ['+,) A’: 7 then AT, A'.

Proof. We say that I' is a principal basis if (I'; 7) = pp(A) for some A, 7. We show
Theorem 13.3 by proving the more general statement:

If pp(A) =(I';7), I @I'", I' is a principal basis, and I +-,) A’: 7 then A c, A

by structural induction on A.

The case A = () is trivial.

Let A = Az.B and pp(A) = (I';o — 1) where pp(B) = (I',z:0;7). If A’ = \z.B’
from I'" +, A":0 — 7, we get by the BCD Generation Lemma I",z:0 +, B': T,
then by induction B C, B’, so we conclude A C, A'. If A’ is a Afree term, then
we consider the p-approximant A\z.A'z, where z is fresh. From I'" },, A":0 — 7 we
get I -, Az.A'z2:0 — 7 using rules (— E) and (— I). So we are in previous case
and we get A C, A\z.A’z. We can conclude A C, A’ since Az.4'2 C, A’'.

The case A = Az.B and pp(A) = (I';w — 7) where pp(B) = (I';7) can be dealt
similarly.

Let A=zA;... Ay, and pp(A) = (I';0) where I' = ¥, [W{z:1y = ... = 7, —
o}, pp(A:) = (Ii; 1) (1 <4< m), and ¢ is fresh. By the BCD Generation Lemma
I'" -, A’:p implies that A’ is A-free, i.e. A’ = yA}... A’ ,. We get (using again
the BCD Generation Lemma) I F, y:7{ — ... = 7/, = ¢, and I I, Al 7} for
1 <5 <m' for some 7{,...,7),. Since I'' is a principal basis, ¢ occurs only once in
I'" as rightmost subtype of an arrow type. Moreover the condition I" @ I'’ implies
T:Ty — ... = Ty, = @ € I''. Therefore we get by the BCD Generation Lemma
and Proposition 96z =y, 1 > ... 2 7, 2 o <7 = ... > 7, = ¢. The last
relation in turn implies by Proposition 9.6 m = m' and T]f <t1jforl1<j<m. So
we get I'" b, A%:7;, i.e. by induction 4; &, A’ for 1 < j < m. We can conclude
AC, A O

The interest of the previous Theorem is that it allows us to discriminate by
typings A-terms which have different Bohm trees. In order to show this, we need to
relate the partial order C, with the equality of Béhm trees. First notice that the
isomorphism between the set of finite Bohm trees and the set of n-approximants
makes C, a partial order on finite Bohm trees. Now consider two arbitrary Béhm
trees 7" and T": if for all the cuttings of T there is a “better” (w.r.t. C,) cutting
of T' and vice versa, then T and 7" coincide.

Let us take now two A-terms M and N such that BT (M) # BT(N). By
the above we can find at least one n-approximant A such that 4 € A, (M) and
VB € A,(N) A Z, B. We claim that if pp(A) = (I';7), then I" ,, M:7 and
I't/y N:7. In fact I' -, A:7 and A € A, (M) imply by the BCD Approximation
Theorem I' -, M:7. If we assume ad absurdum that I" -, N:7 we get again by
the BCD Approximation Theorem I" -, B:7 for some B € A,(N). This implies
A C,, B by Theorem 13.3, so we get a contradiction.

As last remark, we want to point out the meaning of this result when we consider
the filter model F(7) discussed in Section 11. First notice that by the BCD
Approximation Theorem and Theorem 11.4 two A-terms that have the same B6hm
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tree, i.e. the same set of n-approximants, must be equal in this filter model. Now
assume that two M-terms have different Bohm trees: by the above there are I' and
7 such that I' -, M:7 and I' i/, N:7, so they are different in (7). Therefore we
can say that the A-theory of this filter model coincides with the equality of Bohm
trees, a result already proved in [84]. The feature of the present proof is that when
two A-terms have different Bohm trees we exhibit a compact element of the model
which discriminates between them. In fact we get 1 7 C [M]¢, and T 7 € [N]¢,,
where £ is the term environment defined in the proof of Theorem 11.5.

14 Further Readings

The reader of the present paper has been assumed familiar with A-calculus and
Curry assignment system. Those who need background readings may start with
[90, 54]. Barendregt book [15] is the fundamental monograph for the study of type-
free A-calculus, but it is hardly an introductory book. For A-calculus with types
an exhaustive survey is [16].

Intersection type assignment systems have been developed in a number of pa-
pers which have been cited in the previous sections. An extensive study of the
syntactical properties of the several systems for intersection types is [8] (see also
[9, 11]). In particular, the papers [32, 86, 85, 10] define principal type schemes for
various intersection type disciplines. An exposition of the proof-theoretic proper-
ties of systems CDV and CDV used as tools for the syntactical study of type-free
A-calculus can be found in [61] (there called systems DS? and D respectively), which
makes extensive use of the notion of saturated sets (adaptation of Tait computabil-
ity predicate [89]).

The paper [17] gave rise to a number of studies relating intersection type theories
to domain theory and A-models. In particular, every inverse limit construction can
be mimicked by a suitable EATS [29, 30, 34, 56, 75, 84]. Chapter 3 of [7] also
treats intersection types and filter models in connection with Scott D., A-models.
There also exist filter models that are isomorphic to Plotkin’s and Engeler’s models,
respectively [76].

In his PhD thesis [3] Alessi gives an account of filter models as representations
of domains. Moreover he studies certain pathologies of domains with respect to
their representations, by defining a more basic category of models, which admit
a good description in terms of intersection types. See also [4, 5]. In the same
thesis, and in [57, 47], other categories of domains, like Girard’s qualitative and
quantitative domains, are studied using the intersection types.

All the above-mentioned models are models of the classical A-calculus, but
intersection-type disciplines are also suitable for describing models of the AI-calculus
[9, 55], of the lazy A-calculus [2, 18], of the call-by-value A-calculus (introduced by
Plotkin in [74]) [49, 78, 79], and of some extensions of the A-calculus which include
parallel features [21, 42, 43, 6].

The finitary descriptions of domains have been a major point of interest. Scott
pioneered this topic with his Information Systems in [87]. Abramsky extended the
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theory to SFP domains in [1], framing it into the paradigm of Stone duality. A
strikingly short, but good introduction to this subject is chapter 10 of [7]. We also
suggest the reading of [20]: it is not exactly about filter models, but it gives a
perspective to the webbed models (originated with Engeler models [48]), which are
an alternative, though related, finitary description of A-models. See also [75].

The use of trees to study the structure of A-models dates to the 70’s. Beside
Bohm trees, introduced in Barendregt book [15], and recently considered in [41],
Lévy-Longo trees have been known and studied at length: see [63, 64, 70]. A
survey of various notions of trees and a study of their description via intersection
type assignment is [14].

Since, given an arbitrary A-term, it is undecidable whether it can be typed using
intersection types, it is interesting to look for decidable restrictions, see [12, 36].
The inhabitation problem for intersection types (given a type decide whether there
is a term typable with that type) is also undecidable [92], but a decidable subsystem
has been devised in [62].

Extensions of intersection types with union and quantified types, both universal
and existential, have been studied in [51, 66, 13, 23]. The completeness problem for
such systems has been recently settled by Yokouchi in [94]. Intersection and union
types turn out to be powerful enough to discriminate Lévy-Longo trees [45, 46].

Systems of intersection types a la Church are not trivial to define: they have
been extensively studied in [81, 82, 83, 72, 73, 25, 26] and applied to type disciplines
for object oriented languages in [27].

Lastly we mention that intersection and union types have been extensively used
to prove properties of programs, like strictness analysis, detection of dead code, etc.
Pioneers in this field were the PhD thesis of Benton [19] and Jensen [59] and the
paper [35]. The recent PhD thesis by Mossin [69] and Damiani [40] contain the
last developments and the references to the large literature on the subject.
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