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A note on asymptotic stability condition for delay 
difference equations 

Piyapong Niamsup 

Abstract. 

In this paper, we obtain the necessary and sufficient condition for 
the asymptotic stability of the linear delay difference equation 

N 

Xn+l - Xn-1 + P LXn-k+(j-l)l = 0 
j=l 

where n = 0, 1, 2, ... , p is a real number ,and k, l, and N are positive 
integers such that k > (N- 1)l. 

§1. Introduction 

In [5], the asymptotic stability condition for the linear delay differ­
ence equation 

(1) 
N 

Xn+l - Xn + P 'L::Xn-k+(j-l)l = 0 
j=l 

where n E No = NU {0}, p is a real number and k, l, and N are positive 
integers with k > (N- 1)l, is given as follows. 
Theorem A. Let k, l, and N be positive integers with k > (N- 1)l. 
Then the zero solution of (1.1) is asymptotically stable if and only if 

2sin (TI?) sin(~) 
O < p < • ( Nl-rr) 

sm 2M 
(2) 

where M = 2k + 1- (N- 1)l. 

Received August 24, 2007. 
Revised October 12, 2007. 
2000 Mathematics Subject Classification. Primary 39All. 
Key words and phrases. Asymptotically stable, delay difference equations, 

characteristic equations. 



190 P. Niamsup 

Theorem A. generalizes asymptotic stability conditions given in [1 
p.87, 2-3, 5, 6 p.65]. Theorem A. is proved using the fact that the zero 
solution of a linear difference equation is asymptotically stable if and 
only if all the roots of its characteristic equation lie inside the unit disk. 
In [4], we give necessary and sufficient conditions for the asymptotic 
stability of the following linear difference equation 

Motivated by these results, we are interested in the asymptotic stability 
of the linear delay difference equation of higher order which is similar to 
(1.1) as follows: 

(3) 
N 

Xn+1 - Xn-1 + P LXn-k+(j-1)1 = 0 
j=1 

where n E No= NU {0}, pis a real number, and k, l, and N are positive 
integers with k > (N- 1)l. These linear difference equations may be 
used as discrete models of population dynamics of Baleen whales, [2]. 
Our main theorem is the following. 
Theorem 1.1. Let k, l, and N be positive integers with k odd, l even 
and k > (N- 1)l. Then the zero solution of (1.3) is asymptotically 
stable if and only if 

(4) 
2 sin (if) sin ( ~) 

O < p < · ( Nl1r) 
SID 2M 

where M = 2k- (N- 1)l. 
Remark 1.1. For p > 0 and k is even, we have F(-1) = pN > 0 and 

lim F(z) = -oo; hence F has a root which lies outside the unit disk 
Z-----*-00 

and the zero solution of (1.4) is not asymptotically stable. 

§2. Proof of Theorem 

The characteristic equation of (1.1) is given by 

(5) F(z) = zk+1 - zk-1 + p (z<N- 1)1 + · · · + z1 + 1) = 0. 

For p = 0, F(z) has simple roots at 1 and -1 and root at 0 of multiplicity 
k- 1. We first consider the location of the roots of (2.1) asp varies. 
Throughout the paper, we denote the unit circle by C and let M = 
2k- (N- 1)l. 
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Proposition 2.1. Let z be a root of (2.1) which lies on C. Then the 
roots z and p are of the form 

(6) 

· · lw 

(7) ( ) m Slll Wm Slll ---;f"-
p = 2 -1 =Pm sin Nlwm 

2 

for some m = 0, 1, ... , M- 1 where Wm = 2"lJ1 7r. Conversely, if p is 
given by (2.3), then z = ewmi is a root of (2.1). 

Proof. We consider roots of (2.1) which lie on C except the roots 
z = 1 and z = -1. Suppose that the value z satisfies zNl = 1 and z 1 i- 1. 
Then z(N-1)1 + · .. + z1 + 1 = 0 and z is not a root of (2.1) which lies on 
C and we shall consider only the value z such that zNl i- 1 or z 1 = 1. 
Thus (2.1) can be written as 

(8) p= 

Since p is real, we have 

(9) p 

z(N-1)l + ... + zl + 1· 

z-CN-1)z + ... +zz + 1 
(z2 _ 1)z-k-l+(N-1)! 

z(N-1)l + ... + zl + 1 

where z denotes the conjugate of z. It follows from (2.4) and (2.5) that 

z2k-(N-1)l = _ 1 

which implies that (2.2) is valid form= 0, 1, ... , M- 1 except for those 
integers m such that eNlwmi = 1 and e 1wmi i- 1. We now show that p 
is of the form stated in (2.3). There are two cases to be considered as 
follows. 

Case 1. z is of the form ewmi for some m = 1, 2, ... , M- 1 and 
zNl i- 1. 
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From (2.4) we have 

p = 
zk-1(z2 -1) (z1 -1) 

Case 2. z is of the form ew=i for some m = 1, 2, ... , M- 1 and 
zNl = 1. 

In this case, we have lwm = 2q7r for some positive integer q. Then 
taking the limit as lwm -+ 2q7r we obtain 

(10) 
2( -1)m+q(N-1) sin(wm) 

p= N . 

From these two cases, we conclude that p is of the form in (2.3) 
for m = 1, 2, ... , M- 1 except for those m such that eNlwrni = 1 and 
elwrni =/:- 1. 

Conversely, if pis given by (2.3), then it is obvious that z = ew=i is 
a root of (2.1). This completes the proof of the proposition. Q.E.D. 

We now consider p as a function of z: 

Then, we have 

(11) 
dp(z) 

dz 

+ 

From this we have 

zk-1(z2- 1) 
p(z) =- z(N-1)! + ... + zl + 1. 

zk-2 (2z2 + (k- 1)(z2 - 1)) 
z(N-1)l+ ... +zl+1 

zk-2(z2 - 1) { (N- 1)Zz(N-1)1 + ... + lz1} 

(z(N-1)! + ... + zl + 1)2 
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Lemma 2.1. ~~ lz=ewmi =/; 0. In particular, the roots of (2.1) which 

lie on C are simple. 

Proof. Suppose on the contrary that * Jz=ewmi = 0. We divide 

(2.7) by P~) to obtain 

2z2 + (k- 1)(z2 - 1) l { (N- 1)z{N-1)1 + ... + z1} 
----'--;o--~----'- - - 0 

z2- 1 z(N-1)1 + ... + zl + 1 - . (12) 

Substituting z by ~ in (2.8) we obtain 
(13) 

2+(k-1)(1-z2 ) _l{(N-1)+(N-2)z1+ ... +z{N-2l1} _ 0 
1-z2 z(N-1)l+ ... +zl+1 -. 

By adding (2.8) and (2.9), we obtain 

2k-(N-1)l=0 

which contradicts k 2: (N- 1)l. This completes the proof. Q.E.D. 
From Lemma 2.1, there exists a neighborhood of z = ew"'i such that 

the mapping p(z) is one-to-one and the inverse of p(z) exists locally. 
Now, let z be expressed as z = reie. Then we have 

dz = ~ { dr + ir d(} } 
dp r dp dp 

which implies that 

dr = Re { :_ dz } 
dp zdp 

as p varies and remaining real. The following result describes the be­
havior of the roots of (2.1) asp varies. 

Proposition 2.2. The moduli of the roots of (2.1) on C increases as 
IPI increases. 

Proof. Let r be the modulus of z. Let z = ewmi be a root of C. To 
prove this proposition, it suffices to show that 

(14) dr I -·p >0. 
dp z=ewmi 

There are two cases to be considered. 
Case 1. zNl =F 1. In this case we have 

zk-1(z2- 1)(zl - 1) zk-1 f(z) 
p(z) =- zNl -1 =- zNl -1 
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where f(z) = z (z1 - 1). Then 

dp zk-2g(z) 
dz (zNl _ 1)2 

where g(z) = ((k- 1)f(z) + zf'(z)) (zNl- 1) - NlzN1f(z). Letting 
_ (zNz_ 1)2 . 

w (z) - - zk lg(z) , we obtam 

- = Re -- = rRe(w). dr (r dz) 
dp zdp 

We now compute Re(w). We note that 

f (z) 

!' (z) = 

f(z) 
zl+2 and 

h(z) 
zl+l 

where h(z) = l(1-z2)+2(1-z1). From the above relation and zM = -1, 
we have 

- 1 { ((k -1)/ (z) + ~ f' (z)) (-1 - 1) - Nl f (z)} zk-1 z zNl zNl 

((k -1)f(z) + h(z)) (1- zN1)- Nlf(z) 
zNl+l+l+k 

((k -1)f(z) + h(z)) (1- zNl)- Nlf(z) 
z2Nl-k+1 
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It follows that 

Re(w) 
w+w 

2 

1 { (zNl- 1)2 (-zNl- 1)2} 
-2 zk-1g(z) + -zk-1g(z) 

-~ {-zk-1g(z) (zNl -1)2 + zk-1g(z) (-zNl -1)2} 

2 jg(z)l2 
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{ 
((k-1)f(z)+h(z))(zN 1-1)+Nlf(z) ( Nl-1)2 } 

1 z2Nl k+l · • Jvz + 
- I ( )l2 zk-1 (((k- 1)f(z) + zf'(z)) (z 1 - 1) 

2 g z -NzzNlj(z)) c~~ -1)2 

(zNl _ 1)2 zk-1 { ((k -1)f(z) + h(z)) (zNl- 1) } 
- 2 +Nlf(z) + (((k- 1)f(z) + zf'(z)) 

2z2N1 jg(z)i (zNl -1))- NlzN1j(z) 

(zNl- 1)3 zk-1 
- 2 {h(z) + zj'(z) + (2(k- 1)- Nl)f(z)}. 

2z2Nljg(z)i 

Since 
h(z) + zj'(z) + (2(k -1)- Nl)f(z) = Mf(z) 

we obtain 

(zNl- 1)4 M -zk-1 f(z) (zNl- 1)4 Mp 
Re ( w) - · - -'-----'------,"'--

- 2z2Nljg(z)i2 zNl- 1 - 2z2Nljg(z)i2 

The value of Re( w) at z = ew'"' i is 

Re(w) 
(zNl- 1)4 Mp 

z2Nl 2jg(z)i2 

2 Mp 
(2cosNlwm-2) · 2 · 

2jg(z)i 

Therefore, 
dr = 2r(cosNlwm -1)2 Mp > 0 
dp jg(z)i2 

and it follows that (2.10) holds at z = ew'"'i. 
Case 2. z1 = 1. With an argument similar to Case 1., we obtain 

dr 2rN2Mp 

dp- I(M + 1) z- M + 11 2 
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which implies that (2.10) is valid for z = ewmi. 

This completes the proof. D 
We now determine the minimum of the absolute values of Pm given 

by (2.3). We have the following result. 
Proposition 2.3. Po= min{IPml: m = 0, 1, ... ,M -1} 

To prove Proposition 2.3, we need the following lemmas. 
Lemma 2.2. [5] Let N be a positive integer, then 

holds for all t E ~-

I si~Nt '<.:;_ N 
smt 

Lemma 2.3. [5] Let 0 < () < ~,then the inequality 

sin x() sin y() <.:;_ sin () sin xy() 

holds for all x, y E (1, {o). 
Proof of Proposition 2.3. By assumption, lis even which implies that 

M is also even. It is clear that p0 > 0. Since each Pm is corresponded 
to ewmi and its conjugate ewmi, it is sufficient to consider Pm for m = 
0, 1, ... , [ M21 ] = 11f - 1. To this end, we consider the following three 
cases. 

Case I. N = 1. In this case, we have 

_ 2( 1)m . (2m+ 1)7r 
Pm- - sm 2k . 

It follows immediately that Pm;:::: PO· 
Case II. N = 2. It suffices to show that ...L < ...!... for m 

Pm Po 
1, 2, ... , 11f - 1. Since z 1 = -z2k and z = ewmi, we get 

Pm 
zk-1(z2- 1) (-z2k- 1) 

z4k - 1 
zk-1 (z2- 1) 

z2k - 1 
z- z-1 

zk- z-k 

eWmi _ e-Wmi 

ekwmi- e-kwmi 

sinwm 
sinkwm · 
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P-Pf-i 

. 2(M-i)+l 
Sln 2 M 7f 

. 2(-¥ -i)+l k 
Sln M 7f 

. M-(2i-l) 
sm M 7f 

· M-(2i-l)k sm M 7f 

sin ( 7f- ~7f) 

sin ( k1r- (2~1 ) k1r) 
. (2i-l) 

sm M 7f 

. (2i-l) k sm --x;r- 7f 

Pi-1. 

Therefore, it suffices to show that 

(15) 
1 1 
-<­
Pm Po 
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form= 1, 2, ... , [ AJ - ~]. Note that when M = 4j then [ AJ - ~] = AJ 
and when M = 2j for an odd number j, then [ AJ - ~] = AJ - ~- Let 
() = J::r. Then we have 

__!__=sink() and _I_= sink(2m+ 1)B_ 
Po sin B Pm sin(2m + 1 )B 

Note that 0 < () < ~ and 

7f . 7f 
1 < M - k < -, 1 < 2m+ 1 < -, - - 2() - - 2() 

since k > l. It follows from Lemma 2.2 that 

sin (M- k) ()sin (2m+ 1) ()?:sin() sin (M- k) (2m+ 1) B. 

Taking into account that (M- k) () = 7f- kB, we obtain (2.8) form= 
1,2, ... , [Af- ~]. 

Case III. N ?: 3. We will show that 

(16) 

for m = 0, 1, ... , [ M2l]. With the same argument as in Case II, it 
suffices to show (2.9) for m = 0, 1, ... , [ ~ - ~]. Let () = J::r. Then 
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0 < (2m+ 1) 0:::; ~ and 

I 
. (2m+l)l0 I . sm 2 

1Pml=2sm(2m+1)0 . (2m+l)Nl0 · 
Sin 2 

By Lemma 2.3 and Jordan's inequality, namely ~ :::; si~O :::; 1 for 0 :::; 
0:::; ~'we obtain 

(17) 

We will show that (2.13) holds in the following three subcases: 
Subcase (Ilia): Nio :::; ~- In this subcase we have 

2 sin 0 sin !!! 2 . 0 . !!! 1f0 
Po = . mo 2 :::; 2 Nl~ N · sm -2- 7r . -2-

(18) 

Inequalities (2.14) and (2.15) imply that (2.13) holds for m = 0, 1, ... , 
[Af-~]. 

Subcase (IIIb): Nio > lIn this subcase we have 

NlO Nl1r 1r Nl 1r N 
-2- = 2M < 2 . (N- 1) l = 2 . (N- 1) 

since k > (N- 1)1 and M = 2k- (N- 1) l > 2(N- 1)l- (N- 1)l = 
(N -1)l. By using sin Nio =sin (1r- Ni0), we get 

2sin0sinll! 2·0·!!! 1rl02 
Po= 2 < 2 = . 

sin NlO - 1. . (7r- NW) 27f- NlO 
2 1r 2 

It follows from (2.14), (2.15), and (2.16) that 

IPml > 4(2m + 1)0. 27f- NlO 

Po 7rN 7rl02 

4(2m+1) ( 27f _ ) 
7f2 NlO 1 

> 4(2m+1)(2(N-1)_ 1) 
7f2 N 

4(2m + 1) ( _ 2.) 
7f2 1 N . 

From the above we have the following: 
(i) If N 2: 12 and m 2: 1, then (2.13) holds. 
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(ii) If N ?: 4 and m ?: 2, then (2.13) holds. 
(iii) If N = 3 and m?: 4, then (2.13) holds. 
We now consider the remaining cases. 
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(iv) N ?: 4 and m = 1. In this case it follows from (2.15) that ze < ¥ 
which implies that 

IPII = 12 sin 30 sin ¥ I > 2 . ~ . 30 . ~ . 3l0 = 36Z02 . 
sin 3Nlfl - 7r 7r 2 n2 

2 

(19) 

It follows from (2.15), (2.16), and (2.17) that 

> 

> 

> 

36Z02 . 2n - NZO 36 ( _ NZO) 
2 Z02 > 3 2n 7r 7r 7r 

36 ( 1r N ) 72 ( 1r N ) 
n3 2n- N- 1 = n3 n- 2(N- 1) 

24 
2 > 1. 
7r 

(v) N = 3 and 1 ::; m::; 3. By (2.15) and the assumption of Subcase 
(IIIb) it follows that ~ < ~ < ~ and we have 

IPml = I sin(2m + 1)0 sin¥ I sin (2m!l)lfl 
Po . 3(2m+l)lfi . lfi sinO sm 2 sm 2 

(20) 

By Lemma 2.3, we get 

> - -- = - 3 - 4 sm - > -. lsin(2m+ 1)0 sin 3;0 I 11sin 3;0 I 11 . 2 zel 1 
. 3(2m+l)lfl · lfi - 3 sin!!!. 3 2 3 sm 2 sm 2 2 

By Jordan's inequality we have 

Therefore, 

. (2m+l)lfi sm 2 

sinO 
~·(2m+1)0 

> o 

IPml 2(2m + 1) 1 --> > 
Po 3n 

2(2m + 1) 

form= 2, 3. 

If m = 1 and Pl > 0, using ~ < ~ < ~, we obtain 

P1 

Po 

3 - 4 sin2 ~ sin 30 1 2 6 
--,-~-=e._ -- > 1 . - . - . 30 = - > 1. 
4 sin 3 3!(1 - 3 sin 0 0 7r 7r 

2 

This completes the proof of Proposition 2.3. Q.E.D. 
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We are now ready to prove Theorem 1.1. 
Proof of Theorem 1.1. Note that when p < 0 we have F(1) 

-pN < 0 and lim F(z) = +oo. Thus Fhas a root which lies outside 
z-++oo 

the unit disk. For p = 0, F(z) has simple roots at 1 and -1 and root at 
0 of multiplicity k - 1. Let z1 (p) be the branch of the root of (2.1) with 
z1(0) = 1. Then it follows from (2.7) that 

dz1 1 = _ N < O. 
dp p=O 2 

By the continuity of the roots with respect to p, this implies that if 
p > 0 is sufficiently small then all the roots of (2.1) lie inside the unit 
disk. Next, Proposition 2.3 shows that p0 is a positive minimum value 
of p such that a root of (2.1) intersects C asp increases from 0. Then 
by Proposition 2.2, if p ~ po, then there exists a root of (2.1) which 
lies outside the unit disk. From these arguments, we conclude that all 
the roots of (2.1) lie inside the unit disk if and only if 0 < p < p0 • 

Therefore, the zero zolution of (1.3) is asymptotically stable if and only 
the condition (1.4) holds. Q.E.D. 

Remark 2.1. For the case k and l are odd positive integers, N must 
also be odd (otherwise, F(z) will have a root at -1 so that the zero 
solution of (1.3) is not asymptotically stable). Note that M is still an 
even integer. When N = 1 the same argument as in Case I of the proof 
of Proposition 2.3 shows that Po is the positive minimum of IPml for 
m = 0, 1, ... , ~- 1. When N = 3, the same argument as in Case III of 
the proof of Proposition 2.3 shows that p0 is the positive minimum of 
IPml form= 0, 1, ... , [ 1IJ - ~). However, we can not conclude from the 
proof in Case III of Proposition 2.3 that p0 is the positive minimum of 
IPml form= 0, 1, ... , ~ - 1. We then have the following conclusion: 

Theorem 2.4. Let k, l, and N be positive integers with k and l odd 
and k > (N - 1)l. Then the zero solution of (1.3) is asymptotically 
stable if and only if 

0 < p < p~ 

* . { [M 1] [M 1] M } p = mm Pm : m = 4 - 2 + 1, 4 - 2 + 2, ... , 2 - 1 . 
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