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Hypergeometric Systems and Radon Transforms for 
Hermitian Symmetric Spaces 

Toshiyuki Tanisaki 

Abstract. 

Generalizing the Gelfand hypergeometric system on the Grass­
mann manifold we introduce certain differential equations on com­
pact Hermitian symmetric spaces and investigate their properties. 
Especially, we give a criterion for their holonomicity, and show the 
existence of integral representations of their solutions. We also study 
properties of certain Radon transforms. 

§0. Introduction 

0.1 Let V be a finite dimensional vector space over the complex num­
ber field (C, and let X be the Grassmann manifold consisting of k­
dimensional subspaces of V. We denote by L the rank one subbun­
dle of the product bundle X x /\kV on X whose fiber at W E X 
is /\kW. Note that the group G = SL(V) acts on X transitively 
and that L is a G-equivariant line bundle on X. Let Dx,L be the 
sheaf of differential operators acting on the sections of L. By differ­
entiating the action of G on L we get a Lie algebra homomorphism 
g = Lie(G)----+ r(X, Dx,L) (a f--, 8[:). Fix a maximal torus K of G and 
sett= Lie(K). The hypergeometric equation investigated in Gelfand [6] 
and Gelfand-Gelfand [7] is a differential equation whose unknown func­
tion is a section of L, i.e. a left Dx,L-module. It is of the form 

(0.1) Mr;= Dx,L/(.:1 + L Dx,L(8f - ~(a))), 
aEt 

where ~ is any fixed character of t, and .:1 is a certain G-stable left ideal 
of Dx,L• 
0.2 Our starting point is the fact that G-stable left ideals of Dx,L 
correspond to submodules of a certain g-module called the generalized 
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Verma module, and that the above :J actually corresponds to the max­
imal proper submodule. By this observation we can formally generalize 
the above construction of Me as follows. 

Let G be a connected simply-connected semisimple algebraic group 
over C. Let P be a parabolic subgroup of G and consider the generalized 
flag manifold X = G/P. Set g = Lie(G) and p = Lie(P). To each 
character A of p one can associate a sheaf of rings of twisted differential 
operators Dx,>-. on X, and a natural Lie algebra homomorphism g -+ 

f(X,Dx,>-.) (a f------+ 8;_) (see [2], [3], [14]). Then G-stable left ideals of 
Dx,>-. correspond to submodules of the right g-module M(A) which is 
induced from the one-dimensional !)-module corresponding to A. Let J>-. 
be the G-stable left ideal of Dx,>-. corresponding to the maximal proper 
submodule of M(A). Take a closed subgroup K of G with Lie algebra t 
and a character loft Then the left Dx,>-.-module 

(0.2) M>-.,K,e = Dx,>-./(:J>-. + L Dx,>-.(8;, - l(a))) 
aE£ 

is an obvious generalization of (0.1). However, we have to specify the 
choices of G, P, A, K, and l in order that (0.2) is an interesting system. 
In fact we have J>-. = 0 if A is generic. 

We restrict our attention to the case where the unipotent radical of 
P is commutative. In this case we have a finite set A of characters of 
p such that J>-. for A E A is nontrivial and is explicitly described in a 
geometric manner, and we take A from this set A. The subgroup K may 
be chosen freely as long as the system M>-.,K,e is holonomic. We shall 
give a criterion for M>-.,K,e to be holonomic in §3. 

For certain A's in A one can associate another parabolic subgroup 
Q = Q>-. of G and a characterµ=µ>-. of Lie(Q) satisfying the following 
properties. Let DY,µ be the sheaf of twisted differential operators on 
Y = G/Q corresponding toµ. For each Dy,µ-module None can define 
its Radon transform R(N) as a complex of Dx,>-.-modules (see §3 below). 
Set Nµ,K,e = DY,µ/ I:aEt DY,µ(a:: - l(a)). Then one has a canonical 
morphism M>-.,K,e -+ R(Nµ,K,e)- This gives integral representations of 
solutions to the differential equation corresponding to M>-.,K,e. 

We remark that the D-module considered in Gelfand-Zelevinsky­
Kapranov [9, §3.3] is a quotient of the restriction of M>-.,K,e to an open 
subset of X, where A is some particular element of A and K is a maximal 
torus. 
0.3 We can define Radon transforms in a more general context. Let 
P and Q be parabolic subgroups of G and set X = G / P, Y = G / Q as 
above. Let Z be a G-orbit on Xx Y, and let p1 : Z-----, X, p2 : Z-+ Y 
be the canonical morphisms. Let A be a character of Lie(P), and let µ 
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be a character of Lie( Q). If>. andµ satisfy a certain condition, then we 
can define, for a Dy,µ-module N, a complex R(N) of Dx,A-modules by 

(0.3) R(N) = { (n:1- 1 ® p;N). 
}Pl 

We call this R(N) the Radon transform of N. Several properties of this 
functor R are investigated recently by a number of people ( see D 'Agnolo­
Schapira [4], Marastoni [17], Kashiwara-Tanisaki [15]). In this paper we 
deal with the case where P and Q are certain special maximal parabolic 
subgroups and Z is the closed orbit. 

A conclusion of our analysis is an explicit description of R(DY,µ) for 
the case G = SLn(C). It is a complex version of results in Kakehi [13], 
Oshima [21] and Sekiguchi [23]. 
0.4 I would like to thank Professors Paul Smith, Akihiko Gyoja, Toshio 
Oshima, Takeshi Sasaki for stimulated discussions and comments. 

§ 1. Twisted differential operators on generalized flag mani-
folds 

1.1 Let 9 be a simple Lie algebra over the complex number field C, 
!J a Cartan subalgebra of 9, ~ C !J* the set of roots, and W its Weyl 
group. For a E ~ we denote the corresponding root space by 9a· We 
fix a set of simple roots { ai}iEio, and set ~± = ±(~ n I:iEio Z2 oai)­

For i E Io let hi E !J and 'wi E !J* be the simple coroot and the funda­
mental weight corresponding to ai, respectively. For a subset I of Io set 
~I = I:iEI Zai n ~, and let Wr be its Weyl group. Define subalgebras 

[ r, n j, n 1 , pi, p 1 of 9 by 

Let G be a connected simply-connected simple algebraic group with Lie 
algebra 9, and let H, Lr, N"f, Pf be the connected closed subgroups of 
G corresponding to !J, [r, nj', PT, respectively. Let Hom(Pi, q (resp. 
Hom(Pf,cx)) be the set of homomorphisms of Lie algebras (resp. al­
gebraic groups) from Pi (resp. Pf) to (C (resp. ex). Since the nat­
ural linear map !J _____, Pi /[Pi, Pi] is surjective with kernel I:iEI Chi, 

Hom(pj,q is naturally identified with I:iEio\I(Cr;vi C !J*. Moreover, 

>. E Hom(pj, q corresponding to I:iEio\I ai'wi is integrated to a charac­

ter of Pf if and only if ai E Z for any i E Io \I, and hence Hom( Pf,(['. x) 
is naturally identified with I:iEio \I Zwi C !J*. 
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1.2 For a smooth algebraic variety over (C, we denote by Ox, Ox, D x 
the structure sheaf, the canonical sheaf, and the sheaf of differential 
operators on X. A sheaf of rings on X is called a sheaf of twisted 
differential operators (a TOO-ring) if it is locally isomorphic to Dx (see 
Kashiwara [14] for more precise definition). 
1.3 We shall consider TOO-rings on the generalized flag manifolds 

(1.2) 

in the following. For >. E Hom(P/, ex) let L>. be the G-equivariant 
line bundle over X1 such that the action of Pf on the fiber of L>. at 
eP/ is given by >., and let Ox1 (>.) be the rank one locally free Ox1 -

module consisting of sections of L>., We denote by Dx1 ,>. the sheaf 
of rings on X 1 consisting of differential operators acting on sections 
of L>., Then Dx1 ,>. is apparently a TOO-ring, and we have Dx1 ,>. '::cc 

Ox1 (>.) ®ox1 Dx1 ®ox1 Ox1 (->.). 
More generally, we can construct TOO-rings Dx1 ,>. for any >. E 

Hom(p;, q. We recall its construction following Beilinson-Bernstein [2]. 
Let U(g) be the enveloping algebra of g. Define a C-algebra homomor­
phism U(g)-+ Endc(Ox1 ) (u f---+ 8u) by 

(1.3) 
d 

8a(f)(x) = d/(exp(-ta)x)lt = 0 (a E g,f E Oxnx E X1). 

Set Ux1 (g) = Ox1 ®icU(g). AC-algebra structure on Ux1 (g) is uniquely 
determined by the following properties: 

(1.4) Ox1 -+ Ux1 (g) (ff---+ f ® 1) is an algebra homomorphism, 

(1.5) U(g)-+ Ux1 (g) (u f---+ 1 ® u) is an algebra homomorphism, 

(1.6) (f ® 1)(1 ® u) = f ® u (f E Oxn u E U(g)), 

(1.7) [l®a,f®1]=8a(f)®l (JEOxnaEg). 

We shall identify Ox1 and U(g) with subalgebras of Ux1 (g) via (1.4) 
and (1.5). For x E X1 let Ux1 (g)x-+ U(g) (Rf---+ R(x)) be the natural 
map given by f ® u f---+ f(x)u. For an ad(pt)-stable subspace D of U(g) 
we denote by .C°xr (D) the subsheaf of U Xr (g) consisting of R E U x 1 (g) 
such that R(gP/) E Ad(g)D for any gP/ E X 1 . 

Lemma 1.1. Let D be an ad(pt)-stable subspace of U(g). 
(i) Ox1 .C°x1 (D) = .C°xr(D). 
(ii) [g,.C°xr(D)] C .C°xr(D). 
(iii) .C°xr(DU(g)) = Ux1 (g).C°x:r(D). 
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Proof. (i) This is clear by the definition. 
(ii) Let 1r : G ---+ X1 be the natural map. Let Q E f(U, U x 1 (g) ), and 

define a U(g)-valued function v on 1r-1(U) by v(g) = Ad(g-1)(Q(gPt)). 
It is sufficient to show 

[a, Q](gPt) = Ad(g) ( ! v(exp(-ta)g)lt = 0) 
for any a E g. Write Q = I:i fiui where fi E Ox1 and Ui E U(g). Then 
we have 

[a, Q] = I)aa(fi) + fia)ui - L fiuia = L BaUi)ui + L fi[a, ui], 
i i 

and hence 

On the other hand we have 

d 
-v(exp(-ta)g)lt = 0 
dt 

! ( Ad(g-1 exp ta)(~ fi(exp(-ta)gPl)ui)) It= 0 

Ad(g-1) (ad(a)(~fi(gPt)ui) + ~(Ba(fi))(gPt)ui) 

Ad(g-1) ( ~fi(gPt)[a,ui] + ~(Ba(fi))(gPt)ui). 

The statement (ii) is proved. 
(iii) Set D1 = DU(g). We have 

g.Ct (D1) C [g, .ct (D1)] + .ct (D1)g C .ct (D1) + .ct (D1)g 

by (ii), and 

by the definition of .Cc_t. Hence .ct (D1) is a left ideal of U x 1 (g) by (i). 
Since .Cc_t (D1) is a left ideal containing .C'.b (D), we have 
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It remains to show £3c, (D1) C U x, (g)L'.3c, (D). Since the question is 
local, it is sufficient to show it on the open subset gNi Pt /Pt(c::::. Ni) 
for any g E G. We can assume that g = 1 without loss of generality. Let 
Q E £3c,(D1). For x E Ni we have Ad(x)-1Q(xPt) = Li fi(x)uivi for 
ui E D, vi E U(g), and some locally defined functions Ji on Ni. Write 

Ad(x)ui = L <pf (x)uf, Ad(x)vi = L 'lj,;(x)vf, 
k e 

where uf, vf E U(g) and <pf, 'lj,f are functions on Ni. For a locally de­
fined function Jon Ni denote the corresponding locally defined function 
on Ni Pt /Pt by Ft. We have 

Q(xPt) = L Ji(x)'lj,;(x)(L <pf(x)uf)vf, 
i,I! k 

and hence 

Q = L Ffi,t,f (L F"'7uf )v;. 
i,I! k 

Since 

Ad(x)-1 ((LF'P7uf)(xPt)) = Ad(x)- 1(L<pf(x)uf) = ui ED, 
k k 

we have Q E Ox,L'.3c, (D)U(g). By (i) and (ii) we see easily that 
Ox,L'.3c, (D)U(g) C Ux, (g)L'.3c, (D). Hence (iii) is proved. Q.E.D. 

1.4 For>. E Hom(pj, q set 

(1.8) Pt>,= {a - >.(a) I a E p:t}, 

Proof Let Q E £3c, (Pi,,J and J E Ox,. We can write Q 
Li Jiai - h, where Ji, h E Ox, and ai E g satisfy 

a(g) := Ad(g)- 1(LJi(gPt)ai) E Pi, >.(a(g)) = h(gPt). 
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Then we have 

[Q, f](gPt) = ('f:Ji8ai (f))(gPt) 

(BI:;i f;(gPt)ai (f))(gPt) 

d 
= d/(exp(-t "2;, fi(gP/)ai)gPt)lt = 0 

• 
d 
dtf(gexp(-ta(g))Pt)lt = 0 

= !t(gPt)lt = 0 

= 0 

Q.E.D. 

By Lemma 1.1 and Lemma 1.2 we see that .Ct(tr,>.) is a two-sided ideal 
of Uxi(g). Set 

(1.9) 

Define a C-algebra homomorphism U(g)----+ r(Xr,Dx1 ,>.) (u f--+ 8~) by 
8~ = 1 ® u. For the sake of completeness we give a proof of the following. 

Lemma 1.3. Dx1 ,>. is a TD0-ring on Xr, 

Proof. We shall show that Dx1 ,>.l(gN1 Pt /Pt) is isomorphic to 
the sheaf of ordinary differential operators D 9N- p+;p+ for any g E G. 

I I I 

We may assume that g = 1 without loss of generality. We shall identify 
Ni Pt/Pt with Ni, We have DN- -:::=ON-® U(ni") via the ring 

I I 

homomorphism R: U(ni")----+ DN- given by 
I 

d 
((R(a))(f)) (x) = d/(exp(-ta)x)lt = 0 (a E n1, f E ONi, x E Ni), 

This gives an embedding of the ring 

In other words DN- is identified with the subring of Ux1 (g)!Ni con-
1 

sisting of Q E Ux1 (g)!Ni satisfying Q(xPt) E U(ni") for any x E Ni, 
By the definition .Ct(tr,>.)INi consists of Q E Ux1 (g)INi satisfying 
Q(xPt) E Ad(x)(tr,>.) for any x E Ni. Since 

U(g) = U(ni") EB tr,>., Ad(x)U(ni") = U(ni") (x E Ni), 
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We define an increasing filtration F of Dx1 ,>. by 

(p E Z?:o), 

where Fp(U(g)) denotes the subspace of U(g) consisting of elements with 
order:::; p. 

Let 8: Ux1 (g)---+ Ux1 (g) be the anti-automorphism given by 

(1.11) 

Set 

(1.12) 

8(a) = -a (a E g). 

1 
PI= 2 L a E Hom(tJt ,q. 

aEA+\A1 

Then we see easily that 8(.C't(t1,>.)) = .C't(t1,->.+2pJ, and hence we 
have 

(1.13) D op ~D 
X 1 ,>. - X1,->.+2pn 

where Dx0 P , denotes the opposite ring of Dx1 >-· 
I,A ' 

1.5 Define a right U(g)-module M1(>.) by 

(1.14) M1(>.) = U(g)/t1,>.-

If we regard M1(>.) as a left U(g)-module via the anti-automorphism of 
U(g) given by a f--+ -a for a E g, it is a highest weight module with 
highest weight ->. called a generalized Verma module. Especially it 
contains a unique maximal proper submodule J>,.. Let V = V /ti,>. be a 
U(g)-submodule of M1(>.). For any a E tJt, b E V we have 

[a, b] = (a - >.(a))b - b(a - >.(a)) C tJ,>. + V CV 

and hence Vis ad(µt)-stable. Therefore, we have obtained a G-stable 
left ideal 

(1.15) 

of Dx1 ,>. for a U(g)-submodule V of M1 (>.). 

Theorem 1.4. The map .Cx1 gives a one-to-one correspondence be­
tween the set of U(g)-submodules of M1(>.) and that of G-stable left 
ideals of Dx1 ,>,.. 
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Proof. For an Ox1 -submodule J of Dx1 ,>. and gPt E X1 we de-
note the image of J p+ under (Dx1 ,>.) p+ ____, C ®o + (Dx1 ,>.) p+ 

g I g I XI ,gPI g I 

by J(gPt). We see from the proof of Lemma 1.3 that C ®o + 
Xf,eP1 

(Dx1 >.) p+ is naturally identified with M 1 (>.). Then we see easily that 
, e I 

(.Cx 1 (V))(eP/) = V for any U(g)-submodule V of M1(>.) under the 
above identification. It remains to show that J = .Cx1 (J(ePt)) for any 
G-stable left ideal J of Dx1 ,>.. Set Fp(J) = J n Fp(Dx1 ,>.). Since Fp(J) 
and Fp(Dx1 ,>.)/Fp(J) are coherent Ox1 -modules, they are locally free 
on an open subset of X1 (see [20, lecture 8]). Moreover, they are actually 
locally free on whole X 1 by the G-equivariance. Set J' = .Cx1 (J(ePt)). 
Then FP(J') and Fp(Dx1 ,>.)/ Fp(J') are also locally free by the same rea­
son (or by the definition of .Cx1 ). It follows that Fp(J) and Fp(J') coin­
cide if (Fp(J))(gPt) = (Fp(J'))(gPt) for any gPt E X1. By the defini­
tion we have (Fp(J))(eP/) = (Fp(J'))(ePt), and by the G-equivariance 
we have (Fp(J))(gPt) = (Fp(J'))(gP/) for any gPt E X1. Hence we 
have Fp(J) = Fp(J'). Since this holds for any p we have J = J'. Q.E.D. 

§2. Highest weight modules associated to Hermitian symmet-
ric spaces 

2.1 In this section we shall deal with the case: 

(2.1) nj- is nonzero and commutative. 

Let 0 = I::iEio miai be the highest root of g. It is well known that the 
condition (2.1) is equivalent to the following: 

(2.2) I= Io\ {io} with mio = 1. 

We have the following list of (g,I) satisfying (2.1). 

k-1 n-k 
(I) ~ ~ ---• ...... •-o-• ......• ___. (k-1-5.n-k) 

(II) ---•······•-•~ 

(III) o--••·····•-•~ 

(IV) i o--• ...... ·----\_ 
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(V) i -· ...... ·-'\i 

(VI) -•-L.-o 
(VII) -•-L-.-o 

Here, I = 10 \ { i 0 }, where i0 corresponds to the white vertex of the 
Dynkin diagram. 
2.2 Let us identify nt with an open subset U of G/ P1- via the embed­
ding a 1-+ exp( a )P1-. Note that U is stable under the left multiplication 
by L1 and that the induced action of L1 on nj is the adjoint action. Let 
C denote the set of L1-orbits on nt-

Proposition 2.1 (see Richardson-Rohrle-Steinberg [22]). (i) For any 
P1- -orbit D on G / P1- the intersection DnU consists of a single L1-orbit. 

(ii) The correspondence D 1-+ D n U gives a bijection 

(2.3) 

In particular, "i consists of only finitely many Lrorbits. 

By a well known result on the Bruhat decomposition we have the 
following natural one-to-one correspondence: 

(2.4) 

Proposition 2.2. Let CE C, and set O = Ad(G)(C) Cg. Then we 
have On nt = C, and dimC = dimO/2. 

Proof. Let N be the set of nilpotent orbits on g which intersects 
with nt- In order to show that Ad(G)(C) n nt = C for any C E C, 
it is sufficient to show that the map C --, N given by C 1-+ Ad( G) ( C) 
is injective. Since it is apparently surjective, it is sufficient to show 
U(C) = U(N). We can calculate U(C) in each individual case by using (2.4). 
Let 0 0 EN be the nilpotent orbit such that 0 0 n nt is open dense in 
n i · Since the moment map T* ( G /Pf) --, g is a projective morphism, its 
image Ad(G)(nj) is a closed subset of g. Hence N consists of nilpotent 
orbits O contained in 0 0 . It follows that we can also determine U(N) 
using explicit description of the closure relations of the nilpotent orbits 
(see [12], [19]), and we conclude that U(C) = U(N). The latter half of our 
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statement is also verified using case-by-case consideration. Details are 
omitted. Q.E.D. 

Let Ao be the set of zeros of the b-function of the prehomogeneous 
vector space (Lr, nt), and set A = {-a - 11 a E A0 }. The following 
explicit description of A is given in Gyoja [11]. 

(I) 
(III) 
(V) 
(VII) 

A= {0, 1, 2, ... , k - 1} 
A= {O, znz-3} 
A= {0,2,4, ... ,2([n;2 ])} 

A= {0,4,8} 

Here, n = U(Io)-

(II) 
(IV) 
(VI) 

A _ {O 1 l 3 n-1} - '2' ,2,···,-2-
A = {0,n - 2} 
A= {0,3} 

Let C be the set of non-open Lr-orbits on nt. By a case-by-case 
check we see that U(C) = U(A) and that C is a totally ordered set with 
respect to the closure relation. Hence there exists a unique bijection 
A --, C (r 1--+ Cr) satisfying 

(2.5) Cr C Cs if r :::; S. 

2.3 We shall give an explicit description of the maximal proper sub­
module Jrw; 0 of Mr(rwi0 ) for r E A. 

Let A E Hom(Pi, q. By the Poincare-Birkhoff-Witt theorem the 
natural linear map U(n:r) __, Mr(>-) = U(g)/tr,>. is an isomorphism. 
By the condition (2.1) U(nr) is isomorphic to the symmetric algebra 
S(nr). Via the Killing form of g S(n;-) is identified with the algebra 
C[n"t] consisting of polynomial functions on n"t. Hence we have a natural 
bijective linear map 

(2.6) 

For C E C let J( C) be the defining ideal of the closure C of C in n"t. 

Proposition 2.3 (see [5], [26], and their references). We have 

(2.7) 

for any r EA. 

Remark 2.4. For r0 = min(A \ {0}) the ideal Jrow;0 is generated by 
polynomials with degree 2 by [10]. 
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§3. Radon transforms 

3.1 Let f : X -+ Y be a morphism of smooth algebraic varieties. 
For a TDO-ring A on Y one can associate a TDO-ring JU A on X, a 
U"A,J- 1 A)-bimodule Ax-,y, and~ u-1A,f"A)-bimodule Ay,-x (see 
[3], [15]). If ,C is an invertible Oy-module and A= .C0oy Dy0oy ,e@-l, 
then we have 

f* ,e 0ox Dx 0ox f* ,e®-1, 

Ox 0J-'Oy 1-1A, Ay,_x = 1-1A0J-'Oy °'I· 

Here, ,e@-l = Homoy(.C,Oy), f*,C = Ox 0J-'Oy 1-1,e, and Of 

Ox 0J-'Oy 1-10~-1 . 

For an A-module M set 

(3.1) 

It is a complex of JU A-modules. If f is smooth, we have Hi(Il..f* M) = 0 
for i -/- 0, and in this case we simply write f* M for H 0 (Il..f* M). 

For an JU A-module M set 

(3.2) 

It is a complex of A-modules. 
3.2 Let I and J be subsets of 10 . Let 

(3.3) 

be the canonical projections. Set 

(3.4) "/IJ = 

Let>. E Hom(µ 1 ,C) C ~*andµ E Hom(IJJ,q C ~* satisfying 

(3.5) A=µ-ry1J. 

Then for a DxJ,µ-module N we can define a complex Ru(N) of Dx1 ,>.­

module called the Radon transform of N by 

(3.6) Ru(N) = 1 (n:i-1 0 p;N). 
Pl 
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Indeed, n:1- 1 ©p2N is a DxrnJ,,>.-module since p2N is a DxrnJ,µ-module 
and we have nPl ':::'. OxrnA'YIJ). 
3.3 By the definition we have 

(3.7) 

with 

(3.8) AIJ = (P11 Dxr,>. ©p- 10x OxrnJ ®hx ,, 
1 J InJ,,-

(OxinJ ®p;-ioxJ P21 DxJ,µ)-

Lemma 3.1. Seti= (p1,P2): X1nJ-+ X1 x XJ. Then we have 

(3.9) Hk(AIJ) = 0 fork=/- 0, 

(3.10) H 0 (AIJ) 

= (C 1 (Dx1 ,>. i:gi D'fJ,µ) ©i-10x1 xxJ OxrnJ) ®DxrnJ Oxrnr 

This follows from the following general result. 

Lemma 3.2. Let f : S -+ X and g : S -+ Y be morphisms of smooth 
varieties, and let As, Ax, Ay be TDD-rings on S, X, Y respectively 
such that As= gUAy = (JUA'f) 0 P. Set r.p = (f,g): S-+ Xx Y. Then 
we have 

(f-1 Ax ®t-iox Os) ®~s (Os ©9 -ioy g-1 Ay) 

(r.p- 1 (Ax i:gJ A~) ©cp- 10xxY Os) ®hs Os. 

In particular, if r.p is a closed ,embedding, then we have 

(k =/- 0). 

Proof. Let 6. : S -+ S x S be the diagonal embedding. In general, 
for a left As-module Mand a right As-module N we have 

N ©~8 M = (N ®ts M) ®hs Os 

= (6.- 1 (N i:gJ M) ®~-10sxs Os) ®hs Os. 

Hence we have 

(f-1 Ax ®t-iox Os) ®~s (Os ©9-ioy g-1 Ay) 

= (6.-1((f- 1Ax ©J-1ox Os) i:gi (g- 1 A~ ©y-ioy Os)) 

®~-10sxsOs) ®hs Os 

(r.p-1 (Ax i:gJ A~) ©cp- 10xx¥' Os) ®hs Os. 
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If cp is a closed immersion, then cp- 1(Ax~Ai)©cp-1oxxY Os is a locally 
free Ds-module. Hence Hk((cp- 1 (Ax~Ai')©cp-10xxYOs)@t 5 0s) = 0 
for k -:/- 0. Q.E.D. 

By the definition we see easily that 

(3.11) 

(3.12) 

(3.13) 

where 

(3.14) I 

(3.15) J 
(3.16) JC 

DxrnJ,µ, 

P11 Dxr,>. ®P110x1 OxlnJ 

OxrnJ ®p;-1oxJ P21 DxJ,/J, 

.C'tnJ (tmJ,µ,), 

UxrnJ(g)/I, 

= UxlnJ(g)/J, 

UxrnAg)/JC, 

8(.C'tnJ (tJ,->.+2p1 )) = P11.C't (t1,>.)UxrnJ (g), 

.ctnJ(tJ,µ,) = UxrnJ(g)pz1.CL(tJ,µ,), 

Here, 8 is as in (1.11). Hence we have 

(3.17) AIJ = UxrnJ(g)/(J + JC). 

Let n E f(XJ, N). Since AIJ has a canonical section I, we have a 
morphism 

given by 1 - I © n. Hence the composition of 

c - ~p1*(p;:- 1q = ~Ph(q - ~Ph(AIJ ®[..-lD P21N) = RIJ(N) 
P2 XJ,µ 

induces a section 

(3.18) RIJ(n) E f(X1,H0 (RIJ(N))). 

3.4 In the rest of this section we fix a subset I of Io satisfying (2.1) 
and r E A. We set 

(3.19) 

Let J be a subset of I0 and setµ=>.+ "YIJ• We haveµ E Hom(pj,C) 
if and only if 

(3.20) 

where I= Io\ {io}. In this case we can define, for a DxJ,µ,-module N, 
its Radon transform RIJ(N) as a complex of Dx1 ,>,.-modules. 
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Lemma 3.3. Let J be a subset of 10 satisfying (3.20), and set µ = 
>. + 'YIJ· Let <p: Dx1 ,>.---+ H 0 (Ru(DxJ,µ,)) be the canonical morphism 
given by l 1-+ Ru(l) (see (3.18)). Assume that nt nnt C Cr. Then we 
have Lx1 (J>.) C Ker <p. 

Proof. By (3.17) we have 

where .J and Kare as in (3.15) and (3.16). Let I be the canonical section 
of the left p11 Dx1 ,>,.-module U x 1nJ (g)/(.J + K). Let m be the canonical 
generator of the right g-module M1(>.), and set J>. = { u E U(g) I um E 
J>.}, It is sufficient to show p11 (Lx1 (J.x)) ·I= 0, or equivalently, 

(3.21) 

Since the problem is local, we have only to show (3.21) on the open 
subsets gNinJPtiJ / PtiJ of XrnJ. We may assume g = 1 without loss of 
generality. We can identify NinJPtiJ/ PtiJ with NinJ via x 1-+ xPtiJ• 
Note that NinJ c:::: Ni x (N-; n L1) via the multiplication. Define 
<p1 : NinJ ---+ Ni and <pz : NinJ ---+ N-; n L1 by g = <p1(g)<pz(g) for 
g E NinJ· Let RE p11 (£3c1 (J>.)). Then there exists a (locally defined) 

U(g)-valued function Ron Ni such that 

R(x) E Ad(x)(J>.) (x E Ni), 

Set V = J>. n U(n1). Then we have J>. = V EB tJ,>.• Since n1 is com­
mutative, we have Ad(x)J>. = V EB Ad(x)t1,>. for x E Ni. Hence we can 
decompose R into the form R = R 1 + R 2 with 

R1 (x) EV, R 2 (x) E Ad(x)t1,>. (x E Ni). 

Correspondingly, we have R = R 1 + R 2 with 

Then we have only to show R 1 E K. This is equivalent to showing 
V C Ad(g)tJ,µ, for any g E NinJ· Let us show that Vis ad(ninJ)-stable. 
Since nJnJ = n1 EB (n:; n l1 ), we have only to show that Vis stable under 
the adjoint actions of n1 and n:; n [1. Since n1 is commutative, we have 
[n1, V] = 0. Let x E n:; n [1. By the definition of J>. we see easily 
that J>. is ad(l1 )-stable. In particular, we have [x, V] C J>,.. On the 
other hand, since n1 is ad([1)-stable we have [x, V] C U(n1). Hence, 
Vis ad(ninJ)-stable. Therefore, we have only to show V C tJ,µ,- Since 
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tJ,µ, :::> [fj, p-_t]U(g) :::> (P".i n n:,)U(n:,), it is sufficient to show V C 

(p-_t n n:,)U(n:,). Since V corresponds to I(Cr) under U(n1) ~ C[n;l, 
this follows from our assumption n; n n-_t C Cr. Q.E.D. 

3.5 In the rest of this section we fix a subset J of Io satisfying the 
conditions (3.20) and 

(3.22) 

We set 

(3.23) µ = A+'YIJ· 

By Proposition 2.2 the condition (3.22) is equivalent to 

(3.24) Ad(G)(n; n n-_t) = Ad(G)(Cr). 

We note that such J does not necessarily exist. If r = 0, then (3.20) and 
(3.22) obviously hold for J = I0 • In the case where g is a classical Lie 
algebra, there exists such J if and only if r E Z. We list below possible 
choices for J when g is a classical Lie algebra and r E Z>o• 

k-1 n-k 

(I) I --------- ---------- -• ...... •-o-• .. ; ... •-
rE{l,2, ... ,k-1}, k-1-:5,n-k 

r-1 n-r 

J ---- -•···•-o-••········•-
µ = kWj0 with J =Io\ {jo} 

n-r r-1 

J - ----•·········•-o-••··•-
µ = (n + 1 - k)wj0 with J =Io\ {jo} 

(II) I +-----+ -• • • • • • • • • • • • • • • •-•~ 

J 

r E {1,2, ... ,[n21 ]} 

r-1 

~-o-••·····•~ 
µ = nwj0 with J =Io\ Uo} 



(IV) I 

J 

(V) I 

J 

Hyper-geometric systems and Radon transforms 

:: n :-;• . . . . . . . . . . . . . . . . . •---< 
;2 2(:-=-;)~;" ~;];; ~ ~; \ ~~ 
:: {2:-~:~(i¥1 ~ ,ii ·---< 
~ I +----+ • ...... •-o-• ......... • 

µ = nWj0 with J =Io\ {jo} \ 

3.6 By Lemma 3.3 we have a canonical morphism 

Let 

(3.26) 

251 

be the natural embedding. We see easily by (3.23) that iiD']J,µ 
n!-l Q9 Dv Q9 nio, and hence we can consider a D']J,µ-module ho n!-l 
with a canonical section mo. Let T* XJ be the cotangent bundle of XJ, 
and let T{,rXJ be the conormal bundle of V. Let 'Y : T* XJ -+ g be the 
moment map. Here we identify g with g* via the Killing form. By (3.22) 
we have ry(T{,rXJ) = Cr. Let 

(3.27) 

be the induced morphism. 

Theorem 3.4. 

(3.28) 

(3.29) 

if and only if 

(3.30) 

(3.31) 

(i) We have 

Hk(RIJ(DxJ,µ)) = 0 (k-=/= 0), 

'P: Dx1,>-I Lx1 (J>.) c:::c H 0 (RIJ(DxJ,µ)) 

Hk(Y, 1 nf-1 ) = 0 (k-=/= 0), 
io 

I'(Y, 1 n!-1) = U(n1)m0. 
io 
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(ii) The conditions (3.30) and (3.31) are satisfied if 

(3.32) 

(3.33) 

Hk(TtXJ, Or;;xJ) = 0 

'f has connected fibers. 

(k # 0), 

Proof. (i) Set X = Xi, Y = XJ, Z = XrnJ• Let P1 : Z ----+ X 
and p 2 : Z ----+ Y be the canonical morphisms, and set i = (P1, p2) : Z ----+ 

Xx Y. Let n 1 : Xx Y----+ X and n 2 : Xx Y----+ Y be the projections. 
Since i is a closed embedding, we have 

By the definition of AIJ we see easily that i*AIJ ~ Ji of-1 as a Dx,>. ~ 
D~~>module. Note that we have i"(Dx,>. ~ D'7,µ) ~ of-1 ®Dz® Oi 
by (3.23). Hence we have 

We have a canonical section m of M, and we see easily that the morphism 
<p: Dx1 ,>./£x1 (J>.)----+ 1r1*(M) is given by If-----> 1r1*(m). Since 1rh(m) # 
0, we have <p # 0. Since <pis G-equivariant, and since £x1 (J>.) is the 
unique maximal G-stable left ideal, we see that <p is injective. Hence the 
conditions (3.28) and (3.29) hold if and only if 

(3.34) 

(3.35) 

(k # 0), 

Set N = N 1-, and identify N with an open subset of X via the 
embedding j : N ----+ X (x f-----> xPt). Since M is G-equivariant, it is 
sufficient to consider (3.34) and (3.35) on N. Consider the following 
Cartesian diagrams. 

z 
11 

NxV 

i -- XxY 

rjxl 
NxY 

- + -t - + Here 'if1 is the projection, and i(x, yPJ) = (x, xyPJ-), j(x, yPJ) 
xyP/~J for x E N, y E Pt. Then we have 
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Let f : N x Y ---+ N x Y be the isomorphism given by f(x, yPj") = 
(x, xyPj") for x E N and y E G. Then we have 1, = f o (1 x i0 ) and 
7f1* = 7f1* of. Hence we have 

Rkn1* J, . nti~ = Rknh(oN [8J 1 nf- 1 ) 
1 Xia io 

ON ®c Hk(Y, 1 nf-1). 
io 

Therefore we have obtained 

(3.36) Rk1r1*(M)IN '.c:' ON ®c Hk(Y, M) with M = 1 nf- 1 . 
io 

In order to consider the condition (3.35) let us examine the action of 
Dx,AIN '.c:' DN on 1rh(M)IN '.c:' ON ®c r(Y, M). Define a ring homo­
morphism L : U(n:i) ---+ r(N, DN) by 

d 
((L(a)(f))(x) = d/(xexp(ta))lt = 0 

This induces an isomorphism ON ®c U ( n 'i) '.c:' D N. Let <.l> : D N ---+ 
DN ®c U(g) be the ring homomorphism given by 

<.l>(f) = f ® 1 (f EON), <.l>(L(a))=L(a)®l+l®a (aEn'i). 

Regard r(Y, M) as a U(g)-module via U(g)---+ DY,µ (u r-+ of::= 1 ® u). 
Then we have 

Pv = <.l>(P)v (PE DN, VE ON ®c r(Y, M)). 

Since 1rh(m)IN = 1 ® m 0 EON ®c r(Y, M), we have Dx,A1rh(m)IN = 
ON® U(n'i)mo. The statement (i) is proved. 

(ii) Define a good filtration of M by Fp(M) = Fp(DY,µ)m. Then 
we have 

where 1r : TtY ---+ Y is the canonical map. Since 7r is an affine morphism, 
we have 

(k =f 0) 

by (3.32). Hence Hk(Y, Fp(M)/ Fp-l (M)) = 0 for any k =f O and any p. 
By the exact sequence 
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we see by induction on p that Hk(Y, Fp(M)) = 0 for any k-/- 0 and any 
p. Hence Hk(Y, M) = 0 for any k -=I- 0, and (3.30) holds. 

Define a filtration of f(Y, M) by 

Fp(f(Y, M)) = r(Y, Fp(M)) C r(Y, M). 

Then we have 

where Fp(U(ni")) denotes the subspace of U(ni") consisting of elements 
with order :S p. Hence in order to show (3.31) it is sufficient to show 
that 

is generated by the canonical element [mo] E F0 (f(Y, M))/ F_ 1 (f(Y, M)) 
as a module over grF U(n:i) = S(nJ) = (C[nf]. On the other hand by 
the exact sequence 

we have 

0-+ r(Y,Fp-1(M))-+ r(Y,Fp(M)) 

-+ f(Y,Fp(M)/Fp-1(M))-+ H 1(Y,Fp-1(M)) = 0 

r(Y, grp M) = r(Y, 11'*('.)TvY) = r(TvY, OrvY) 

r(Cr, 'Y*(OrvY )). 

Let 1/J : 0-0 -+ 1\ ( Or• y) be the canonical morphism. Since [mo] corre-
r V 

sponds to 1/J(l), it is sufficient to show that 1/J is an isomorphism. Since 
,y is a proper morphism, we have the Stein factorization ,y = 'Yl o ,'2 
of 1', where 1'2 : TvY -+ Spec(,y*(OrvY)) is a projective morphism, 

and 'Yl : Spec(,y*(OrvY))-+ Cr is a finite morphism. By (3.33) 'Yl is 
bijective. Moreover, by Lemma 2.1 and the normality of the Schubert 
varieties the variety Cr is normal. Since we are working in characteristic 
0, we see that 'Yl is an isomorphism of algebraic varieties, and hence 1/J 
is an isomorphism. Q.E.D. 

Proposition 3.5. The conditions (3.32) and (3.33) are satisfied for 
g = s[n(C). 

Proof. The condition (3.33) is easily checked by a direct calcu­
lation. Let us show (3.32). Since the projection p : TyXJ -+ V is 
affine, it is sufficient to show Hk(V,p*OrvxJ) = 0 for k -=I- 0. Note 
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that V = Pt Pf/ Pf = L1 / L1 n Pf is the generalized flag manifold 
of the smaller group L1 . For an L 1 n Pf-module U let Lu denote 
the locally free Ov-module consisting of sections of the L1-equivariant 
vector bundle on V = LJ/ L 1 n Pf corresponding to U. Then we have 

p*Or;;xJ = Ls((ntnnt)•)· Since S((ntnn:t)*) is a union offinite dimen­

sional L1 n Pf-modules, p*Or;;xJ is a union of locally free Ov-modules 
with finite rank. Hence it is sufficient to show that for any irreducible 
L 1 n Pf-module U appearing in S((nt n n:t)*) we have Hk(V, Lu) = 0 
for k #- 0. Let j 0 be the unique element of I\ J. By the theorem 
of Borel-Weil-Bott we have only to verify ('-y, hj0 ) 2:: 0 for any highest 
weight "/ appearing in the L 1 n LJ-module S(nt n n:t). This condition 
holds if ('-y, hj0 ) 2:: 0 for any weight"( appearing in the L1 n Lrmodule 
nt n n!- We can easily check it directly. Q.E.D. 

Corollary 3.6. If g = s[n(<C), we have 

Hk(RIJ(DxJ,µ)) = 0 (k #- 0), 

rp: Dx1,;../Lx1(J;..) c:::: H 0 (RIJ(DxJ,µ)). 

Real versions of this result are given in Kakehi [13], Oshima [21], 
and Sekiguchi [23]. 

§4. Hypergeometric systems 

4.1 In this section we fix a subset I of Io satisfying (2.1). 
For r E A, a closed subgroup K of G with Lie algebra t, and a 

character ~ E Hom(t, C) we define a Dx1,rw,0 -module Mr,K,f. by 

(4.1) Mr,K,f, = Dx1,rw;o /(Lxl (Jrw,o) + L Dx1,rw;o (a:Wio - ~(a))) 
aEt 

Let g = s[n(<C). If r = l and K is a maximal torus, then the 
system Mr,K,f. is nothing but the hypergeometric system investigated 
in Gelfand [6] and Gelfand-Gelfand [7] (see also Aomoto [1]). The case 
r = l and K is the centralizer of a (not necessarily semisimple) regular 
element was also treated in Gelfand-Retakh-Serganova [8] and Kimura­
Haraoka-Takano [16]. Moreover, Oshima [21] recently considered the 
case where 1 ~ r ~ k - l and K is an appropriate subgroup of G. 
Our systems Mr,K,f. are natural generalization of the systems mentioned 
above, and we call them the hypergeometric systems on the Hermitian 
symmetric spaces X1. 
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4.2 We identify the cotangent bundle T* X1 of our flag manifold X1 
with 

{(gP1, a) E X1 x g I a E Ad(g)nt} 

via the Killing form. Fors EA let Os be the nilpotent conjugacy class 
of g satisfying Ad(G)Cs = Os, Fors EA and a closed subgroup K of G 
we define a locally closed subset A~,K and a closed subset As,K of T* X1 
by 

(4.2) 

(4.3) As,K 

{ (gA, a) E T* X 1 I a E Os n e.L}, 
' - .l {(gPJ, a) ET* X1 I a E Os n {! }, 

where e is the Lie algebra of K and e.1 = { a E g I (a, t) = O}. Here 
( , ) is the Killing form of g. We have As,K = Us'EA,s's;sA~',K· 

For a coherent module M over a TOO-ring on a smooth algebraic 
variety X one can define its characteristic variety Ch(M) as a closed 
subset of the cotangent bundle T* X. Then M is called a holonomic 
module if dimCh(M) = dimX. By Proposition 2.2 we see easily the 
following. 

Lemma 4.1. We have Ch(Mr,K,e) C Ar,K· 

Lemma 4.2. We have 

dimA~K = dimX1 + dim(Or n e.1) - ! dim Or. , 2 

Proof. Set 

Z = {(gP1, a) E X1 X g I a E Ad(g)Cr} = {(gI'J, a) ET* X1 I a E Or}, 

The first projection Z----+ X1 is a G-equivariant fibering onto the homo­
geneous space X1 whose fiber at the origin is Cr, and hence we have 
dimZ = dimX1 + dimCr = dimX1 + (dimOr/2), The second pro­
jection p : Z ----+ Or is also a G-equivariant fibering onto the homoge­
neous space Or, and hence we have dimp- 1 (a) = dimZ - dimOr = 
dimX1 - (dimOr/2) for any a E Or. Since A~ K = p- 1 (0r n t-1), we 

have dimA~,K = dim(Or n e.1) + dimX1 - (dim'Or/2). Q.E.D. 

Hence the D X1 ,rro;o -module Mr,K,e is holonomic if dim( 0 s n e.L) ::; 
dimOs/2 for any s EA such thats::; r. 
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Remark 4.3. (i) The equality dim( 0 8 n e_1_) = dim Os/2 apparently 
holds true for s = 0. Hence, for r = r0 = min(A \ {O}), the system 
Mro,K,e is holonomic if dim(Or0 n e_1_) = dimOr0 /2. One may suspect 
that a candidate for a closed subgroup K of G satisfying dim( Oro ne_1_) = 
dimOr0 /2 is the maximal torus H. However, we have dim(Oro n ~_1_) = 
dim Oro /2 if and only if (g, I) is of type (I) or type (II). In other cases 
we have dimAro,H > dimX1. 

(ii) In [9] a certain Dn--module is investigated as a special case of 
I 

the so called A-hypergeometric systems. Identifying n1 with an open 
subset of X 1 via the embedding n1-------, X 1 (a f----+ exp(a)P1 ), this D --n, 
module coincides with the restriction of Mro,H,e to nI when (g, I) is 
of the type (I) or the type (II). In other cases it is some quotient of 

Mro,H,elni. 

4.3 We fix r E A and a subset J of I0 satisfying the conditions (3.20) 
and (3.22), and set 

( 4.4) µ = .X +"YIJ· 

Then, for a DxJ,µ-module N, we can define its Radon transform 
RIJ(N) as a complex of Dx,,>.-modules. Let K be a closed subgroup of 
G with Lie algebra e, and let ( E Hom(e, q. Set 

(4.5) Nr,K,e = DxJ,µ(2~DxJ,µ(8!; -((a)). 
aEt 

By the argument in the proof of Lemma 3.3, we see easily the following. 

Proposition 4.4. There exists a canonical homomorphism 

Mr,K,e------, RJJ(Nr,K,e)-

Proposition 4.5. Assume that there exist only finitely many K-orbits 
onXJ. 

(i) We have dimA~,K :S dimX1 + (dimOs/2) - dim(Os n nj) for 
any s :Sr. 

(ii) We have dimA~K :S dimX1. Especially, if r = ro = min(A \ 
{ 0}), then the system Mr,K,e is holonomic. 

(iii) If g = s[n(C), then we have dim A~ K :S dimX1 for any s :Sr. 
Especially, the system Mr,K,e is holonomic. ' 

Proof. (i) By Lemma 4.2 it is sufficient to show 

(4.6) dim(O n ej_)::::; dimO - dim(O n nj) 
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for any nilpotent conjugacy class O in g such that O n nt -/- 0. Let 
'Y : T* XJ -+ g be the moment map. By the assumption O is contained 
in the image of 'Y · Set Z = 'Y- l ( 0). Since the projection Z -+ X J is 
a G-equivariant fibering onto the homogeneous space XJ whose typical 
fiber is On nt, we have 

dimZ = dimXJ + dim(O n nt). Since the natural morphism -y: 
Z -+ 0 is a G-equivariant fibering onto the homogeneous space 0, we 
have dim -y-1 (a) = dim Z - dim O = dim X J + dim( 0 n n j) - dim O for 
any a E O. Hence we have 

(4.7) 

dim-y- 1(0 n t.l) = dimXJ + dim(O n nt) - dimO + dim(O n t.1). 

By the definition 'Y-l (t.l) is the union of the conormal bundles of the 
K-orbits on XJ. Hence by the assumption on K we have dim'Y-1(£.l) = 
dim X J, and thus 

(4.8) dim-y- 1(0 n t.l) :S dim1-1(t.1) = dimXJ. 

The assertion (4.6) follows from (4.7) and (4.8). 
(ii) By (i) it is sufficient to show 

(4.9) dim(O n nj) = dim(O n nt) = dim0/2 

for any nilpotent conjugacy class O in g such that there exists some 

w E W satisfying Ad(G)(n:t n w(nj)) = 0. Let A be the union of 
the conormal bundles of the G-orbits on Xr x XJ. Since there exists 
only finitely many G-orbits on Xr x XJ, A is a closed subvariety of 
T*(Xr x XJ) ~ T* Xr x T* XJ with pure dimension dimXr + dimXJ. 
We can identify A with 

{(g1P-/,g2Pf,a) E Xr x XJ x g la E Ad(g1)n:t nAd(g2)nj}-

Let r.p : A -+ g be the natural morphism given by (g1 Pt, g2 Pj, a) f-+ 

a. Let Aw C A be the conormal bundle of the G-orbit containing 
( ePt, w Pj) E XI x X J. By the assumption on O we see that r.p-1 ( 0) n 
Aw is an open subset of Aw, and hence we have dimr.p-1(0) = dimX1 + 
dimXJ. Fix a E O and set 

X'J = {gPt I a E Ad(g)(n:t)}, XJ = {gPf I a E Ad(g)(nt)}. 

Since r.p-1(0)-+ 0 is a G-equivariant fibering onto O whose typical fiber 
is X'f x XJ, we have 

(4.10) dimO = (dimXr - dimXr) + (dimXJ - dimXJ) 
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Set D = {(gPf, x) E Xr x O I a E Ad(g)(n;)}. Considering the natural 
morphisms D --+ X 1 and D --+ 0 we obtain dim X 1 - dim Xf = dim O -
dim(Onnj). Similarly we have dimXJ-dimX.J = dimO-dim(Onn:n. 
Hence we have 

(4.11) dimO = dim(O n nt) + dim(O n nt). 

On the other hand, we have dim(O n n+) = dim0/2, where n+ = nt 
for 0 C Io (Spaltenstein [25]), and hence 

(4.12) dim( 0 n nt) :S dim O /2, dim(O n nt) :S dim0/2. 

We obtain (4.9) from (4.11) and (4.12) 
(iii) By Spaltenstein [24] we always have dim(Onnt,) = dim0/2 for 

any nilpotent conjugacy class O in g = sln(C) and any Ii C Io (unless 
0 n nt, = 0). Hence the assertion follows from (i). Q.E.D. 

4.4 We give an example in this subsection. 
Let V be a 2n-dimensional vector space over (C with nondegener­

ate skew-symmetric bilinear form c/> : V x V --+ (C. Choose a basis 
(e1, ... , en, Ji, ... , fn) of V such that 

(4.13) 

Set 

g {f E End(V) I c/>(fv1, v2) + c/>(v1, fv2) = 0 (vi, v2 EV)}, 

G {g E GL(V) I c/>(gv1, gv2) = c/>(v1, v2) (v1, V2 EV)}, 

IJ {J E 9 I J(ei) E Cei, J(li) E (Cji (i = 1, ... , n)}. 

Define Ei E IJ* by f(ei) = Ei(j)ei for f E IJ and i = 1, ... , n. Set 

(4.14) Io= {1, 2, ... , n }, I= {1, 2, ... , n - 1 }, 

( 4.15) O:i = Ei - Ei+1 (i E Io, i-/- n), 

Then g is a simple Lie algebra of type ( Cn), G is the corresponding 
algebraic group, IJ is a Cartan subalgebra of g, { O:i hEio is a set of simple 
roots, and (g, I) is of type (II). The generalized flag manifold X 1 is 
identified with the set of n-dimensional subspaces W of V satisfying 
c/>(w1,w2) = 0 for any W1,w2 E w. We shall identify nr with 

( 4.16) 
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via 

n 

(4.17) (f(e1) = L Zijfi)-
i=l 

We further identify n1 with an open subset of X 1 via the embedding 
n1 3 a f----+ exp(a)P1 E X1. Note that Sn _____, X1 is given by z f----+ 

I:~=1 (C(ei + I:7=1 Zijfi). 
We consider the case r = l E A in the following. Then we have 

( 4.18) 

In this case the subset 

( 4.19) J = {2, ... ,n} 

of 10 satisfies the conditions (3.20), (3.22), and we have 

(4.20) µ = >. + 'YIJ = nw1 = nE1. 

Fix O < m < n. Set Wm= I:::1 Cei, W~ = I:::1 Ck Identify the 
group K 1 = G Lm ( q x ( C x t-m with a subgroup of G via the following 
action of K 1 on V: 

(4.21) (g, am+l, ... , an)· v gv (v E Wm), 

(4.22) (g, am+l, •••,an)· ei aiei (i=m+l, ... ,n), 

(4.23) (g, am+l, ... , an)· V tg-lv (v E W~), 

(4.24) (g, am+l,. ••,an)· fi -11 ai i (i=m+l, ... ,n), 

where w m and w~ are identified with cm through the bases (ei Ii = 
1, ... m) and (Ji Ii = 1, ... m), respectively. We define a subalgebra t2 

of n1 :::: Sn by f2 = {z = (zi1 ) E Sn I Zij = 0 unless i,j ~ m + 1}, and 
set K 2 = exp(t2 ). We take K to be the semidirect product K = K 1K 2 . 

Let us give an explicit description of M1,K,~ ISn, We use (zij hsi:','.j:','.n 

as a coordinate of Sn- Set 8i1 = 81i = (1 + 8i1 )8/8zi1 for i :S j. For 
1 :S i1 < · · · < iN :S n and 1 :S J1 < · · · < JN :S n set Di.i, .. ,,iN = 

Jl,··•,JN 

det(aip]qhsp,q:','.N· For (6, lm+1, ... , ln) E cn-m+l define a character l 
oft= Lie(K1) EB Lie(K2 ) by 

(4.25) 

(4.26) 

n 

l(a, am+l, ... , an)= 6 tr(a) + L liai 
i=m 

((a, am+l, ... , an) E Lie(K1)), 

l(b) = 0 (b E Lie(K2 )), 
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where we identify Lie(K1) with g[m(C) x ccn-m_ Then M1,K,elSn corre­
sponds to the following system of differential equations for an unknown 
function 1-

(4.27) 

( 4.28) 

(4.29) 

(4.30) 

Di1 ,i.2 ,i3 (f) = O 
J1 ,J2 ,J3 

for 1 S i1 < i2 < i3 S n, 1 S J1 < J2 < ]3 S n, 

aij(f) = 0 form+ 1 S i,j Sn, 
n 1 

L,Zik8jk(j) = bij(~1 - 2)1 for 1 S i,j Sm, 
k=l 

n 1 L Zikaik(f) = (~i - 2)1 form+ 1 sis n. 
k=l 

The equation (4.28) allows us to rewrite the system (4.27), ... ,(4.30) 
into a system of differential equations on Sm x Mm,n-m(CC) with the 
coordinate (Zijh~i~j~m X (zip)i~i~m,m+l~p~n- If n - m ~ 3 and 
HP Im+ 1 Sp Sn, ~P = 1/2} S 2, then the rewritten system is equiva­
lent to the following. 

( 4.31) 

(4.32) 

( 4.33) 

(4.34) 

Di.i,i.2,i3 (1) = 0 for i1 < i2 < i3 Sm, J01 < J·2 < J.3 Sm, 
J1,J2,J3 

Dii,i.2 ,P (1) = 0 for i1 < i2 S m < P, J·1 < J·2 < J.3 SP, 
J1,J2,J3 

Dii,i.2 ,P(l) = 0 for i1 < i2 Sm< P, J01 < J2 Sm< q, 
J1,J2,q 

D!~•.~2 (f) = 0 for i1 < i2 S m < Pl < P2, 
m n l 

(4.35) (L,Zikajk + L Zipajp)(f) = 8ij(6 - 2)1 for i,j s m, 
k=l p=m+l 
m 1 

( 4.36) L, Zip8ip(j) = (~p - 2 )1 for p > m. 
i=l 

Here Bpq = 0 in (4.33). 
Next we give integral representations of solutions of this system. The 

DxJ,µ-module N 1,K,e is nonzero at the generic point of XJ if and only if 
6 = 0. Hence we restrict ourselves to this case. Define an (n - 1)-form 
T on ccn \ { 0} by 

(4.37) 
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where (u1, ... , Un) is the coordinate of en\ {O} C en. Let 

(4.38) 

(4.39) 

Z1 = (Zij) E Sm, Z2 = (zip) E Mm,n-m(C), 

U1 = \u1, ... 'Um), U2 = \um+l, ... 'Un)-

Then the (n - 1)-form 

( 4.40) 

w( U1, ... , Un) = (tU1Z1 U1 + tU1Z2U2)(e,,,+i +···Hn-n)f2u;;:,i1+1 • • • u;;_enT 

on en\ {O} induces an (n-1)-form won IP'n-i =(en\ {O})/ex. We 
see that the function 

( 4.41) J(z1, z2) = t w 

on Sm x Mm,n-m(C) is a solution to the system (4.31), ... , (4.36) with 
~1 = 0 for any twisted (n - 1)-cycle r on IP'n- 1 • 

This example is related to the system investigated in Matsumoto­
Sasaki [18]. 
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