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Abstract. 

A general theory is presented to construct representations of the 
braid group and link polynomials (topological invariants for knots and 
links) from exactly solvable models in statistical mechanics at criti­
cality. Sufficient conditions for the existence of the Markov trace are 
explicitly shown. Application of the theory to IRF and vertex models 
yields various link polynomials including an infinite sequence of new 
invariants. The new link polynomials are extended into two-variable 
link invariants. For the models with crossing symmetry, braid-monoid 
algebras associated with the link polynomials are derived. It is found 
that the Yang-Baxter relation gives both an algebraic approach and 
a graphical approach in knot theory. 
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§1. Introduction 

There are many reasons why theoretical physicists are interested in 
studying exactly solvable models. First, an exactly solvable model sets 
a reference system. It gives a test for computer analyses and for analyt­
ical methods, in particular, perturbation theory. Second, a non-trivial 
solvable model reveals an essence of the physical phenomena under con­
sideration. Third, solvability often brings about not only a new physics 
but also a new mathematics. 

Recently, it has been found that the exactly solvable models in sta­
tistical mechanics contain an extremely important information on clas­
sification of string configurations, knots and links [as a review, see 1,2]. 
String means a very long and very thin object. In physics, we can cite 
many examples; vortex filament, magnetic flux, dislocation, polymer, 
particle trajectory, etc.. In mathematics, classification of knots and 
links is one of the most fundamental problems. It has a long history and 
inspite of extensive studies there remained unsolved. 

We begin with the most familiar example of exactly solvable models 
in physics. Suppose that a classical Hamiltonian system with N degrees 
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of freedom, 

dq; 8H 
-=-, 
dt op; 

dp; _ 8H 
dt - 8q;' 

(1.la) 
j = 1,2, .. ·,N, 

has N conserved quantities {Ji}. Suppose also that the conserved quan­
tities are involutive, 

(1.lb) 

Here {, } denotes the Poisson bracket. Initial value problem for the 
system (1.1) can be solved. Such a system is called completely integrable 
system. 

Exact solvability of a model in statistical mechanics means that we 
can evaluate physical quantities such as the free energy and the one-point 
function (magnetization, density etc.) without any approximation. It is 
well known that two-dimensional Ising model is exactly solvable [3,4]. 

When we extend the theory of solitons ( theory of integrable systems) 
into quantum systems, we obtain a unifying picture of exactly solvable 
models in physics as will be explained below. 

Soliton is originally a term for a nonlinear wave with particle prop­
erty [5,6]. It obeys a nonlinear evolution equation. By the inverse 
scattering method [7,8,9] which is the extension of the Fourier transfor­
mation, classical soliton system is shown to be a completely integrable 
system [10,11]. Since the field variables have an inifinite degrees of free­
dom, the classical soliton system has an infinite number of involutive 
conserved quantities. 

The inverse scattering method has been applied to quantum sys­
tems. This generalization is called quantum inverse scattering method 
[12,13,14,15]. We consider an operator version of an auxiliary linear 
problem defined on one-dimensional lattice [16,17], 

1Pm+l = Lm(µ)t/Jm, 
(1.2) dt/Jm dt = Mmt/Jm, 

where Lm (µ) and Mm are M x M matrix operators, and µ is the spec­
tral parameter. Consistency condition for (1.2) with µt = 0 yields Lax 
equation 

(1.3) 
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A model is completely integrable if we can find a pair of operators Lm (µ) 
and Mm such that the Lax equation (1.3) is equivalent to equation of 
motion of the model. In fact, it is readily shown from (1.3) that a 
transfer matrix TN(µ) defined by 

(1.4) 
TN(µ)= Tr[TN(µ)], 

TN(µ)= LN(µ)LN-1(µ)···L1(µ), 

does not depend on time under periodic boundary condition or in an infi­
nite chain. This verifies the existence of an infinite number of conserved 
operators in an infinite chain. 

For a quantum integrable system, direct products of two Ln opera­
tors with different spectral parameters satisfy a similarity relation 

(1.5) R(µ, v) • [Ln(µ) ® Ln(v)] = [Ln(v) ® Ln(µ)] · R(µ, v). 

Here symbol ® denotes direct product of matrices and R(µ, v) is an 
M 2 x M 2 c-number matrix. The relation (1.5) is the Yang-Baxter rela­
tion [18,19] for a quantum system defined on a lattice. If Ln(µ)'s with 
different n commute, we further have 

(1.6) R(µ, v) ·[TN(µ)® TN(v)] = [TN(v) ®TN(µ)]· R(µ, v). 

From (1.6), we find that the transfer matrix 

M 

{1.7) TN(µ) = Tr[TN(µ)] = })TN(µ)]ii 
i=l 

commutes each other: 

{1.8) 

Here [ , ] is the commutator. The relation (1.8) indicates that TN(µ) 
is a generator of conserved operators. Sinceµ is arbitrary,µ (or µ- 1 )­

expansion of TN(µ) gives a set of conserved operators I; which are in­
volutive; [Ji, I;] = 0. In addition, off-diagonal elements of {1.6) offer an 
algebraic formulation of the Bethe ansatz method [12,13,14,15]. 

For quantum field theory, the subscript N of operator TN(µ) is un­
derstood as the system size. Then, the relation (1.8) indicates the ex­
istence of an infinite number of involutive conserved operators, which 
implies the solvability by the Bethe ansatz method. 

We may also consider Ln(µ) and R(µ, v) in (1.5) as the Boltzmann 
weights of a vertex model in statistical mechanics ( this will be shown in 
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the end of section 2.2). Using the Yang-Baxter relation we can calculate 
physical quantities such as the free energy and the one-point function 
[20]. The free energy is obtained by the inversion method [21]. The 
one-point function is obtained by the corner transfer matrix method 
[20]. We can regard the Yang-Baxter relation as a functional equation 
to construct a solvable model. Recent discovery of an infinite number of 
solvable models was accomplished in this way [22]. 

Thus, we have observed that the exactly solvable models in (1+1)­
dimensional quantum field theory and in 2-dimensional classical statis­
tical mechanics have a common property, commuting transfer matrices. 
The Yang-Baxter relation gives the commutability of the transfer ma­
trices, and hence the solvability of the model. 

In this paper, new developments in the theory of exactly solvable 
models, in particular, application to knot theory will be exhibited. In 
chapter 2, the Yang-Baxter relation is introduced for the S-matrices, the 
vertex models and the IRF models. This chapter is a starting point. In 
chapter 3, examples of exactly solvable models in statistical mechanics 
are displayed. In chapter 4, an introduction to knot theory is given. 
Some basic ideas of knot theory are explained. In chapter 5, a general 
theory is presented to construct link polynomials, topological invariants 
for knots and links, from the exactly solvable models. Sufficient condi­
tions for the existence of link polynomial are explicitly given. Chapter 
6 deals with its application to various models. It is shown that the 
N-state vertex model gives an infinite series of link polynomials. The 
Jones polynomial corresponds to the case of N =2. Further, the method 
is applied to the IRF models which are associated to affine Lie algebras 

A~~ 1 , B~l, C~) and n}.,!l_ The B,C,D models corresponding to the 

B}.,!l, c~) and n}.,!l algebras are related to the Kauffman polynomial. 
In chapter 7, a series of link polynomials constructed from the N -state 
vertex model is extended into those with two independent variables. The 
N = 2 case is a two variable link polynomial which was found by Freyd, 
Yetter, Hoste, Lickorish, Millett, Ocneanu, Przytycki and Traczyk. In 
chapter 8, braid-monoid algebra and graphical approach to the knot the­
ory are presented using the exactly solvable models. The last section is 
devoted to concluding remarks. 

§2. Yang-Baxter relation 

In the introduction, we have observed that a common feature of the 
exactly solvable models is the commutability of the transfer matrix. The 
Yang-Baxter relation, a sufficient condition for the commuting transfer 
matrices and then a sufficient condition for the solvability of the model, 
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appears in different forms and often with different names depending on 
physical situations. We shall describe it with explanation of models. 

2.1. Scattering matrix 

It is instructive to start the subject from an original usage of the 
Yang-Baxter relation. In 1967, Yang introduced it as a consistency con­
dition of the Bethe ansatz wavefunctions [18]. The following is a some­
what modern formulation [23,24, 25,26]. 

We consider n types of particles (particles with n internal degrees 
of freedom) which are described by generators R1 ( u1 ), R! ( u2), · · · , 
Rl(un)- The rapidity u is defined by 

(2.1) 
E = mcoshu, 

P = msinhu, 

where E and P are energy and momentum in unit c = 1. The elements 
of the algebra are all possible combinations of products of the form 

(2.2) 

We identify the product (2.2) as the N-particle scattering state. The 
products arranged in increasing ( decreasing) order of the rapidity u cor­
respond to the in-( out-) states. Then, we have the commutation relations 
for the generators R! ( u): 

(2.3) Rj(u1)R!(u2) = L SJf(u21)Rk(u2)R;(u1), u1 < u2. 
k,l 

Here the coefficient SJf(u 21) is the two-particle scattering matrix (S­
matrix, for short) describing the collision process from in-state (i,j) to 
out-state (k, l) and u21 = u2 - u1 is the rapidity difference (Fig.I). 

1 k 

X 
i j 

Fig. 1. Scattering matrix (S-matri.x) s;~(u) for the process 
(i,j) -+ (k, l). 
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The commutation relations (2.3) should be reconciled with the re­
quirements of algebraic associativity. That is, the result of pair com­
mutations in the products is independent of the sequence in which the 
pair commutations are performed. Consider the three particle in-state 

R!(u 1)RJ(u2)R](u 3) with u 1 < u2 < u3. This in-state can be reordered 
in two different ways into the out-state which is a linear combination of 
the form R!(u 3)R!(u 2)Rt(u 1). The result of two different reorderings 
(scatterings) should be same. 

q q 

r p 
p 

i 
i k 

j j 

Fig. 2. Yang-Baxter relation for the S-matrices (the fac­
torization equation). 

In equations, corresponding to left-hand side of Fig.2, we have 

Rt( u1 )Rj( u2)R! ( u3) 

= L sj3(u32)R!(u1)Ri(u3)Rh(u2) 
a/3 

(2.4a) = L sj3(u32)s;~(u31)R!(ua)Rt(u1)Rb(u2) 
a{3-y 

= L sj3(u32)s;~(ua1)S~,?(u21)R!(ua)R!(u2)R!(u1), 
a/3-y 

and, corresponding to right-hand side of Fig.2, we have 

Rt( u1 )Rj( U2 )R! ( U3) 

" ·13 t t t = L, si..,(u21)R13(u2)R-y(u1)Ri(u3) 
{3-y 

(2.4b) = L st~(u21)S~~(ua1)Rb(u2)Rl(ua)Rt(u1) 
a{3-y 

= L st~(u21)S~~(ua1)s;;(u32)R!(ua)R!(u2)R!(u1)-
af3.., 
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Equating two expressions in (2.4) and putting u = U32 and v = u21, we 
obtain 

a/3-y a/3-y 

This is the Yang-Baxter relation for the S-matrices. 
The Yang-Baxter relation (2.5) is common to completely integrable 

quantum systems which are characterized by the following properties: 
(1) The scattering is restricted by an infinite number of conserved 

quantities. In particular, the total number of particles, the total momen­
tum and the total energy are conserved. Due to the severe restrictions, 
only the rearrangement of the momenta of particles occurs during the 
collisions. 

(2) The process of N-particle scattering is reduced to a sequence of 
pair collisions and the N-paraticle S-matrix is written as a product of 
N(N - 1)/2 two-particle S-matrices. Because of this property, such an 
S-matrix is called factorized S-matrix and the relation (2.5) has a name, 
factorization equation. 

The properties (1) and (2) can be proved for completely integrable 
quantum systems such as the quantum nonlinear Schrodinger model by 
the quantum inverse scattering method [15,25). It is extremely interest­
ing to notice that the properties (1) and (2) are also common to classical 
soliton systems such as the Korteweg-de Vries equation [8). 

2.2. Vertex model 

For 2-dimensional statistical mechanics, we have two types of mod­
els, vertex model and IRF (Interaction Round a Face) model [20]. 

We shall introduce vertex models. Let us consider a two-dimensional 
square lattice. 

State variables are located on the edges. We associate the Boltz­
mann weight ( statistical weight) to each vertex configuration. The con­
figuration is defined by the state variables, say, i, j, k, l on the four 
edges joining together at the vertex (Fig.4). 

We denote the energy and the Boltzmann weight of vertex respec­
tively by t:(i,j,k,l) and w(i,j,k,l): 

(2.6) w(i,j, k, l) = exp[-t:(i,j, k, l)/kBT], 

where kB is the Boltzmann constant and T is the absolute temperature. 
As an example, we describe the 8-vertex model [27]. We set a definite 

direction, an arrow, to each edge of the lattice. Four edges come together 
at each lattice point, and so there are 16 distinct types of combinations 
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m -+--+---+--t-----+-

2 -t--+---+-+--+-

1 -+--+--+--+---!-

1 2 n 

Fig. 3. Square lattice (m rows and n columns). 

j 

Fig. 4. Vertex w(i,j, k, l), the Boltzmann weight of the 
vertex model. 

of arrows. We consider only those configurations of arrows where the 
number of in-( or out-) arrows at each lattice point is even. The eight 
allowed configurations are drawn in Fig.5. 

We assign energy Ej for type j configuration (j = 1,2, · · · ,8). We 
assume that the energy is invariant under simultaneous inversion of the 
directions of all the arrows: 

(2.7) 

This defines the 8-vertex model. With each arrangement of arrows on 
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++++++++ 
1 2 3 4 5 6 7 8 

Fig. 5. Configurations of 8-vertex model 

the whole lattice, we associate a total energy E: 

(2.8) 
8 

E = LniEj, 
j=l 

where nj is the number of type j vertices in the given configuration. 
The partition function ZN and the free energy per site f are given by 

(2.9) 

(2.10) 

ZN=~ exp(-,6E), ,6 = 1/ksT, 

f = -ksTN- 1 logZN (N--t oo). 

Here, N is the number of lattice sites and the summation is over all 
configurations of arrows. As an alternative definition, instead of arrows 
we may use state variable u with two values, say ± 1. The state + 1 
corresponds to the arrows going right or upwards, and the state -1 to 
the arrows going left or downwards. 

We now define (row-to-row) transfer matrbc. Consider a horizontal 
row of the lattice and the adjacent vertical edges. Let a = { a 1 , ···,an} 
be the state variables on the lower row of vertical edges, ,6 = {,61 , · · · , JJn} 
the state variables on the upper row and µ = {µ1 , · · ·, µn} on the hori­
zontal edges. 

The transfer matrix V whose matrix elements are Va,a is defined by 

(2.11) /J,l µ,,. 

With the transfer matrix, we can write the partition function as 

ZN= LL ... :z= v<P1<P2 V,t,2,Ps .•• v<t>-4>1 
(2.12) 4>1 4>2 4>-

= TrVm. 
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Fig. 6. Row-to-row transfer matrix V for the vertex model. 

where </>r denotes the state variables on row r. 
Let V' be another transfer matrix where the Boltzmann weight w is 

replaced by w'. From (2.11), we have 

(2.13) 

where 

(2.14) 

(VV')a,8 = L Va-y V~.8 
'Y 

n 

=LL II X(µi, Vilµi+l, Vi+1lo:i,,Bi), 
/J, V i=l 

X(µ, viµ', v'lo:,,8) = L w(µ, o:, µ', -y)w'(v, 'Y, v',,B). 
'Y 

We regard X(o:,,8) as the matrix with element X(µ, viµ', v'lo:,,B) in row 
(µ,v) and in column (µ',v'). Then, (2.13) can be written compactly as 

(2.15) 

Similarly, we define X' with w and w' interchanged in (2.14). And, we 
have 

(2.16) 

From (2.15) and (2.16), we see that V and V' commute if there exists a 
matrix M such that 

(2.17) X(o:,,B) = MX'(o:,,B)M- 1• 

The matrix M has rows labelled by (µ,v) and columns by (µ',v'). We 
write the elements as w"(v,µ,µ',v'). Multiplying M from the right and 
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using (2.14), we obtain 

L w(µ, a:,µ", 1 )w1 ( v, 1 , v 11, f3)w11 ( v 11, µ11, µ', v') 

(2.18) 
-yµ.'' 11" 

'""' II( II II) /( II I ) ( II I (3) = 6 w 11,µ,µ ,11 w µ ,a:,µ ,"Y w ll ,,, 11, . 
-yµ."v" 

This is the Yang-Baxter relation for the vertex models. We can regard 
w"(11, µ, µ11, v11) as a Boltzman weight for a vertex model with state vari­
ables 11, µ, µ11, 1111• Then, (2.18) has a graphical interpretation depicted 
in Fig.7. 

1/ )) v' 

µ µ' 
o{ 

Fig. 7. Yang-Baxter relation for the vertex models. 

The Boltzmann weight w(i,j, k, l) can be considered as the S-matrix 
element s;r In fact, Za.molodchikov found that the factorization equa­
tion for the Z4 model ( where the "charges" are conserved with modulo 
4) is the same as the Yang-Baxter relation for the 8-vertex model [28). 
When we identify 

( ,, ) s,,,,,, ( ) W µ,a:,µ ,1 = a-y U 1 

(2.19) w'(11,,, 1111,(3) = s;f (u + v), 

II( II II I ') s11"µ'< ) W ll ,µ ,µ,11 = µ"v' V 1 

the relation (2.18) becomes the factorization equation (2.5) for the S­
matrices from in-state (11,µ,a:) to out-state (µ1,111,(3). 

Let us recall the Yang-Baxter relation for a quantum system defined 
on a lattice: 

(2.20) R(µ, 11) · [L(µ) ® L(11)] = [L(11) ® L(µ)] · R(µ, 11), 
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where we have omitted the inessential label n for Ln- The matrix opera­
tor L(.\) is regarded as a matrix with two sets of indices: two "auxiliary" 
i and j, and two "quantum" a: and /3 , indices. We identify the matrix 
L and the Boltzmann weight w as 

(2.21a) 

(2.21b) 

[Li;(µ)]a,8 = Lia,j,8(µ} = w( a, i, /3, j}, 

[Li;(v)]a,8 = Lia,j,B(v) = w'(a, i,/3,j), 

And, similarly, we choose 

(2.21c} Rij,kz(µ,v) = w"(i,j,l,k}. 

With (2.21), we have from (2.20} that 

(2.22} 

L w"(i,j, q,p)w(a,p,-y, m)w'('Y, q,/3, n) 
pq-y 

= L w'(a, i,-y,p)w('Y,j,/3, q)w"(p, q, n, m). 
pq-y 

Rewriting the indices, we see that (2.22) is the same as (2.18). 

2.3. IRF model 

We shall introduce IRF (Interaction Round a Face) models [20]. 
State variables Ui are located on the lattice points (sites) of a square 
lattice. The Boltzmann weight is assigned to each unit face ( or plaque­
tte) depending on the state variable configuration round the face. By 
e( a, b, c, d), we denote the energy of a face with state variable configura­
tion {a, b, c, d). The corresponding Boltzmann weight is 

Fig. 8. Boltzmann weight w( a, b, c, d) of the IRF model. 

{2.23) w(a,b,c,d) = exp[-e(a,b,c,d)/kBT]. 
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0, 1 6!)_1 

Fig. 9. Row-to-row transfer matrix V for the IRF model. 

The IRF model is very general: most of the exactly solvable models 
are expressed in the form of IRF models. For instance, the Ising model 
is described [29] as 

1 
t(a, b, c, d) = - 2J 1 [(2a - 1)(2b - 1) + (2c - 1)(2d - l)] 

(2.24) 1 - 2J2[(2b - 1)(2c - 1) + (2d - 1)(2a - l)], 

a,b,c,d= 0,1 

and the 8-vertex model is described as 

(2.25) 

t(a,b,c,d) = -J(2a-1)(2c- l)- J'(2b-1)(2d -1) 

- J 4 (2a -1)(2b - 1)(2c - 1)(2d -1), 

a, b, c, d = 0, 1. 

Let N be the total number of sites. For the whole lattice, a Hamil­
tonian is a sum of a face energy over all faces of the lattice: 

(2.26) H = L t(ai,<Tj,<Tk,a1). 
all faces 

Then, in terms of the Boltzmann weights, the partition function ZN and 
the free energy per site f are given by 

(2.27) 

(2.28) 

0'1 O'N (i,j,k,1) 

Here, the product is over all faces. 
The row-to-row transfer matrix V for the IRF model has matrix 

elements (Fig.9) 
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n 

V.,..,., = IT w(uj, O"j+1, u.i+l• uj), 
j=l 

h -{ } '-{' '} d ' ' W ere O" - 0"1, ···,Un , O" - 0"1, •••,Un , O"n+l = 0"1, an O"n+l = 0"1. 

Similarly, we define V' with w replaced by w' 

n 

(2.30) v;.,., = II w'(uj,O"j+1,uj+1,uj). 
j=l 

The elements of the matrix VV' are 

(VV').,..,., = I:v.,..,.,,v;,,.,., 
u" 

(2.31) n 

=LIT X(uj,uJ,u.ilui+l,ui+l•u.i+I), 
u" j=l 

where u" = { u~', · · · , u~} and 

(2.32) X(a, b, cja', b', c') = w(a, a', b', b)w'(b, b', c', c). 

We regard X(a,cja',c') as the matrix with element X(a,b,cja',b',c') in 
row band column b'. Then, {2.31) can be written as 

(2.33) 
(VV')uu' = TrX(u1, u~ !u2, u;)X(u2, u;ja-3, u~) 

· · · X(un, u~lu1, u~). 

Similarly, we define X' with wand w' interchanged in {2.32). And, we 
have 

{2.34) 
(V'V)uu' = TrX'(u1, u~ ju2, u;)X'(u2, u;ja-3, u~) 

· · · X'(un, u~jui, uD. 

From (2.33) and (2.34), we see that V and V' commute if there exist 
matrices M(a,a') such that 

(2.35) X(a,a'lb, b') = M(a, a')X'(a, a'lb, b')M(b, b')- 1 • 

Multiplying M(b,b') from the right and writing the element (c,d) of 
M(a,a') as w"(c,a,d,a'), we get 
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Fig. 10. Yang-Baxter relation for the IRF models {the star­
triangle equation). 

L w(b, d, c, a)w'(a, c, f,g)w"(c, d, e, f) 
C 

= L w"(a, b, c,g)w'(b,d, e, c)w(c, e, f, g). 
C 

This is the Yang-Baxter relation for the IRF model (Fig.10). It is also 
called star-triangle equation (this naming originally comes from On­
sager's work on the Ising model). 

In order to solve the functional equation (2.36), we set 

(2.37) w = w(u), w' = w(u + v), w" = w(v). 

With the relabelling of state variables, the star-triangle equation (2.36) 
reads as 

L w(b, d,c, a; u)w(a,c, f,g; u + v)w(c,d, e,a; v) 

(2.38) 
C 

= L w(a, b, c,g; v)w(b, d, e,c; u + v)w(c,e, f,g; u). 
C 

In the theory of exactly solvable models in statistical mechanics, a 
trick common to the vertex and IRF models is to work with the Boltz­
mann weight instead of the energy. 

§3. Exactly solvable models 

3.1. 8-vertex and 6-vertex models 

For an illustration we give the Boltzmann weights of the 8-vertex 
model (27] and 6-vertex model (30,31]. In later discussions, we shall use 
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elliptic theta functions defined by 

(3.1) 00 

= 2p1/ 4 sin U IT (1 - 2p2n COS 2u + p4n)(l - p2n), 
n=l 

(3.2) 00 

= II (1 - 2p2n-l COS 2u + p4n~2)(1 - p2n), 
n=l 

where the parameter p is called nome of the elliptic functions [32]. In 
terms of the theta functions the Jacobi's elliptic function sn(u) is ex­
pressed as 

(3.3) sn(u k) = sn(u) = k- 1/ 2 81 ( u) 
' 84(u)' 

where the modulus k is related to p by 

(3.4) k = 4pl/2 rroo ( 1 + p2n )4. 
1 + p2n-l 

n=l 

The allowed configurations for the 8-vertex model are depicted in 
Fig.5. Let us denote the Boltzmann weights for the configurations as 

{3.5) 

a= exp(-£1/kBT) = exp(-£2/kBT), 

b = exp(-£3/kBT) = exp(-£4/kBT) 

c = exp(-£s/kBT) = exp(-€6/kBT) 

d = exp(-£7/kBT) = exp(-£a/kBT). 

The parametrization of the Boltzmann weights is [20]: 

(3.6) 

sn(A - u) 
a= sn(A) ' 

b= 1, 

sn(u) 
c = sn(A)' 

d = ksn(u)sn(A - u), 

where u is the spectral parameter and A is the crossing point. 



210 T. Deguchi, M. Wadati and Y. Akutsu 

For the 6-vertex model, the configurations of the state variables i,i ,k 
and l (Fig.4) around a vertex are restricted by the "ice rule"; i+i = k+l. 
The configurations 7 and 8 in Fig.5 are not allowed and therefore the 
Boltzmann weight d should be 0. Thus, the Boltzmann weights of the 
6-vertex model are obtained by taking a "critical limit" k = 0 (p = 0) in 
(3.6). 

3.2. Graphical representation of solvable IRF models 

We shall present a method to construct solvable IRF models 
[33,34,1]. The method is also useful in classification of solvable models. 
We denote by {li} state variables located on lattice sites and introduce 
an operator 

(3.7) 
(X;(u))1,p = 6(li,P1) · · · 6{l;-1,P;-i)w(l;, l;+1,Pi, l;-1; u) 

X 6(1;+1 ,Pi+1) · · · 6(ln,Pn), 

where l {l1,l2,···,ln}, p = {p1,P2,···,Pn}, n is the diagonal size 
of the lattice and 6(·,·) is the Kronecker's delta. The operator X;(u) 
is a constituent of the diagonal-to-diagonal transfer matrix [20]. From 
the Yang-Baxter relation (3.2), we can show that the operators {X;(u)} 
satisfy 

(3.8a) Ii - ii~ 2, 

(3.8b) X;(u)X;+1(u + v)X;(v) = X;+1 (v)X;(u + v)X;+ 1 (u). 

A class of solvable models satisfying (3.8) is constructed as follows. 
Let us introduce the Temperley-Lieb algebra. The defining relations for 
the generators {U;} are [35] 

(3.9a) 

(3.9b) 

(3.9c) 

U;Uj = UjUi, Ii - ii ~ 2 

U;U;±1U; = U;, 

Ul = q1f2ui. 

Using the Temperley-Lieb operators {U;}, we express the operator X;(u) 
as 

(3.10) 
sin(u) 

X;(u) =I+ . (.X )U;, 
Sln - U 

where q and A are related by 

(3.11) q=4cos 2 .X. 
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We assume that Ui takes the form 

Then, (3.9a) and (3.9b) are always satisfied and (3.9c) gives a set of 
linear equations (eigenvalue problem) for '¢(a)'s; 

(3.13) I: '¢(b) = q1121(a), 
b-a 

where the symbol b "' a means that b is admissible to a under the 
constraint imposed on the model. We refer to a class of solvable models 
with the Temperley-Lieb algebra structure as TL class. 

It is convenient to express the constraint on the IRF model by a 
graph. Each small circle of the graph represents a possible value of state 
variable and any pair of the circles is connected by a line if it is an 
allowed pair. For example, the restricted 8VSOS model defined by 

(3.14a) 

(3.14b) 

li = 1,2,· · · ,r -1 (r ~ 4), 

lli - l1 I = 1 for adjacent sites i and j, 

0--0--0- -- - -0--0 
(a) 1 2 3 r-l I" 

0--0-0-----0--0 

~ - --0--0--0--0--0- - -~ 
(b) -2 - I o 1 2.. 

==-~---0-0---0--0---0----~ 

Fig. 11. Graphical representation of IRF models. (a) the 
restricted 8VSOS model (A type), (b) the unre­
stricted 8VSOS model. 
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corresponds to Fig.ll(a) and the unrestricted 8VSOS model defined 
by 

(3.15a) 

(3.15b) 

li = 0, ±1, ±2, · · ·, ±oo, 

lli - lil = 1 for adjacent sites i and j, 

corresponds to Fig.ll(b). Number attached to the circle stands for the 
value of state variable, and often will not be written explicitly. 

It is interesting to identify [36] the graphical representation with the 
Dynkin diagram which appears in the Cartan's classification of semi­
simple Lie algebras [37,38). In this sense, we may say that the restricted 
8VSOS model is A type. However, we need not restrict the graphs to 
the Dynkin diagrams. For any graph in any dimensional space, we can 
construct the Temperley-Lieb operators {Ui} by solving the eigenvalue 
problem (3.13) and using the eigenfunctions tf;(l) in (3.12). 

(a) 

(b} 

(c} 

(d) 

0--0--0----0--- ---+ 

Q-o = ~ 
= (e) ~ 0----0--0----0 

0-0--0----~ 

(f) ·-oo· G-o----< +- -+ 

c=:----=::::g 4-• --+ 

----o< +-- -+ 

r----o-c( 
; + i + 

Fig. 12. Graph-state models. (a) half-infinite 8VSOS, 
(b) hard hexagon model, ( c) D type model, 
(d) special S2-generalization (D<1l type), 
(e) periodic 8VSOS model (A<1> type), 
(f) a two-dimensional square lattice. 

The Boltzmann weights of the resulting solvable model which we 
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call graph-state IRF model are given by 

sin(u) ('¢{a)t/J(c)) 112 

{3.16) w(a,b,c,d;u)=Dac+8bdsin(.X-u) t/J(b)t/J(d) 

Examples of the graph-state IRF models are shown in Fig.12. 
Depending on the function of parametrization, all the known solu­

tions to the Yang-Baxter relation (3.2) are classified into three cases: 
{1) elliptic, {2) trigonometric or hyperbolic, {3) rational. Any model in 
case {1) (resp. case {2)) at criticality corresponds to a model in case {2) 
{resp. case (3)). Some models in TL class can be extended into non­
critical ones where the Boltzmann weights are parametrized in terms of 
the elliptic theta functions. All the models shown in Figs.11 and 12 ( ex­
cept Fig.12{f)) are such examples. For the unrestricted 8VSOS model, 
we have 

{3.17) 

and 

(3.18a) 

{3.18b) 

{3.18c) 

{3.18d) 

w(l,l + 1,1,l- l;u) = w(l,l-1,l,l + l;u) 

w(l + 1,l,l-1,l;u) = w(l -1,l,l + 1,l;u) 

= ± (t/J(l - 1)'¢(1 + 1))112 81(u) 
t/J(l) 81 {.X), 

81((1 + 1).X + Wo - u) 
w(l,l+l,l,l+l;u)= 81((l+l).X+wo) , 

81(1A + wo + u) 
w(l+l,l,l-1,l;u) = 01(l.X+wo) , 

where .X and w0 are arbitrary constants. The Boltzmann weights of the 
r - I-state restricted 8VSOS model are obtained by setting 

{3.19) Wo = 0, .X= 1r/r, 



214 T. Deguchi, M. Wadati and Y. Akutsu 

in (3.17) and (3.18). The r-state periodic 8VSOS model (Fig.12(e)), 
whose state variable li takes li = O, 1, · · ·, r -1 (modulo r), is obtained 
by setting 

(3.20) A= 21r/r, 

and replacing 01(u) in (3.17) and (3.18c,d) by 04(u). The replacement 
01 (u) -+ 04 (u), which corresponds to the shift of the parameter wo in 
complex plane, assures the real-valuedness of the Boltzmann weights. 

It is amusing to observe that the parametrization of the unrestricted 
8VSOS model, even at off-criticality, plays the role of "plane wave" 
solution to the star-triangle equation. In this view, the crossing point A 
corresponds to the wave number. Then, the discretization (quantization) 
of A in the case of the restricted/periodic 8VSOS model is naturally 
explained as discrete wave number of one-dimensionl wave in a box of size 
r. Also, arbitrariness of the parameter w0 in the unrestricted/periodic 
BVSOS model is interpreted as the translational invariance of the graph. 

3.3. A, B, C, D models 

We shall discuss a generalization of the 6-vertex model and introduce 
A,B,C,D vertex and IRF models. 

As shown in chapter 2, the Boltzmann weights of a solvable vertex 
model can be interpreted as matrix elements of the factorized S-matrix. 
The state variables of the vertex model are translated into the quantum 
numbers (internal degrees of freedom) of scattering particles. For exam­
ple, we can interpret the Boltzmann weights of the 6-vertex model as 
scattering amplitudes of relativistic particles. The state variables ±1/2 
of the 6-vertex model correspond to the "charges". That is, there are 
two kinds of particles; particle with charge 1/2 and the antiparticle with 
charge -1/2. We generalize the 6-vertex model by introducing more 
than two kinds of particles, and by assuming the state variables to be 
vectors. 

$ 

Fig. 13. Weight diagram of SU(3). 
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Let us consider scattering of particles with SU(3) symmetry. There 
are three kinds of particles, say u,d,s quarks. In the scattering process 
we assume the conservation of "charge": For instance, when u and d 
quarks go into interaction, u and d quarks come out after the scattering. 
Because of this property matrix elements which involve three particles 
such as s;t: are zero. The vertex model with the SU(m) symmetry has 
been studied [39,40]. The Boltzmann weights are given as 

(3.21) 
"k S}1 (u) = p(u){8i1Djk+ 

+ f(u)(ewe(k,l)8il8ik + DikDj1)(l - Dkt)}. 

Here indices i, j, k, l take integer-values from 1 tom, and functions p(u) 
and f ( u) are defined by 

(3.22a) ( ) sinh(w- u) 
p u = 

sinh(w) ' 

(3.22b) f(u) = sinh(u) 
sinh(w - u)' 

and the symbol 1:(k, l) is a sign factor 

(3.23) 1:(k,l)= ' { 
-1 if k < l; 
1, if k > l . 

More generally, we may associate vertex models [41] to affine Lie 
algebras [38]. Similarly, IRF models related to affine Lie algebras are 
obtained [42,43]. We shall define the unrestricted IRF models related to 
the fundamental representations of affine Lie algebras. The model corre-

sponding to algebra A~~ 1 (B~l, c!,!l, D~)) is called A~~ 1 (B~l, c~l, 
D~)) model or Am-1 (Bm, Cm, Dm) model or simply A (B,C,D) model. 
The state variables take vector values in the weight space ( "weight" is 
the terminology in Lie algebra and nothing to do with the Boltzmann - -weight). The Boltzmann weight w (ct, b , """t, d ; u) is assigned to the ----configuration { a , b c , d} round the face as Fig.8. There are con-
straints on nearest neighbouring pair of state variables. Let :E be a given 

set of the weight vectors. For a configuration {ct, b, """t, d} with fixed - -d , we assume that ct, b and """t take weight vectors which satisfy the 
following condition: 

(3.24) -------­c-d,a-d,b-c,b-aE:E 
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The state variable -0: is said to be allowable or admissible to d when 
-----+ ---+ ---+ ---+ 
a - d E :E. We represent this relation as a "' d . When the con-

figuration { -0:, b, c', d} round a face does not satisfy the condition 
-----+ -----+ ---+ -----+ 

(3.24), we set the Boltzmann weight to be zero; w( a, b, c , d; u) = 0. 

Let us write down the Boltzmann weights for the A~~ 1 , B!.!l, C~) 

and D~) models. For the purpose, we introduce the orthonormal vectors 

{e\}: 

(3.25) 

where ( , ) is an inner product on the weight space. The set of weight 
vectors, :E, is given as follows; 

(3.26a) 
for A(i) 

m-1 

{- 1 (- __. ) __. 1 __. __. :E = e 1 - - e 1 + · · · + em , · · ·, em - -( e 1 + · · · + em}, 
m m 

(3.26b) 
for B( 1) 

m 

:E = {O, ± e\, · · ·, ± 7 m}, 
(3.26c,d) 
for c(l) and n( 1) 

m m 

:E={±e\,···,±e'm}-

We prepare notations: 

(3.27) --> --dµ = w( d + p , µ ), µ E :E, µ :/= 0, 
w 

do=--, 
2 

(3.28) dµv = dµ - dv, (dµ-v = dµ - d-v) 

--> 
where d is a weight vector, p a fixed vector ( the sum of all fundamental 
weights) and w a parameter in unrestricted models. The following is 
remarked: 

(3.29a) 
--> --> 

( d + µ )vi< = dvt< + w8µv - w8µ,., for A(l) B( 1) c(1) and D( 1) 
m-1, m, m m 

(3.29b) 
--> --> 

( d + µ )., = d., + w8µ.,, for B( 1) c( 1) and n( 1) 
m, m m · 
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The Boltzmann weights of the A~~ 1 model are given by 

(3.30) 

( --> __. --> __. --> __. --> 81(w - u) 
w d + µ ' d + 2 µ ' d + µ ' d ; u) = 81 ( w) ' 

--> --> --> __. --> --> __. --> 81(dµv + u) 
w(d+µ,d+µ+11,d+µ,d;u)= 81(dµv), 

--------w( d + µ, d + µ + 11, d + 11, d; u) 

where µ, ,J E ~ and µ -/-,J. The Boltzmann weights of the B~ >, 
c!,!> and D~> models are given by 

(3.31) - -- -- -- ) w( d + µ , d + 2 µ , d + µ , d ; u 

= 
81(A-u)81(w -u) 

81 (A)81 (w) 
for µ-/- 0 , 

--------w( d + µ, d + µ + 11 , d + µ, d; u) 

_ 81(A - u)81(dµv + u) 
- 81(A)81(dµ.,) 

forµ-/-± ,J, 

----w( d, d, d, d; u) 

_ 81(.X+u)81(2.X-u) _ 81(u)81(.X-u)J 
- 81(.X)81(2.X) 81(.X)81(2A) do, 
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where µ, ,J E :E and 

(3.32a) 

(3.32b) 

(3.33) 

s(d,..+w) IT 
9dµ = u (d ) 

S µ 1<:;c±µ,O 

for µ =I-0 , 

9d0 = 1, 

01(d,..,. + w) 
01(d,..,.) 

~ 01(d,. + i - 2).) 
Jdo = L.., 0 (d + !!>.) 9d1<· 

1t:;cO l ,. 2 

The sign factor u, the crossing point ). and the function s(z) are the 

· following; u = 1, ). = mw/2 and s(z) = 1 for the A~~ 1 model, u = 1, 

). = (2m - l)w/2 and s(z) = 01(z) for the B}.!lmodel, u = -1 and).= 

(m+ l)w and s(z) = 01 (2z) for the c!,!l model and u = 1, ..X = (m-l)w 

and s(z) = 1 for the D~) model. By using the addition theorem of 
the elliptic theta function, we can prove that the Boltzmann weights of 
those models indeed satisfy the Yang-Baxter relation. 

§4. Knot theory 

We shall summarize some basic knowledge of knot theory which is 
familiar in mathematics but seems to be new in physics. 

4. 1. Knots and links 

Let us call a one-dimensional object string. We consider a config­
uration of strings in three-dimensional space. A knot is a closed string 
which does not cross with itself. 

0 
(a) (b) (c) 

Fig. 14. Knots. (a) trivial knot, (b) trefoil (or clover-leaf) 
knot, ( c) figure eight knot. 

In Fig.14, knot (a) describes the simplest knot (a trivial knot). Knot 
(b) and knot (c) are named respectively as a trefoH(or clover-leaf) knot 
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(a) (b) 

Fig. 15. Links. (a) a link consisting of trivial and trefoil 
knots, (b) the Borromean rings. 

and a figure eight knot because of their shapes. An assembly of knots 
is called link. Two examples are shown in Fig.15. It is amusing to see 
that link (b), known as the Borromean rings, exhibits a triadic relation: 
any two of three strings are unlinked but it is itself linked. 

Classification of knots and links is one of the most fundamental ques­
tions in topology [44,45,46,47]. The problem is to determine rigorously 
whether two knots ( or links) are different or not. When two knots ( or 
links) are transformed each other by continuous deformations without 
tearing the string(s), we say that they are topologically equivalent or am­
bient isotopic. It is not difficult to observe (Fig.16) that trefoil knot (a) 
is topologically equivalent to knot (b). 

However, it took more than 80 years to find that two knots (a) and 
(b) in Fig.17 are equivalent. In 1890, C.N. Little presented a classifica­
tion table where they were different. Around 1974, K.A. Perko found 
their equivalence [48]. 

4.2. Braid group and link polynomial 

To classify knots and links in a systematic way, it is necessary to find 
out topological invariant, that is, a quantity which does not change under 
continuous deformations of strings. When the invariant is expressed in 
a form of polynomial with some variable, it is called link polynomial. 

We introduce braid and braid group to describe knots and links. 
Prepare two horizontal bars and choose n base points on each of them. 
Braid is formed when n points on the upper bar are connected to n 
points on the lower bar by n strings (Fig.18). 

Trivial n-braid is a configuration where no intersection between the 
strings is present (Fig.19). 

An operation of making an intersection, where i-th string ( a string 
from the i-th point on the upper bar) passes over i + 1-th string (a string 
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& m 
(a) (b) 

t t 

~ cO l i 
c:::) 

.~ cg 
Fig. 16. Trefoil knot (a) is equivalent to knot (b) since they 

are deformed into each other without tearing the 
string. 

(a) (b) 

Fig. 17. Two knots (a) and (b) are equivalent. 

from the i+l-th point on the upper bar) is denoted by bi, i = 1,2,· · ·,n-1. 
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2 n-1 n 

2 n-1 n 

Fig. 18. A general n-braid. 

2 3 ...... n 

2 3 ...... n 

Fig. 19. Trivial n-braid. 

Inverse operation of b; is denoted by b;1 (Fig.20). 

We have two remarks on the braid operation. First, in the opera­
tions b; and b;1 , other strings except i-th and i + 1-th strings are fixed. 
Second,it is not string but base point that is numbered. 

A union (product) of two braid operations, say b1 and b21 , is written 
as b1 b21 (Fig.21 ). 

A general n-braid is constructed from the trivial n-braid by succes­
sive applications of operators b; and their inverses b;1 . The operators 
{b;; i = 1, 2, · · · , n - 1} define a group, the braid group, which is denoted 
by Bn. By regarding the trivial n-braid as the identity operation in Bn, 
we can identify any element in Bn as an n-braid. However, expression 
of a braid in terms of the braid group elements is not unique. Topo­
logical equivalence between seemingly different expressions of a braid is 
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2 i-1 i i+1 i+2 n 

(a) X/ b; 

2 i-1 i+1 i+2 n 

2 i-1 i i+1 i+2 n 

(b) 

X 
2 i-1 i i+1 i+2 n 

Fig. 20. (a) Braid operation b;, (b) inverse operation b-;1 • 

The strings except i and i + 1 strings are fixed. 

1 2 3 

1 2 3 

guaranteed by the following relations (Fig.22); 

( 4.la) 

(4.lb) 

bibj = b;bi, li-jl~2, 

This is the defining relation of the braid group by Artin [49]. 
Under the relation ( 4.1 ), each topologically equivalent class of braids 
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i i+1 j j +1 i i+1 j j +1 

(a) n w = ~ n 
i i+1 j j +1 i i+1 j j +1 

i i+1 i+2 i i+ 1 i+2 

R\ ?'Q (b) >< = 

r 
i i+1 i+2 i i+1 i+2 

Fig. 22. Braid group. The defining relations ( 4.la} and 
(4.lb) are illustrated. 

is identified with an element in Bn. Therefore, any n-braid is expressed 
as a word on Bn {eg. b1b2b3b21b1 on B4). 

Given a braid, we may form a link by tying opposite ends. 

(a) 

(b) 

Fig. 23. (a) A closed braid b13 is a trefoil knot, (b} a 
closed braid b1b2 b1 is a link consisting of two triv­
ial knots. 
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Rigorously speaking, a closed braid represents an oriented link ( we 
shall explain oriented links in §4.3). Conversely, according to Alexan­
der's theorem [50], any oriented link is represented by a closed braid. 
This fact gives the braid group a fundamental role in the knot theory. 
However, the representation of a link as a closed braid is highly non­
unique. This difficulty was solved by A.A. Markov [51]. 

1 . . . n 1 · · · n 

I 

1 · · · n 1 n n+l 

II: 

n 1 n n+l 

Fig. 24. Markov moves; type I and type II. 

The equivalent braids expressing the same link are mutually trans­
formed by successive applications of two types of operations, type I and 
type II Markov moves (Fig.24); 

(4.2a) 

(4.2b) 

I. 

II. 

AB--+ BA 

A--+ Ab± 1 
n 

(A,B E Bn) 

(A E Bn,b":;1 E Bn+1). 

Hence, we can construct a link polynomial, a topological invariant for 
knots and links, in the following scheme. We first make a representation 
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of the braid group Bn and then construct a Markov move invariant 
defined on the representation. We use Bn both for the group and the 
representation. 

Let us denote the representation of b; by G; and a link polynomial 
by a(·). The link polynomial a(·) must satisfy the conditions: 

(4.3a) 
I. 

(4.3b) 
IL 

a(AB) = a(BA) (A,B E Bn) 

a(AGn) = a(AG;;-1 ) = a(A) 

This quantity is obtained if we can find a linear functional </J( ·) called 
the Markov trace which have the following properties (the Markov prop­
erties): 

(4.4a) I. </J(AB) = </J(BA), (A,B E Bn) 

(4.4b) II. </J(AGn) = r</J(A) 

</J(AG;;-1) = r</J(A), 

where the parameters r and f are given by 

(4.5) 
r = <jJ(Gi), 

r=<jJ(G-; 1 ), for any i. 

In terms of the Markov trace </J( · ), the link polynomial a(·) is expressed 
as 

(4.6) 

Here e(A) is the exponent sum of b;'s appearing in the braid A. For 
instance, if A= b~b21bf , then e(A) = 2 - 1 + 3 = 4. 

We prove that the link polynomial o:( ·) defined by ( 4.6) satisfies 
(4.3). The property (4.3a) directly follows from (4.4a). The property 
( 4.3b) is verfied as follows: 

(4.7) 

o:(AGn) = (rr)-(n+1-1)/2(!t(AGn)/2</J(AGn) 
r 

= ( rr)-(n+l-1)/2( ! t<A)/2+1/2refJ(A) 
r 

= (rr)-(n-l)/2(! t<A)/2</J(A) = o:(A). 
r 
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In the above, (4.4b) and e(AGn) = 1 +e(A) was used. We pay attention 
to the meaning of ( 4.3b ). The type II Markov move invariance ( 4.3b) 
is a relation between an n + 1 - braid and an n - braid. Although the 
multiplication AGn is made under the natural inclusion Bn C Bn+l, we 
still regard A as an n - braid, not as an n + 1 - braid. 

4.3. Reidemeister moves 

Some other concepts in knot theory will be added. First, we define 
orientation of knots and links. A knot is oriented if it has a direction 
along the string. Mathematically speaking, an oriented knot is an em­
bedding 8 1 --. R3 ( or 8 3 ) with oriented 8 1 • Similarly, an oriented link 
is defined as an embedding 8 1 U 8 1 U · · · U 8 1 --. R3 ( or 8 3 ) with 
oriented 8 1 U 8 1 U · · · U 8 1 . 

Second, we shall explain link diagrams and the Reidemeister moves 
[52,46,47]. A link diagram is a projection of a link onto a plane. It 
does not have multiple points but double points. Over-crossing line is 
discriminated from under-crossing line at the intersection point. There 
are three types of the Reidemeister moves as shown in Fig.25. 

IT X ~ 

Fig. 25. Reidemeister moves I, II and III. 

Each move induces local changes in the link diagram. It is known 
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that link diagrams expressing ambient isotopic links are transformed into 
each other by a finite sequence of the Reidemeister moves. For oriented 
links, the Reidemeister moves with orientations should be used. 

Third, we introduce the writhe of oriented link diagrams. Crossings 
in the link diagram are classified into two types. We associate a sign 
E( C) to each type of crossing C. 

X X 
£= -1 

Fig. 26. Sign t:( C) of crossing C. 

Let L be a link diagram for a link L. The writhe w(L) of the 

link diagram L is defined as a sum of signs for all crossings of the link 
diagram: 

( 4.8) w(L) = I>(c). 
C 

The writhe is invariant under the Riedemeister moves II and III, but 
changed by the Reidemeister move I. Link diagrams are said to be reg­
ularly isotopic if and only if they are transformed each other by a finite 
sequence of the Reidemeister moves II and III. Thus, the writhe is a 
regular isotopy invariant. It is important to realize that the exponent 
sum of a closed braid is equivalent to the writhe of the link diagram: 

(4.9) e(A) = -w(L). 

Here, L is the link diagram which is equivalent to the closed braid of the 
braid A. 

4.4. Link polynomials, von Neumann algebra and crit­
ical statistical systems 

As a prelude to the next section where the knot theory is connected 
with the theory of exactly solvable models in statistical mechanics, we 
review some earlier developments which lead us to a new formulation of 
link polynomials. 

In 1928, Alexander first invented link polynomial which we now call 
Alexander polynomial [53]. In 1985, an ingeneous work by Jones [54] cre­
ated a sensation among mathematicians. A new link polynomial (Jones 
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polynomial) was found after an interval of nearly 60 years. The Jones 
polynomial detects mirror images (for instance, Fig.14(b) and Fig.16(a)) 
which the Alexander polynomial fails to do. Another reason for the sur­
prise was his usage of von Neumann algebra which seemed a completely 
different branch of mathematics from topology. 

In the operator algebra theory an important object is a factor which 
means the von Neumann algebra having only trivial center. The factor 
has been classified into three types, I, II and III, according to the prop­
erties of the traces [55]. Among the type II factors, type II 1 factor is 
characterized by having a unique normalized trace. 

In his study of II1 factors, Jones introduced an algebra Ap,n where 
generators {1, e1, e2, ···,en} satisfy the following relations: 

( 4.10a) 

(4.10b) 

(4.10c) 

(4.10d) 

e'l = ei, 
2 ei = ei, 

eie; = e;ei, Ii - j I ~ 2, 

eiei±1ei = p- 1ei. 

The algebra (4.10) was obtained through the successive extensions of the 
II1 factor by its subfactor. The integer n is the number of extensions 
and the parameter p is the index for subfactors of the II 1 factors. Due 
to the requirement that there should exist a faithful positive trace with 
the Markov properties in the inductive limit n -+ oo , the possible values 
of the index for subfactors of hyperfine II 1 factors (II 1 factors generated 
by ascending sequences of finite dimensional factors) are limited to the 
following discrete and continuous spectra: 

(4.11) p- 1 = 4cos 2 (1r/k), 

or p- 1 ~ 4. 

k = 3,4,···, 

The algebra Ap,n is utilized to have a representation (Hecke repre­
sentation) of the braid group. Let us introduce a parameter t by 

( 4.12) p- 1 = 2 + c 1 + t, 

and a generator Gi by 

(4.13) ( ei E Ap,n-1 ). 

Then the Hecke algebra H(t,n) is generated by Gi. That is, the gener­
ators satisfy both the defining relation ( 4.1) of the braid group and the 
following quadratic relation: 

(4.14) G~ = (t- l)Gi +t. 
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Now we notice that if we set ei = p- 1!2 fji and p = q, the gen­

erators {Uj} satisfy the Temperley-Lieb algebra (3.9) [56,57,58]. The 
Temperley-Lieb algebra was introduced in the construction of the trans­
fer matrices of the two-dimensional critical statistical systems such as 
the ferroelectric models (6-vertex models) and the self-dual Potts mod­
els which are exactly solvable [59]. In the case of the restricted 8VSOS 
model (cf.(3.14)) at the critical point, the generators {Ui} defined by 
(3. 7) satisfy the Temperley-Lieb algebra with 

( 4.15) q = 4cos2 (1r/r). 

Thus, various important subjects in physics (i.e. exactly solvable 
models, critical phenomena in two dimensions) and mathematics (i.e. 
von Neuman algebra, knot theory) are intimately related. 

§5. Exactly solvable models and knot theory 

In this chapter we present a general theory developed by the authors 
to construct link polynomials from exactly solvable models in statistical 
mechanics. The scheme is the following: First, we make a representation 
of the braid group from the Boltzmann weights of a solvable model. 
Second, by using the crossing multipliers of the model we introduce the 
Markov trace on the braid group representation. Then, we obtain a link 
polynomial from ( 4.6). 

5.1. Basic relations 

The Boltzmann weights of the exactly solvable models, Sj~ ( u) for 
the vertex model and w( a, b, c, d; u) for the IRF model, satisfy several 
relations in addition to the Yang-Baxter relation. We introduce the 
following basic relations [1,2]. 
1) standard initial condition: 

(5.la) 

(5.lb) 

There can be index-independent constant factors in the r.h.s.'s of (5.1), 
since the Yang-Baxter relation is invariant under overall normalization 
of the Boltzmann weights. 
2) inversion relation (unitarity condition): 

(5.2a) 
rn,p 
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(5.2b} L w( e, c, d, a; u )w(b, c, e, a; -u) = p( u )p( -u )obtl, 
e 

where p( u) is a model-dependent function. 
3} second inversion relation (second unitarity condition}: 

(5.3a} 

L s;'F(>, - u)s:;(>i. + u) · r(p)r(m)/r(k}r(j) = p(u)p(-u)oi;Dkt, 
m,p 

(5.3b} 
t/J( e )t/J( b) L w(c, e, a, b; >i. - u)w(a, e, c, d; .X + u) t/J(a}tf;(c) = p(u)p(-u)obd· 

e 

We call A crossing point and r(i) and t/J(a) crossing multipliers [33,60,61]. 
4) crossing symmetry; 

(5.4a} s;~(u) = st;(>i. - u). {r(i)r(l}/r(j)r(k)} 112 , 

(5.4b} 

( b d. ) - (b d . ' - )[t/J(a}tf;(c)]1/2 w a, ,c, ,u -w ,c, ,a,.,.. u t/J(b)t/J(d} . 

Here, we have introduced the notation ] = - j etc. for "charge conjuga­
tion". 

The crossing multiplier satisfies 

(5.4c} - 1 
r(j) = r(j). 

The definition (5.4a} of the crossing symmetry is slightly different from 
the one in §2.1 and (6.7). 
5) reflection symmetry 

(5.5a} 

(5.5b} 

"k l. 
s;t(u) = SkHu), 
w(a, b, c, d; u) = w(c, b, a, d; u). 

6) charge (or spin) conservation condition 

(5.6) "k s;t(u) = o, unless i + j = k + l. 
For IRF models, this condition corresponds to the single-valuedness of 
the state variables around a face. 

The inversion relation can be derived from the Yang-Baxter rela­
tion and the standard initial condition [61]. We can prove the second 
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(a) 

(b) 

= 

= 

"i I 

[ r(i)r(l) ]1/2 ~ 
r(j)r(k) ~-

C 

a 

= [?j;(a)?j;(c)]1/2 

?j;(d)?j;(b) 

j k 

b 

Fig. 27. (a) The crossing symmetry for vertex models. 
(b) The crossing symmetry for IRF models. 

inversion relation from the crossing symmetry and the inversion rela­
tion. Without going into details, we mention that the free energy of 
two dimensional solvable lattice system can be calculated by using these 
relations and analyticity [21]. 

We have defined the crossing multipliers, r(i) and ?j;(a), and the 
crossing point >. by the second inversion relation and the crossing sym­
metry. These quantities will be important in the general theory. We 
note that there are models without the crossing symmetry. For exam­
ple, Am-l vertex model (m 2: 3) does not contain antiparticles and then 
the crossing symmetry does not exist [61]. We also note that the reflec­
tion symmetry can be broken by a symmetry breaking transformation 
[62] without affecting other properties. 
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The above relations have physical meaning. In terms of the S­
matrices, the standard initial condition means that no scattering occurs 
when the relative velocity of two particles, equivalently the rapidity dif­
ference, vanishes. The inversion relation is nothing but the unitarity 
condition for the S-matrices. The S-matrices with the crossing sym­
metry is interpreted as scattering amplitudes of relativistic particles. 
When we regard the variable i as the "charge" of a particle, z is consid­
ered as the charge of the antiparticle. The crossing symmetry implies 
that the s-channel scattering is transformed into the "crossing-channel" 
scattering. The crossing symmetry also implies that the S-matrices are 
invariant under the CPT transformation: 

(5.7) ik ki B;t(u) = Sl,(u). 

There is a relation between a vertex model and IRF model, which 
makes the theory transparent. By the Wu-Kadanoff-Wegner transfor­
mation, a configuration {a,b,c,d} of an IRF model is transformed into 
a configuration {i,j,k,l} of a vertex model [29,62,33). 

c-d C b-c 

d b 

a-d a b-a 

Fig. 28. Wu-Kadanoff-Wegner transformation. 

The vertex model thus obtained has the charge conservation prop­
erty. 

5.2. Yang-Baxter algebra and braid group representa­
tion 

The Yang-Baxter relation (see, Fig.2 or Fig.7) indicates invariance 
under displacement of one of three lines over an intersection of the other 
two lines. Interestingly, this scattering diagram looks similar to the 
graphical illustration Fig.22 of the braid group. If we can discriminate 
under-crossing from over-crossing at the intersection of the scattering 
diagram, we will be able to have the braid group representation. This 
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observation was an origin of the idea to construct braid group represen­
tations and link polynomials from the exactly solvable models. 

To push the above idea forward and make it concrete, we define 
Yang-Baxter operator 

(a) 

1 
I ¥ I · · · 

i-1 i i+l i+2 n 

(b) 
0 ,···~ ·--n 

Fig. 29. Yang-Baxter operator X;(u), (a) vertex model, (b) 
IRF model. 

for vertex models [58,60] by 

(5.8) Xi(u) = L s;pm(u)1(1) ® ... ® e~il ® e~11> ® 1(i+2) ... ® 1(n), 
k,l,m,p 

where J(i) means an identity matrix on i-th position, epk a matrix whose 
elements are (enk)ab = OpaOkb· For IRF models (33,63] we define Yang­
Baxter operator by 

(5.9) 

[X·(u)]Po···p,. = l • lo···l,. 

rr~=~ O(p;, l;) · w(li, li+l ,Pi, li-1; u) X 

X 11.i=i+l O(p;, l; ), 

when P;+1 ,.._, Pi, l;+1 rv l; for all j; 

0, otherwise. 

Here, a ,.._, b means that a is admissible to b and o(p, l) the Kronecker 
delta. Hereafter we assume that the suffices {lo,l1,···,ln} satisfy the 
relation: l;+1 ,.._, l; for all j. 

The Yang-Baxter operators {Xi(u)} satisfy the following relation 
( Yang-Baxter algebra)[20,60,61]: 

(5.10a) 

(5.10b) 

Xi(u)X;(v) = X;(v)Xi(u), Ii - ii ~ 2, 
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The relation (5.10a} is obvious from the definition ((5.8} and (5.9}}. 
The relation (5.10b} is the Yang-Baxter relation ((2.5} and (2.38}} in 
operator form. 

We notice that if we set u = u + v = v (5.10} reduces to (4.1). This 
means that we can obtain the braid group representation { Gi} from the 
Yang-Baxter operator. One of the possibilities that u = u + v = v is 
u = v = oo. In this way, it was found [58,60] that by the limit u--> oo 
(with a suitable normalization if necessary), we obtain a representation 
of the brai~ group from the Yang-Baxter operator Xi(u}: 

(5.lla} 

(5.llb} 

Gi = lim Xi(u)/p(u), i = 1,2,···,n, 
U->00 

a-;1 = lim Xi(-u)/p(-u), i = 1,2,···,n. 
U->00 

The limit u--> oo implies a certain direction in the complex u-plane. It 
is sometimes convenient to use "weight matrix", a1~!i for vertex models 
[58,60] and a( a, b, c, d; ±) for IRF models [33]: 

(5.12} 

(5.13} 

lim S}~(±u)/ p(±u) = a;t! 1-, 
U-+(X) ' 

lim w(a,b,c,d;±u)/p(±u) = a(a,b,c,d;±). 
U->00 

Then, the braid operator Gi is given for vertex models by 

(5.14a} G · = "°""' a(+) J(l) ® · · · ® e(i) ® e(i+l) ® J(i+ 2) ... ® J(n) 
i ~ pm,kl pk ml , 

k,l;rn,p 

and for IRF models by 

(5.14b) 

[Gi]:i_'_'_'f: = 8(po, lo}·· ·8(Pi-1, fi_i)a(h fi+1 ,Pi, li-1; +) X 

X 8(Pi+1, fi+l) · · · 8(Pn, ln)-

The existence of the limit u --> oo requires that the model should be crit­
ical; the Boltzmann weights are parametrized by hyperbolic or trigono­
metric functions. In the scattering theory, u --> oo corresponds to the 
high energy limit. That is, we may regard the matrix elements of the 
braid operator as the S-matrix elements of ultra relativistic particles 
[61]. There is another possibility for the condition u = u + v = v. That 
is u = v = 0. Due to the standard initial condition if we set u = 0 in 
Xi(u), we have 

(5.15} Xi(0) = In, 
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where In is the identity operator in the representation of Bn. From the 
inversion relation (5.2), we have 

(5.16) 

The formula (5.11) is applicable to any solvable model at criticality. 
Corresponding to an exactly solvable model, we obtain a representation 
of the braid group by using the formula (5.11). 

5.3. Construction of Markov trace 

We construct the Markov trace ¢( ·) on the representation of the 
braid group. With the Markov trace ¢( · ), ( 4.6) yields a link polynomial. 
We remark that the link polynomials thus obtained are invariants for 
oriented links. 

We first consider the vertex model (or the S-matrix). The matrix 
representation of the braid group Bn given in (5.14a) is defined on then­
tensor product of vector spaces, and the identity operation in the braid 
group is expressed as the tensor product of identity matrices. Having 
these in mind, we assume a trace¢(·) has a form [58,60]: 

(5.17a) </)(A)= Tr(H(n) A)/Tr(H(n)), 

where 

(5.17b) 

and h ( i) is a diagonal matrix whose elements are 

(5.17c) 

Here r(p) is the crossing multiplier of the model. We have normalized 
¢( ·) as ¢(I) = 1. The trace ¢( ·) becomes the Markov trace when the 
following conditions hold [60]: 

(5.18) (±) 
(J"pm,kl =f. O, only when p + m = k + l, 

(5.19) when p + m = k + l. 

(5.20a) L at!ter2 (l) = x(>.) (independent of k), 
l 

(5.20b) L at~ter2 (l) = x(>.) (independent of k), 
l 
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The condition (5.18) is the charge conservation (or spin conservation) 
condition [60,62]. 

Let us show that the conditions (5.18)-(5.20) are sufficient for¢(·) 
to be the Markov trace. For the Markov property I: 

(5.21) ¢(AB) = </)(BA}, for A,B E Bn, 

it is sufficient to have 

(5.22) [H(n), A] = 0, for A E Bn. 

Since any element of the braid group is expressed in the product of the 
generators, the relation (5.22) reduces to 

(5.23) for i = 1, 2, · · ·, n - 1. 

Because of the form of H(n) in (5.17b}, it is enough to prove (5.23) for 
n = 2: 

(5.24) 

where G is the matrix representation of B2, 

(5.25) 

Substituting (5.17c) and (5.25) into (5.24}, we have 

(5.26) r 2 (k)r 2 (l}u(+) = r 2 (p}r2 (m)u(+) 
pm,kl pm,kl> 

which holds due to (5.18} and (5.19}. Thus, the conditions (5.18} and 
(5.19) are sufficient for the Markov property I. 

In general, the state variables of vertex models take vector values 
p. For most of vertex models the crossing multipliers take exponential 
forms: 

(5.27) r(p) = exp q(p), 

where q(p) is a linear functional (or projection on some direction) of ff. 
The state variables k, l, m,p in (5.19} are considered as the components 
or the projections on some direction of the vectors k, l, m,p. Thus the 
condition (5.26} holds if the following is satisfied: 

(5.28) 'k +i=f +m. 
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Let us consider the Markov property II: 

(5.29a) <f,(AGn) = r · <f,(A), for A E Bn, AGn E Bn+1, 

(5.29b) ¢(AG; 1 ) = f · ¢(A), for A E Bn, AG; 1 E Bn+i, 

where 

(5.29c) r = <f,(Gi), f = ¢(G";1 ), i = 1, 2, · · ·, n. 

We shall calculate the l.h.s. of (5.29a). We introduce a quantity (recall 
that >. is the crossing point): 

(5.30) 

Then using (5.17b,c) we have 

(5.31) Tr(H(n)) = L r2{k1)r 2(k2) · · · r 2(kn) = {{(>.)}n. 
k1···k,. 

From (5.17) and (5.31) the l.h.s. of (5.29a) is 

(5.32) ¢(AG ) = Tr(H(n+l) AGn) = {{(>.)}-(n+l)Tr(H(n+l) AG ) 
n Tr(H(n+l)) n . 

We write the matrix elements of the representation of the braid group 
as 

(5.33) 
k1 ···k,. p1 ···p.., 

then we have 

(5.34) 

= L r 2 (k1) · · · r 2 (kn)[AJt:t [L uttk,.lr2(l)]. 
k1···k,. l 
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In the above the charge conservation condition has been used. Using 
(5.20a) in (5.34) we have 

Tr(H(n+l)AGn)=x(>.)· L r 2 (k1)···r 2 (kn)[A]!~:::!: 
(5.35) k1 ···k,. 

= x(>.)Tr(H(n) A). 

Thus the Markov property II holds with r = x(>.)/{(>.) because 

</>(AGn) = l{(>.)]-(n+l)Tr(H(n+l) AGn) 

(5.36} 
= x(>.) . !{(>.)]-nTr(H(n) A) 

{(>.) 

x(>.) 
= {(>.) . </>(A). 

In the same way, we can show from (5.20b} and (5.18} that (5.29b} holds 
with f = x(>.}/{(>.). Thus, the conditions {5.18) and (5.20} are sufficient 
for the Markov property II. To summarize, (5.18)-(5.20} are sufficient 
conditions for the trace <j,( ·} to be the Markov trace. 

We add a comment. ff, for a vertex model, the representation of 
the braid group satisfies the reflection symmetry, the trace defined by 
{5.17) satisfies the Markov property I. But the charge conservation con­
dition seems to be necessary for the Markov property II if the crossing 
multiplier is not trivial. 

It is amusing to explain graphically the matrix elements of the braid 
group representation and the Markov trace. A braid A is considered as 
orbits of particles going upward with time and interacting at intersec­
tions. To each part of the diagram of the braid A we assign one of the 
state values of the vertex model. The assigned value may change only 
at intersections. We specify weights of the braid representation at the 
intersections of the diagram. We denote the values of lower edges of A 
by P1 ... Pn and those of upper edges by q1, ... , qn. The edges of the 
diagram are referred to as external lines and other parts of the orbits as 
internal lines. Then, the matrix element of the representation of of the 
braid A is interpreted as the scattering amplitude (q1, ... , qnlP1, · · · ,Pn)· 

We consider a closed braid as closed orbits of the particles. The 
Markov trace is denoted by black circles on the upper part of the strings 
of the closed braid. 

We next consider the IRF model. We assume that a trace <j,( ·} has 
the form [33,63]: 

(5.37a} 
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Fig. 30. A configuration of the orbits of moving particles 
corresponding to the braid A. We take summa­
tions over possible values of internal lines. 

H : it i • ! !·····1 
1 ........ ~ ! ........... ~.1-t--· 1-· .....,! 

A 

' 

---+--··· ..... ..! 

Fig. 31. Markov trace (for vertex and IRF models). Cross­
ing multipliers are depicted by black circles. 
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(5.37b) 

Here 'If;( l) is the crossing multiplier and Tr(·) is the constrained trace 
defined by 

(5.37c) Tr(A) = 
l1 ···l,. 

lo:fixed 

We use the symbol I: for the summation under the constraint imposed 
on the model. We fix the state variable lo . In the unrestricted IRF 
models, it is easy to see that the trace (5.37c) does not depend on the 
fixed value lo [33]. From (5.37), we have [33] 

(5.38) 

We shall show that the following conditions are sufficient for </>( ·) 
defined by (5.37)-to be the Markov trace [33]: 

(5.39a) I>·(a,b,a,c;+)'f/>(b)/'I/J(a) = x(,.\) (independent of c,a), 
b~a 

(5.39b) L u(a, b, a, c; - )¢(b )/'lf;(a) = x(,.\) (independent of c, a), 
b~a 

(5.40) L 'lf;(b)/'lf;(a) = ~(,.\) (independent of a), 
b~a 

where the summations are over all values of b admissible to a and 'If;( a) 
is the crossing multiplier of the model. It is remarked that the condition 
(5.40) is not trivial. 

For the IRF models, the trace </>( ·) automatically satisfies the Markov 
property I. Let us observe it explicitly. In the same way as the vertex 
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models, we can show that the following relation is sufficient for ¢( ·) to 
satisfy the Markov property I: 

(5.41) [H<2>, G] = 0, 

where G is the representation of the braid generator of B 2 , and H( 2) 

is defined on the representation of B2 • Since the products H( 2)G and 
GH<2> are 

(5.42) 

we find that (5.41) holds without any additional condition. Thus, ¢(-) 
defined by (5.37) satisfies the Markov property I. 

In IRF models, the constraint of the model implies the charge con­
servation condition. This is an another reason why the Markov property 
I is automatically satisfied for the IRF models. 

Let us show that the conditions (5.39) and (5.40) are sufficient for 
the trace¢(·) to satisfy the Markov property II (5.29). Using (5.40) we 
have 

(5.43) 

Tr(H(n)) = L t/J(li). t/;(l2) ... t/;(ln) 
l, ···l,. t/J( lo) t/J( l1) 'I/J( ln-1) 
lo:fixed 

= [e(x)Jn. 

Then, the l.h.s. of (5.29a) is 

(5.44) 
<P(AG ) = Tr~H(n+l) AGn) 

n Tr(H(n+l)) 

= [((.X)]-(n+l)Tr(H(n+l) AGn)• 

We calculate Tr(H(n+l)AGn)- Using the expression (5.14b) and (5.39a) 
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we have 

(5.45) 

Tr(H(n+I) AG ) = """" [AG lf.o .. ·ln+l 'l/J(ln+d 
n L., n f.o .. ·ln+l 'l/J(lo) 

l1 ... £n+l 
lo:fixed 

"""" [A]lo ... f. (l (, 1 1 +)'l/J(ln+1) = L., lo ... f.:(J' n, n+l,<-n,<-n-li 'l/J(lo) 
f.1 ... f.n+l 
lo:fixed 

= x(-X)Tr(H<nl A). 

Thus we obtain the Markov property II with T = x(-X)/((.X) [33] 

¢(AGn) = [({,\)]-(n+l)Tr{H(n+l) AGn) 

{5.46) 
= x(>-) · [((>-)]-nTr{H(n) A) 

(( ,\) 

x(>-) 
= ({.X) . ¢(A). 

In the same way, we obtain (5.29b) with r = x(~)/((.X). Thus, the con­
ditions (5.39) and {5.40) are sufficient for the trace¢(·) defined by (5.37) 
to satisfy the Markov property II. To summarize, when the conditions 
(5.39) and (5.40) are satisfied the trace¢(·) is the Markov trace. 

The representation of the braid group and the Markov trace (5.37) 
can also be graphically explained. Let us consider a diagram of a braid 
A. 

In the diagram there are domains separated by strings. The state 
variables are specified on the domains. The identity operator In repre­
sents a configuration such that there are n+ 1 parallel domains. We refer 
to domains encircled by strings as internal domains and other domains 
as external domains. To the intersections of the strings, weight matrices 
of the braid group representation are assigned. A matrix element of the 
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Fig. 32. A configuration of domains on a plain. 

braid group representation can be considered as a sum of configurations 
over all possible internal domains. In this graphical representation, the 
Markov trace (5.37) is illustrated by putting the crossing multipliers on 
the upper part of the strings of the closed braid (Fig.31). 

Finally, we give a remark on the orientations of strings. Due to 
the reflection symmetry (5.6), the Markov trace for an oriented link is 
the same as that for a link whose orientations of strings are reversed. 
Orientations of links are detected by the writhe, equivalently by the 
exponent sum (cf.(4.9)) in (4.6). 

5.4. Extended Markov property 

The conditions (5.20) for the vertex models ((5.39) and (5.40) for 
the IRF models) are combined into a single relation which holds even 
with finite u [33,2]: 

(5.47a) 

L s;f(u)r 2 (l) = H(u; .\)p(u), ( independent of k), 
l 

(5.47b) 
1/J(b) L w(a, b, a, c; u) 1/J(a) = H(u; >.)p(u), 

b""a 

(independent of a, c). 

We call (5.47) the extended Markov property and H(u; >.) the charac­
teristic function. The r factors in the Markov property II are given 
by 

(5.48a) 

(5.48b) 

r = lim H( u; >.), 
1HOO H(O; >.) 

_ li H(-u; .\) 
T= m ----. 

U-+00 H(O; .\) 
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What is significant in this theory is that the extended Markov property 
( and the charge conservation condition for vertex models) is sufficient 
for the existence of the Markov trace. 

Furthermore, when the model has the crossing symmetry, the pro­
jection relation [63] 

(5.49) Xi(.X)Xi(u) = ,B(u)Xi(.X), 

is equivalent to the extended Markov property. The function ,8 ( u) is 
related [63] to the characteristic function H(u; .X) as ,B(u) = H(.X -
u; .X)p(.X - u). 

Before we proceed to the application of the theory, we consider a 
relation between unrestricted IRF model and vertex model. The Boltz­
mann weights of unrestricted IRF model contain an arbitrary parameter 
w0 • For example, the Boltzmann weights of the unrestricted 8VSOS 
model (3.18) have an arbitrary parameter w0 • In general, wo is a vector 
and we set 

(5.50) wo = woiio, 

where ii0 is a unit vector. It is known that, at the criticality an IRF 
model becomes equivalent to the corresponding vertex model in the limit 
w0 ----t ±ioo [33]. The Boltzmann weights and the crossing multipliers 
are transformed as [2,33] 

(5.51) 

(5.52) 

where 

(5.53) 

w(a,b,c,d;u)----t S}~(u), (wo-+ ±ioo) 

'1/J(b) 2(·) 
¢(a) ----tr J ' (wo ----t ±ioo) 

i=a-d~ 
J = b-a, 
k=b-c, 
l=c-i. 

Under this transformation, the Markov trace (5.37) for the IRF model 
reduces to the one in (5.17) for the vertex model in the limit w0 ----t ±ioo 
[33]. Therefore, when a vertex model is obtained from an IRF model by 
the Wu-Kadanoff-Wegner transformation and the limit w0 ----t ±ioo, both 
characteristic functions H(u; .X) have the same form with a replacement 
such as .X ----t i.X. 
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§6. New link polynomials 

In the previous two chapters we have given a general theory to con­
struct link polynomials from the exactly solvable models. We shall apply 
it to various solvable models and obtain new link polynomials. 

6.1. N-state vertex model 

The N-state vertex model [62] is a generalization of the 6-vertex 
model where state variables take 2 values. For N = 3, it is the 19-vertex 
model [64]. For general N, it has N(2N 2 + 1)/3 non-zero vertices. 

We write the Boltzmann weights of the N-state vertex model by 
{S}~(u)}. We define "spin" (or "charge") s by 

(6.1) N = 2s + 1. 

The state variables i,j, k and l of the Boltzmann weights Sj~(u) take 
the following values: 

(6.2) i, j, k, l = -s, -s + 1, · · ·, s - 1, s. 

In this way we may regard the Boltzmann weights of the N-state vertex 
model as the S-matrices of two spin-s particles. The model satisfies the 
charge ( or spin) conservation condition : 

(6.3) "k S}t(u) = o unless i + j = k + l. 

In addition, the model has the properties: 
1) standard initial condition 

(6.4) 

2) unitarity condition 

(6.5) 
p,q 

3) CPT invariances 

Sik( ) s-i-k( ) 
jl u = -j-l u ' C-invariance, 

P-invariance, 

T-invariance. 

(6.6) 

4) crossing symmetry 

(6.7) 

"l = Sfk(u), 
ki = slj (u), 

S ik( ) 8-k-i(, ) 
jl u = jl /\ - u ' 
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with the crossing point .\. We note that the crossing multiplier for the 
N-state vertex model is equal to 1. 

Explicit parametrizations of the Boltzmann weights for N =2,3,4 
cases are given in below ( Only a part of the Boltzmann weights are shown 
since all other non-zero weights are obtained by the crossing symmetry 
and the CPT invariances). For general N, we have the recursive formula 
[62] for the Boltzmann weights and the algebraic construction [14,61] for 
the Yang-Baxter operator. 

1) N = 2 (s = 1/2) case (the 6-vertex model) 

(6.8) 
81;21;2( ) _ sinh(.\ - u) 

1;21;2 u - sinh .\ , 

1/2-1/2( ) 8 -1/2 1/2 U = 1. 

2) N = 3 (s = 1) case (the 19-vertex model) 

8 11( ) = sinh(.\ - u) sinh(2.\ - u) 
11 u sinh .\ sinh 2.\ ' 

8~1f (u) = 1, 

(6.9) 
811(u) = sinhusinh(.\ - u) 

0 0 sinh .\ sinh 2.\ ' 

810 ( ) _ sinh(.\ - u) 
o1 u - sinh.\ , 

800 ( ) _ sinh.\sinh2.\ - sinhusinh(.\ - u) 
0 0 u - sinh .\ sinh 2.\ · 
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3) N = 4 (s=3/2) case (the 44-vertex model) 

( 6.10) 

8 3;2 3/2 ( u) = sinh(>. - u) sinh(2>. - u) sinh(3>. - u) 
3/23/2 sinh>.sinh2>.sinh3>. ' 

83/2-3/2( ) 
-3/23/2 u =l, 

8 3/2 3/2 ( u) = sinh u sinh(>. - u) sinh(2>. - u) 
1/21/2 sinh >. sinh 2>. sinh 3>. ' 

83/2 1/2 ( u) = sinh(>. - u) sinh(2>. - u) 
112 3/ 2 sinh >. sinh 2>. ' 

83/2 -1/2( ) _ sinh(>. - u) 
-1/2 3/2 u - sinh >. , 

8 3/23/2 (u) = sinhusinh(>.+u)sinh(>.-u) 
- 1/ 2 - 1/ 2 sinh >. sinh 2>. sinh 3>. ' 

83;21;2 (u) = 2;/sinh>.sinh3>. · cosh>.sinhusinh(>.- u) 
-1/21/ 2 sinh>.sinh2>.sinh3>. ' 

8 1;2 1/2 ( ) = [sinh 2>. sinh 3). - sinh u sinh(>. - u )] sinh(>. - u) 
1/2 1/2 u sinh >. sinh 2>. sinh 3>. ' 

8 1;2 -1/2 (u) = sinh >. sinh 3>. - 2 cosh >. sinh u sinh(>. - u) 
-1/2 1/ 2 sinh >. sinh 3>. ' 

The function p( u) for general N is given by 

(6.11) 
N-1 ( ) ( ) _ fl sinh n>. - u 

pu - -----. 
n=l sinh(n>.) 

In order to construct an "interesting" braid group representation 
from the N-state vertex model, we take the following procedure: We 
asymmetrize the model and then apply the formula (5.11). Before we 
proceed, we should explain a meaning of "interesting". Even without 
asymmetrization, we obtain some braid group representation which leads 
to a new link polynomial. Primary interest, however, was to construct 
more powerful (hence interesting) polynomials than the Jones polyno­
mial. We introduce symmetry breaking transformation [62]: 

( 6.12) 8J~(u) - s;~(u) = exp[~(j + k - i - l)u]. 8J~(u). 

If the model satisfies charge conservation condition, then the transfor­
mation is compatible with the Yang-Baxter relation; the transformed 
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weights 5j~(u) also satisfy the Yang-Baxter relation. Through the trans­
formation we have asymmetrized N-state vertex model in that the cross­
ing multipliers are non-trivial. For an illustration we present the asym­
metrized weights for N =2 (the 6-vertex model): 

5 1;21;2( ) _ 5 -1/2-1/2( ) _ sinh().-u) 
1/21;2 u - -1/2 -1/2 u - sinh). ' 

(6.13) 
51/21/2 ( ) - 5-1/2 -1/2( ) - sinh u 

-1/2 -1/2 u - 1/21;2 u - sinh A' 

51/2-1/2( ) -u 
-1/2 1;2 u = e , 

S--1;21;2( ) u 
1/2 -1/2 u = e · 

Let us construct representation of the braid group. Applying the 
formula ( 5.11) to the asymmetrized weights 5j~ ( u) with p( u) = sinh(). -

u)/ sinh )., we obtain the weight matrices o-~k+)_ .. Resulting representation 
.(. ,iJ 

of the braid operator Gi contains one-parameter t: 

(6.14) t = exp(2).). 

The N-state vertex model has two parameters, the spectral parameter 
u and the crossing point ).. The braid group representation is obtained 
by the limit u --+ oo, and therefore one variable ). survives in the repre­
sentation. For the N = 2 case , the weight matrices are 

( 6.15) 0"1/21/2,1/21/2 = (T-1/2-1/2,-1/2-1/2 = 1 

( 0-1;2 -1/2,-1/2 1/2 

0-1;2 -1/2,1/2 -1/2 
1/2,1/2 -1/2) _ ( 0 
1/2,-1/2 1/2 - -t 1/ 2 

-tl/2) 
1-t 

The weight matrices for the general N are given as follows. By o-<c) 

we denote the submatrix acting in the sector of total charge c: 

(T( c) = T(N -Jcl) ( ticJ ), 

(6.16) 
T (N) _ (-l)n+m[Q Q jl/2 nm - m-1,N-n n-1,N-m , 

Q ( ) (t;p)(zt;p) m m 2 

pm z = (t;p - m)(t; m)(zt; m) z t ' 

where (z; n) = (1 - z)(l - zt) ... (1 - ztn-l ). 
Since the matrix representation is of finite dimensions the braid 

operator satisfies a relation (the minimal polynomial for the matrix) 
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which we call reduction relation [58,60]. From the asymmetrized N­
state vertex model we obtain the braid operator which satisfies N-th 
order reduction relation: 

(6.17a) 

where 

(6.17b) ( l) j+Nt!N(N-1)-!j(j-1) Cj = - 2 2 1 j = 1,2,···,N. 

In the N =2 case the braid operator is a representation of the generator 
of the Hecke algebra( see, ( 4.14)). 

We shall construct the Markov trace on the representation and then 
obtain link polynomials. We apply the formula (5.17). Since the crossing 
multipliers for the asymmetrized N-state vertex model are given by 

(6.18) r(k) = exp(-.Xk) = t-k/ 2, 

the Markov trace</>(·) is (cf.(5.17)) 

(6.19a) 

where 

{6.19b) 

and 

{6;19c) 

for A E Bn, 

hpq = t-P/jpq, P, q = -s, -s + 1, · · ·, s. 

The Markov trace (6.19) is a generalization of the Powers state [65]. We 
can show that the extended Markov property (5.47a) is satisfied with 
the characteristic function H(u; ,\) as 

(6.20) 
sinh(N.X - u) 

H(u; ,\) = sinh(,\ - u) · 

From (6.20) and {5.48) the r and f' factors are 

(6.21) 
r(t) = 1/(l+t+···+tN-l), 

f'(t) = tN-l /(1 + t + · .. + tN-l ). 

Thus, there exists an infinite sequence of link polynomials corresponding 
to theN-state vertex model (N = 2,3,4,5,···). The link polynomial 
a(A) for an element A E Bn is given by 
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where e(A) is the exponent sum of b;'s appearing in the braid A. 
Using the reduction relation (6.17) and the r-factors (6.21), we ob­

tain the skein relations (the Alexander-Conway relations [53,66]) for the 
link polynomials [58,60]: 

(6.23a) 

a(L+) = (1- t)t 112a(L 0 ) +t 2 a(L_), (N = 2) 

(6.23b) 

a(L2+) = t(l - t2 + t3 )a(L+) 

+ (t 4 - t 5 + t7)a(L 0 ) - t8 a(L_), (N = 3) 

(6.23c) 

a(LH) = t3 12 (1 - t 3 + t 5 - t6 )a(L2+) 

+ t6 (l - t 2 + t3 + t 5 - t6 + t8 )a(L+) 

+ t 25 12 (-1 + t - t3 + t 6 )a(L 0 ) - t 20 a(L-), (N = 4). 

In (6.23a), by L+, Lo and L_ we have denoted links which have the 
configuration of bi, b? and b-;1 , at an intersection. 

i+1 n i+1 n i+1 n 

L L 

L+ Lo L-

Fig. 33. Links L+, Lo and£_. 

Similarly, L2+, L+, Lo and L_ in (6.23b) and L3+, L2+, L+, Lo 
and L_ in (6.23c) should be understood. 

The N = 2 case corresponds to the Jones polynomial. In the N 2:: 3 
cases we have new link polynomials. The Jones polynomial (and its two­
variable extension) is not complete in the sense that there exist infinitely 
many different links which have the same polynomial [67,68]. We shall 
give in §6.4 an example of two different links which can not be classified 
by the Jones polynomial but can be by the N=3 link polynomial [69]. 
The link polynomial constructed from the N-state vertex model has also 
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been studied from the viewpoint of q-deformation of universal enveloping 
algebra Uq(s1(2)) [70]. 

6.2. IRF models 

a) Unrestricted 8VSOS model 
The unrestricted 8VSOS model is defined by (3.15). The Boltzmann 

weights, given by (3.18), satisfy the basic relations (5.1)-(5.6) with the 
crossing multiplier (3.17), the crossing point.\ and the function p(u): 

(6.24) 

To obtain representation of the braid group we apply the general formula 
(5.11). The existence of the limit u --> oo requires the nome p to be 0: 
The model is critical. The Boltzmann weights at the criticality are 

(6.25) 
sinu 

w(a, b, c, d; u) = 8ac + 8bd · . (.\ ) sm -u 
J'l/J(a)'l/J(c) 

'ljJ(b) 

where the crossing multiplier is 

(6.26) 'l/J(a) = sin(a.X + wo), 

By taking the limit u--> ioo in (6.25), we get the weight matrix 

(6.27) 
-i>. v'I/J(a)'I/J(c) 

u(a,b,c,d;t) = 8ac - 8bde · 'ljJ(b) · 

Substituting this into (5.14), we obtain representaion of the braid oper­
ator. The braid operator Gi satisfies a quadratic reduction relation 

(6.28) 

with 

(6.29) 

Using (6.25) and (6.26), we can show that the extended Markov property 
( 5.4 7b) holds with the characteristic function 

(6.30) H( . ') = sin(2.X - u) 
u, /\ . (' ) . sm " - u 
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Thus, we obtain the Markov trace by (5.37) and the link polynomial by 
( 4.6). The r-factors in the Markov property II is given by 

(6.31) 

H(ioo; >..) 1 
r= H(O;>..) = l+t' 

__ H(-ioo;>..) _ t 
T - -----''-------'- - -- • 

H(O; >..) 1 + t 

The reduction relation (6.28) indicates that the link polynomial is equiv­
alent to the Jones polynomial. 

The parameter w0 in the crossing multiplier tf;(l) = sin(l>..+wo) does 
not appear in (6.30), which leads to w0-independence of Tr(·). This also 
leads to lo-independence of Tr(·) since a change wo -+ wo - k>.. ( k : 
integer) is equivalent to the parallel shift of all heights li -+ li + k ( i = 
0, ... n). 

We shall show that in the limit w0 -+ ioo the Markov trace for 
the critical unrestricted 8VSOS model reproduces that for the 6-vertex 
model. The Wu-Kadanoff-Wegner transformation gives an equivalence 
between the unrestricted 8VSOS model ( with w0 -+ ioo) and the 6-vertex 
model. By taking the limit w0 -+ ioo, we have the crossing multiplier as 

(6.32} 

and the Boltzmann weights as 

(6.33} w(a b c d· u) -+ {j + ,. . sin u . e-i.X(a+c-2b)/2 , , , , ac Vbd • (, ) • 
Sln A - U 

Setting 

(6.34) SJ~(u) = s:::;:J(u) = ~ w(a,b,c,d;u), 
wo-u.oo 

we obtain the Boltzmann weights of the 6-vertex model (6.13). The 
corresponding braid group representations and then the Markov trace 
are equivalent. In particular, the extended Markov property for the 
unrestricted 8VSOS model becomes 

(6.35) ~ sa-cb-a(u). e-i.X(b-a) = H(u· >..) 
~ b-aa-c ' ' 

which is the extended Markov property for the 6-vertex model. 
b) General graph-state IRF models 
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The constraint imposed on the IRF models can be expressed as a 
graph (see §3.2). For this class of models (graph-state models), the 
Boltzmann weights (resp. the weight matrices) have the same form as 
{6.25) (resp.(6.27)). The crossing multipliers {tp(a)} and the quantity 
q112 are the components of the eigenvector and the eigenvalue for the 
relation (3.13), respectively. The crossing point .X is defined by 

(6.36) 2cos.X = q112 . 

For graph-state models, the extended Markov property ( 5.4 7b) is 
easily proved and the characteristic function is given by 

(6.37) ( . ) _ 112 sin u 
H u, .X - q + . (, ) . 

SlnA-U 

The quantity q112 and the crossing point .X are model-dependent. The 
r-factors in the Markov property II are calculated as 

{6.38) 

_ H(ioo; .X) _ l _ -1/2 -i.x 
T - H(O; .X) - q e ' 

__ H(-ioo; .X) _ 1 _ -1/2 iA 

T - H(O; .X) - q e ' 

The link polynomial satisfies the second order skein relation 

6.3. A, B, C, D IRF models 

We apply the general theory to the IRF models related to the affine 
Lie algebras (for notation, see §3.3). The Boltzmann weights of the 

B}.!), c!,!> and n!,!l models satisfy the basic relations (5.1)-(5.5). The 

A~!L1 model satisfies the basic relations (5.1)-(5.3) and (5.5) but does 
not the crossing symmetry ( 5 .4). The function p( u) is defined as 

{l) 
for Am-l> 

for B{ 1) c{1) and v<1) m,m m· 
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The crossing multiplier '1/J(d) is defined as 

( 6.41a) 

(6.41b) 

'1/J(d) = IT 01(dij), 
(1) 

for Am-l, 
l::;i<i~m 

m 

= €(d) IT 01(d,.) IT 01(di;)01(di-j), 
1<=l l~i<j~m 

for B( 1) c( 1) and D(l) m, m m, 

with €( d) being a sign factor satisfying €( J + Ji)/€( d) = u. For the Bi!) 

model u = 1 and >. = (2m - l)w/2, for the ci!l model u = -1 and 

>. = (m + l)w, and for the ni!l model u = 1 and >. = (m - I)w. The 
quantity 9dµ defined in (3.32) is given by 

(6.42) 
'1/J(d + Ji) 

9dµ = 1/J(d) 

Representation of the braid group is obtained by the formula (5.11). 
The weight matrix elements u( ii, b, c, d; +) of the braid operator G; are 
in the following forms. 

I) A~~ 1 IRF model[63] 

(6.43) 

u(ii + fi,d + 2µ,d + µ,d;+) = 1, 
1 

(d- _d _ _ _ d_ -d-: )- (sin(d,_.,,+w)sin(d,_.,,-w)) 2 
<T + µ, + µ + v, + v, , + - --y . 2 , 

sm d,_.,, 
- _ - _ _ - _ -: _ sin( d,_.,, + w) 

u(d+µ,d+µ+v,d+µ,d,+)-1--y . d , 
Sln µv 

where fi, ii E E, µ-:/-;J and 

(6.44) 

The weights of the inverse operator G-;1 are obtained by letting 'Y -+ -y- 1 

in (6.43). We find that the braid operator satisfies a quadratic reduction 
relation: 

(6.45) (G; - J)(G; +-y 2 I)= 0. 
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Setting t = 1 2 , we see that the braid operator G; is a representation of 
the generators of the Hecke algebra. The irreducible representations of 
the Hecke algebra were obtained in different contexts [71]. 
2) B~), c~), D~) IRF models [63] 

(6.46) 

<T(d + µ, d + 2µ, d + µ, d; +) = 1, for j1 -I 0, 

- _ - __ - _ - sin(dµv+w) 
o-(d+µ,d+µ+v,d+µ,d;+)=l- 1 . , forj1-:/±iJ, 

smdµv 
1 

(d- _ d- _ _ d- _ d---: ) _ ( sin( dµv + w) sin( dµv - w)) 2 
o- +µ, +µ+v, +11, ,+ --, . 2 , 

sm dµv 

for j1 -I ±iJ, 

o-( d + j1, d, d + iJ, d; +) = -(1 - ,fµ(dv ))( (9dµ9dJ ½ - Dµv ), for j1-:/ 0, 

- - - - sinw o-(d,d,d,d;+) = -,-:-- 2, (1- Jd0 ), 

sm "' 

whereµ, iJ E ~ and fµ(dv) = sin(dµ + dv + 2w)/ sin(dµ + dv + w). The 
superscript c means that the value is at criticality: p = 0. The weights 
of the inverse operator c-;1 are again obtained by letting , -, ,- 1 in 
(6.46). We find that the braid operator G; satisfies a cubic reduction 
relation: 

(6.4 7) ( G; - f3I)( G; - I)( G; + 1 2 I) = O, 

(6.48) f3 = o-e-i(2.>.+w(l+u))' 'Y = exp( -iw ). 

The braid group representations constructed from B~)' C~) and D~) 
IRF models satisfy the defining relations of Birman-Wenzl-Murakami 
(BWM) algebra [72, 73]. 

Constructions of the link polynomials are straightforward. Using 
the crossing multipliers we have the Markov trace (5.37) on the repre­
sentation of the braid group. In [63], the extended Markov property is 
proved and the characteristic functions for the A, B, C, D-IRF models 
are calculated. 
1) A~~ 1 IRF model [63] 

(6.49) H(u; .X) = si~(mw - u). 
sm(w - u) 
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From (6.49) the T and f factors are 

{6.50) 

i(m-l)w sinw 
T = e • , 

sin{mw) 

- -i(m-l)w sinw r=e ·---. 
sin{mw) 

2)B~), c~), D~) IRF models [63] 

(6.51) H(u; >.) = usin(2>. - u) sin(uw +). - u). 
sin(>. - u) sin(w - u) 

From (6.51) the rand f factors are 

(6.52a) 

(6.52b) 

- i(2A+w(u-l)) sin).sinw T-e ------, 
sin 2). sin( uw + >.) 

f = e-i(2A+w(u-l)) sin).sinw 
sin 2). sin( uw + >.) 

Using the reduction relations and the Markov traces, we obtain the 
skein relations. 
1) A~~ 1 IRF model 

(6.53) 

where 

(6.54) t = exp(-2iw). 

The Alexander polynomial is obtained by the limit m --+ 0, while m = 2 
corresponds to the Jones polynomial. 
2} B~), dJ), D~) IRF models 

(6.55) 

where 

(6.56) 

0:(L2+) = (1 - t + ,6)e-i(2A+w(u-l)) • o:(L+) 

+ (t + ,6t _ ,6)e-2i(2A+w(u-1)). o:(Lo) 

_ t,6e-3i(2Mw(u-1)). o:(L-), 

t = exp(-2iw), 

,6 = u exp(-i(2>. + w(l + u)). 
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By L2+, L+, Lo and L_, we have denoted links which have, at a par­
ticular intersection, the configuration represented by b~, b}, b~ and b-;1 , 

respectively. 
These polynomials are one-variable link invariants for each fixed 

m. We note that m appears in the r-factors and the ratio r/r is 
a function of m. We regard m as a continuous parameter which is 

independent of t. The link polynomial constructed from A~~ 1 IRF 
model corresponds to the two-variable extension of the Jones polyno­
mial [74,75]. The link polynomials from B~), c!,!), D~) IRF models 
correspond to the Kauffman polynomial (76] which has a reduction re­
lation Gf = (b + 1/a)G~ - (1 + b/a)Gi + 1/a with 

(6.57) 

A·, 
a=---

/3 

b = r-;.(,-,-1). 

We thus have explicit realizations of the two-variable extension of the 
Jones polynomial and the Kauffman polynomial. 

The Yang-Baxter operators for A type composite IRF models (77,43] 
can be constructed by an algebraic way (61,63]. We combine (N - 1) 
strings into a composite string. The braid operator for the composite 
model satisfies the N-th order reduction relation (6.16) with t defined 
by (6.54). The characteristic function of the model is given by 

(6.58) H(u; ,\)=If sin(("':+ n - l)w - u). 
n=l sm(nw - u) 

Two-variable extension of the link polynomial will be discussed in chap­
ter 7. 

We may work with vertex models. The Boltzmann weights of the 
critical unrestricted A~~ 1 , Bi!), c!,!> and n!,!> IRF models reduce to 
Am-t, Bm, Cm and Dm type vertex models when we set p---+ p+wo and 
consider the limit Wo ---+ ioo. Since the characteristic function H( u; ,\) is 
independent of w0 , the extended Markov property holds for the vertex 
model with the same characteristic function. Thus we obtain the braid 
group representations and the Markov traces for the vertex models. The 
link polynomials are equivalent both for the vertex and IRF models. 
They are also obtained from studying the vertex models (78] and q­
deformation of universal enveloping algebras (79]. 
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6.4. Birman's example 

In this section we study an example of two links whose difference are 
not detected by the Jones polynomial but by the N =3 link polynomial 
[69]. 

A B 

We shall consider two braids: 

{6.59) 

Birman has proved [67] that the two closed-braids in {6.59) can not be 
distinguished by the Jones polynomial. In fact, if we use the N =2 case 
{the Jones polynomial) where 

(6.60) 
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we have 

(6.61) 
a(A) = a(B) 

= (t18 _ tl 7 + 2t16 _ 3t15 + 4t14 _ 5tl3 + 6t12 _ 6tll 

+ 6t 10 - 6t9 + 6t8 - 5t 7 + 6t6 - 4t 5 + 4t4 - 3t3 

+ 2t2 - t + 1)/t 3 

On the other hand, o(A) and o(B) are different in the N=3 case. 
After some calculation, we have 

(6.62) 
a(B) = (ta4 _ ta3 + 2tal _ 2tao _ t49 + 4t4s _ 3t47 _ 2t46 + 6t4a 

- 4t44 - 2t43 + 8t42 - 4t41 - 4t40 + 10t39 - 6t38 - 5t37 

+ 12t36 - 7t35 - 5t34 + 12t33 - 7t32 - 5t31 + 13t30 - 7t29 

- 5t28 + 12t27 - 7t26 - 5t25 + 12t24 - 6t23 - 6t22 

+ 12t21 - 5t 20 - 6t19 + 12t 18 - 4t 17 - 6t 16 + 10t15 - 3t14 

- 6t 13 + 8t 12 - 2t 11 - 5t 10 + 6t9 - t 8 - 3t7 

+ 4t6 - 2t4 + 2t3 - t + 1)/t 12. 

We may evaluate a:(A) as follows. Using the generalized Alexander­
Conway relation (6.23b), we have 

(6.63a) 

where 

(6.63b) 

a(A) = o(A 4 b112b~) = a(b1b~b1b29 b1b~) 

= aa(b1b~b1b29 b1b29 ) + ba(b1b2b1b29b1bn 

+ co(bib 29 b1bi)-

a= t - t 3 + t4, 

b = t4 - t5 + t 7 , 

C = -t 8 , 

and A is a half twist of three strings: A= b1b2b1. Each term in (6.63) 
may be calculated as 

(6.64) 

a(b1 b~b1 b29 b1 b~) 
= t3 ( tla _ t14 _ t13 + 2t12 _ 2t11 _ tlO + 3t9 _ 2t8 
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- t7 + 3t 6 - t5 + 2t 3 + 1), 

(6.65) 

( 6.66) 

a(b1 b2b1 ba9 b1 b~) 
= (t54 - t53 + 2t51 - 2t50 - t49 + 4t48 - 3t47 - 2t46 + 7t45 

- 4t44 - 4t43 + 9t42 - 3t41 - 6t40 + 9t39 - 3t38 - 5t37 

+ 9t 36 - 6t 35 - 4t 34 + 14t 33 - 1Ot32 - 7t31 + 18t 30 

- 9t29 - l0t28 + l9t27 - 7t26 - 12t25 + 19t24 - 6t23 

- 10t 22 + 15t 21 - 4t 20 - 7t19 + llt 18 - 5t 17 - 4t16 

+ llt 15 - 7t 14 - 5t 13 + llt 12 - 4t 11 - 6t10 + 8t 9 - t8 

- 4t7 + 4t6 - 2t 4 + 2t 3 - t + l)/t 16 , 

a( bi b29 b1 b~) 

= (t57 - 2t56 + 4t54 - 5t53 - t52 + 9t51 - 8t50 - 5t49 

+ 16t 48 - 9t 47 - 10t 46 + 2Ot45 - 8t 44 - 12t 43 + 2Ot42 

- llt 41 - 9t 40 + 25t 39 - 2Ot38 - 10t 37 + 38t 36 - 26t 35 

- 2Ot34 + 48t 33 - 23t 32 - 28t 31 + 48t 30 - 18t 29 - 3Ot28 

+ 45t 27 - 14t 26 - 27t 25 + 4Ot24 - 14t 23 - 2Ot22 + 36t 21 

- 18t 20 - 16t 19 + 36t 18 - 18t 17 - 2Ot16 + 34t 15 - 10t 14 

- 2lt 13 + 24t 12 - 3t 11 - 14t 10 + 14t 9 - 2t8 - 8t7 + 8t 6 

- t5 - 5t 4 + 4t 3 - 2t + l)/t 20. 

Therefore, we obtain 

(6.67) 
a(A) 

= (t54 - t53 + 2t51 - 2t50 - t49 + 4t48 - 2t47 - 2t46 + 4t45 

- 3t44 + 5t42 - 7t41 + t40 + llt39 - llt38 - 4t37 

+ 16t36 - 8t35 - 9t34 + 14t33 - 4t32 - 8t31 + llt30 

- 3t 29 - 7t 28 + 12t 27 - 5t 26 - 7t25 + 13t 24 - 7t 23 - 6t 22 

+ 14t 21 - 7t 20 - 9t 19 + 16t 18 - 3t 17 - 10t 16 + 10t 15 

+ t14 - 5t13 + 4t12 - tll - tlO + 4t9 - 4t8 - t7 + 5t6 

- 2t5 - 2t 4 + 3t 3 - t + l)/t 10 
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We see that a(B) in (6.61) and a(A) in (6.67) are different. 
This shows that the N =3 theory is more powerful than the N =2 

theory. We expect that the larger N theory is more powerful and that 
a set of link polynomials for N = 2, 3, 4, · · · provides us a systematic 
method to classify knots and links. 

§7. Two-Variable Extension 

Soon after the discovery by Jones, many researchers [74,75] indepen­
dently extended the Jones polynomial into a two-variable link polyno­
mial. The two-variable Jones polynomial (sometimes, called HOMFLY 
polynomial after names of 6 researchers [74]) includes the Alexander 
polynomial and the Jones polynomial as special cases. We shall present 
a two-variable extension of the new link· polynomials constructed from 
the N-state vertex models (80,81]. The extension also contains the com­
posite models of A type models. 

7.1. Composite string representation 

Let us introduce the Hecke algebra H ( t, n). The following relations 
for operators 91, 92, · · · , 9n-l define the Hecke algebra 

(7.la) 

(7.lb) 

(7.2) 

9i9; = 9;9i, Ii - ii ~ 2, 

9i9i+i9i = 9i+l9i9i+i, 

g] = (1 - t)gi + t. 

The braid operator constructed from the Yang-Baxter operator of the 6-
vertex model (6.13) ( the 8VSOS model, A type vertex and IRF models) 
satisfies the defining relations of the Hecke algebra (7.1) and (7.2). 

We start from the generators {gi} of the Hecke algebra to construct 
composite braid operators {Gi} [80,81]. We shall make use of only the 
defining relations of the Hecke algebra (7.1) and (7.2) for the opera­
tors {gi}. This remark is important since representations of the Hecke 
algebra may be restricted by some additional conditions. 

We form a composite string by combining (N - 1) strings and at­
taching a projector p(N) at each end. 

This means the followings. We first make a multiplet of (N -1) par­
ticles, and then extract a fully symmetric component by the projectors 
{the theory is generalized into any symmetry in §7.3). For the case of 
spin 1/2 particles, the fully symmetric component has the spin {N -1)/2. 
In this sense, the N-state vertex model describes the composition of spin 
1/2 particles into spin s = (N - 1)/2 particle. It was explicitly shown 
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i i+1 i+N-2 i i+1 i+N-2 

i i+1 i+N-2 i i+1 i+N-2 

Fig. 35. A composite string. Two diagrams are equivalent 
since P.2 = P;. 

[80] that the symmetric projector Pi(N) for N = 2, 3, 4, · · · , is derived 
through a recursion formula; 

(7.3) 
p~N) = p~N-l)h~+NN) 3p~N-1), 

I I 1 - 1 

P ~2) = 1 . - ' 

where 

(7.4) 

tN-2 
h (N) _ TN-2 (-- ·) 
i - + g, ' 

TN-1 TN-2 

Tm = 1 + t + t2 + · · · + tm-l. 

Recursion relation (7.3) gives, for instance, 

(7.5) 
(4) 1 { 3 2( ) 

pi = (1 + t)(l + t + t2) t + t 9i + 9i+l 

+ t(9i9i+l + 9i+19i) + 9i9i+19i}-

It is remarked that in the limit t --t 1 the Hecke algebra reduces to 
the group algebra of the symmetric group. That is, the operators in the 
Hecke algebra become those in the symmetric group algebra when t = 1. 

Hereafter, we write Pi instead of P}N) when no confusion arises. The 
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projector Pi defined by (7.3) satisfies the relations 

(7.6a) 
(i) Pl= Pi, 

(7.6b) 
(ii) Pi~~ = Pi, 

(7.6c) 
(iii) Pi(9i+N-29i+N-3 ... 9i) = (9i+N-29i+N-3 ... 9i)Pi+1, 

P( -1 -1 -1) ( -1 -1 -1)P 
i 9i+N-29i+N-3 ... 9i = 9i+N-29i+N-3 ... 9i i+l, 

(7.6d) 
(iv) Pi9i = Pi, for j = i, i + 1, · · ·, i + N - 3, 

where the operator ~i is a half-twist: 

(7.7) ~i = (9i9i+1 ... 9i+N-3)(9i9i+1 ... 9i+N-4)" .. (gi)-

Let us denote "spin s" representation of Bn by Bt1. We shall refer 
to Bt1 as composite string representation or spin s composite represen­
tation. Using the composite string, we introduce generators { Gi; i = 
1, 2, · · ·, n -1} in Bt1 as follows. For notational simplicity, we sometime 
use 

{7.8) k = N-1 = 2s. 

We prepare n sets of k strings and combine k strings into a composite 
string with projectors at both ends. The generator Gi is depicted in 
Fig.36. 

To describe this, we introduce an operator G~N) by 

(7.9) G-(N) _ (1) (2) (N-1) 
i - gi gi ... gi ' 

where 

{7.10) g}l) = 9ik+1-l9ik+2-l · · · 9(i+1)k-l, l = 1, 2, · · ·, N - 1. 

Then, the generator Gi of Bt1 is expressed as 

( ) (N) (N) G-(N)p(N) p(N) 
7.11 Gi = P(i-1)k+1pik+1 i (i-l)k+i ik+l" 

Using {7.1) and (7.6), we can show that the generators G1, G2, · · ·, Gn-1 
satisfy the defining relations of the braid group: 

{7.12a) 

(7.12b) 

Ii -ii~ 2, 
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(H)k+1 ik ik+1 (i+1)k 

Fig. 36. Generator G; of B!: 1. Note that k = N - l. 

In addition, the operators { Gi} satisfy the N-th order reduction relations 
[80,81] 

(7.12c) 

where for r = 1,2, ·· · ,N, 

(7.12d) Cr= (-l)N+rt½N(N-1)-½r(r-1). 

All what we have used so far is the Hecke algebra. Using a repre­
sentation of the Hecke algebra constructed from vertex or IRF models, 
we have obtained explicit realization of the "spin s" composite repre­
sentation characterized by the relation (7.12). It is remarked that the 
matrix representation of the braid group satisfies additional relations. 
For example, the braid operator G; constructed from (6.15) satisfies 

As we shall see in (7.34), the l.h.s. is the antisymmetrizer for 3-strings. 
For the braid operator constructed from Am-l ( vertex or IRF) model the 
antisymmetrizer for m + 1 strings vanishes, while the antisymmetrizers 
in the Hecke algebra do not. 

We can construct the Yang-Baxter operator for the N-state vertex 
model, composite Yang-Baxter operator, from the Yang-Baxter operator 
of the 6-vertex model [14,61]. In the same way, we can also construct 
composite Yang-Baxter operator from Am-I (vertex and IRF) models 
[61]. The discussion is parallel to the composite string representation 
given in this section. 
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7.2. Two-variable link invariants 

Let us discuss two-variable extension oflink polynomials constructed 
from the N-state vertex model and A.,._ 1 type composite model (80,81]. 
For the Jones polynomial, which is the N = 2s + 1 = 2 polynomial, 
th.e two variable extension was made in a combinatorial way au.d in an 
algebraic way [74,75]. As the latter approach, Ocneanu introduced a 

trace function t/;(·) defined on Br/ 2l [74,56]. The trace t/;(·) satisfies the 
normalization condition 

(7.13) t/;(I) = 1, I: identity in Br/ 21, 

and the Markov properties 

(7.14a) 

(7.14b,c) 

where 

(7.15a) 

(7.15b) 

I. 

IL 

t/;(AB) = t/;(BA), 

t/;(Agn) = zt/;(A), 

t/;(Ag; 1 ) = zt/;(A), 

z = t/;(g; ), 

z = t/;(g;l ), 

(A, BE Br/ 21). 

(A E Bll/2] g E B[t/2]) n , n n+l , 

(A E Bl 1/ 2l g E B 11121) n , n n+l , 

for all j, 

Recall that the Jones polynomial has one parameter t. This z is another 
parameter independent oft. In this way, a pair ( t, z) enters into the two­
variable Jones polynomial. Other choices of two variables are possible. 
We introduce a variable w by 

(7.16) 

and change a set of variables (t,z) into (t,w). From (7.2), (7.15) and 
(7.16), we have 

(7.17) 

1-t 
z=-1--t, -w 
_ w(l - t) 
z=~---'-. 

I -wt 

Generalizing the Ocneanu's approach, we obtain a two-variable ex­
tension of the link polynomials for N = 2s + 1 ;?: 3 [80,81]. Let us define 
a trace (generalized Ocneanu's trace) 'lf'{al(·) by 

(7.18) .,.[al(A) - t/;(A) A E Bn[a]. 
o/ - [t/;(P; )]n' 
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Note that A E BJ:1 consists of the generators in Bi~~l)n· We evaluate 
the following quantities; 

(7.19) 

Z - .1,[sl(G ·) - t/J(G;) zN-1 
- 'I' 3 - [t/J(P;)]2 - ,p(Pi)' 

- - [s]( -1) - t/J(G';1) - zN-1 
z - ,p G; - [,p(P;)]2 - ,p(Pi)" 

The value of ,p(PjN)) can be calculated recursively by using (7.3). Sub­
stituting the result into (7.19), we get 

(7.20) 

(1-t)(l-t 2 )···(1-tN-l) 
Z=-''---',.C..--..C.--'---=~, 

(1 - wt)(l - wt 2) · ·. (1 - wtN- 1) 

- WN-l(l - t)(l - t 2) · · · (1 - tN-l) 
z = (1 - wt)(l - wt2) · · · (1 - wtN-l) · 

We can .show [80,81] that the generalized Ocneanu's trace ,pis](·) 
satisfies the Markov properties: 

By using the generalized Ocneanu's trace, two-variable link polynomial 

atl(·) is expressed as 

where e(A) is the exponent sum of the generators in BJ:1. In fact, we 

can prove that at 1 (-) is invariant under the Markov moves: 

(7.24a) 

I. atl(AB) = atl(BA), (A, BE B~I), 

(7.24b) 

II atsl(AG ) = alsl(AG- 1) = a[sl(A) (A E Bisi G E B[sJ ) • w n w n w , n , n n+l • 
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Corresponding to the N-th order reduction relation (7.12c), the two­
variable link invariants satisfies the generalized skein relation such as 

(7.25) 

(7.26) 

(7.27) 

a(L2+) = w½(1 - t)a(L+) + wta(Lo), for N = 2, 

a(L3+) = w(l - t 2 + t 3 )a(L 2+) + w2 (t2 - t 3 + t5)a(L+)­

- w3t5a(L0), forN=3, 

a(L4+) = w* (1 - t 3 + t 5 - t6 )a(L3+) 

+ w3 (t 3 - t 5 + t6 + t8 - t 9 + t 11 ) X a(L2+) 

+ w! (-t 8 + t9 - t 11 + t14 )a(L+) 

- w6 t 14 a(L 0 ), for N = 4. 

We have comments: (1) The braid operator constructed from the 
composite Yang-Baxter operator for Am-l type model corresponds to 
the composite string representation. (2) For fixed m the link polynomial 

from the composite Am-l model is one variable restriction of at1 ( ·) with 
w = tm- 1 . If we consider mas a continuous parameter independent oft, 
then the link polynomial from the composite Am-l model is equivalent 

to at1(-). (3) When we set w = t the two-variable link polynomial 

at1(-) reduces to the new link polynomial for the N-state vertex model. 

( 4) While o:~ 121 (,) is the two-variable Jones polynomial, at1 (,) for s = 
1, 3/2, 2, ···,are new [80, 81, 82]. It is interesting to notice that the N = 
3 two-variable polynomial is different from the Kauffman polynomial 
[76]. (5) Since the N = 2 case contains the Alexander polynomial as 

the limit w-> 1/t, the two-variable link polynomial at1(-) may also be 
considered as the generalizations of the Alexander polynomial. 

7.3. Further development of the composite string rep­
resentation 

We discuss a generalization of the composite string representation. 
By combining (N -1) strings into a composite string and projecting it to 
symmetric sub-space, we have made the composite string representation 

Bk 1 from the braid group B~(~l-i)" We have defined the Markov trace 

(generalized Ocneanu's trace) on Bk 1 and obtained the two-variable link 
invariants. In the construction of the Markov trace, a remarkable fact is 
that the projector is compatible with the Markov property IL We may 
ask other possibilities of forming the composite strings. The answer is: 
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The choice of the projector is not unique. Let us denote the symmetry 
of the projector by >.. Various types of projectors, (P/') 2 = P/', with 
different symmetries are possible as far as the following relation holds 
[80]; 

(7.28) P/ fl~ = O:>.P/', O:>. :constant, 

which indicates that the projector is an eigenvector of the full twist fl; 
with eigenvalue O:>.-It is remarked that the relation (7.28} assures the 
Markov property II of the trace defined by (7.18). Moreover, we find 
that the relation (7.28) is the sufficient and necessary condition for the 
projector to be compatible with the Markov property II. 

x)-XJ 
-,)<J-)<J)(] 
.,, )<J-) .,, ~ l ,, 

Fig. 37. Graphical proof for the Markov property II. Cir­
cles denote the projectors P/ When the deforma­
tion is substituted into the trace 1/J[>.J(·), we obtain 
the Markov property II. To simplify the diagram, 
the case of three strings is shown. 

The proof is depicted in Figure 37 [80]. 

Let us formulate the generalization. The generator Gi of BJ.>.] is 
expressed as ( cf. ( 7 .11)) 

(7.29) G P >. p>. G-(N) >. >. 
i = (i-l)k+l ik+l i p(i-l)k+lpik+l· 
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We define a trace (generalized Ocneanu's trace) -ip[>.] ( ·) by 

(7.30) [>-l(A) - '¢(A) 
1P - [-ip(P/)]n, AE Bfl. 

The Z and Z factors are calculated as 

(7.31) 

In terms of the generalized Ocneanu's trace (7.30), two-variable link 

polynomial o:/:1 ( ·) is expressed as 

where e(A) is the exponent sum of the generators in Bf'l. 
Let us discuss construction of the projectors. For a generic value 

of the parameter t, the Hecke algebra is isomorphic to the symmetric 
group algebra [40,56]. As mentioned before, in the limit t ---+ 1, the 
defining relations of the Hecke algebra (7.1) and (7.2) reduce to those 
for the symmetric group. Therefore the projectors in (7.28) at t = 1 
become the Young operators in the theory of the symmetric group. The 
symmetries of the Young operators are registered by the Young diagrams 
(or the Dynkin coefficients). Thus we construct the projector P/' in 
(7.28) corresponding to the Young diagram of the symmetric group. 

We have chosen the symmetrizer in the sense that it satisfies P/ +) 9i = 
+P}+), j = i, i + 1, · · ·, i + N - 3, at t = 1. We may also choose the 

anti-symmetrizer satisfying pi(-) 9i = -Pi(-), j = i, i + 1, · · ·, i + N - 3 

at t = 1. However, pi(+) and Pi( - ) give the equivalent results since they 
are transformed into each other by 

(7.33) 

More generally, we may have the projectors with mixed symmetries [80]. 
For example, in the N = 4 case, we can construct the following projec-
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tors: 

(7.34) 
1 

P/ = (1 + t)(l + t + t2) {t3 + t2(9i + 9i+1) 

+ t(9i9i+I + 9i+19i) + 9i9i+I9i}, 

Pt" = {2t3/2 + t1f2(l - t - t1f2)(gi + 9i+i) 

+ (-1 + t - t 112)(9i9i+I + 9i+I9i) + 29i9i+I9i}/2t 112(1 + t + t2), 

pra = {2t3/2 + tl/2(1 - t + tlf2)(gi + 9i+I) 

+ (1 - t - t 112)(g;9i+l + 9i+I9i) - 29i9i+I9i}/2t 112(1 + t + t2), 
1 

Pt= (1 + t)(l + t + t2) {1- (gi + 9i+I) 

+ (9i9i+l + 9i+I9i) - 9i9i+I9i}-

Here, P/ is the symmetrizer for the Young diagram with one row, 
and Pt the antisymmetrizer with one column. Pr• and P[''° the projec­
tors for the mixed symmetry. By the transformation (7.33), Pt (Pr·) 
is related to Pt (Pr 0 ). The projectors satisfy a relation 

(7.35) p• + pa + pm• + pma = 1. 

It is instructive to observe that the projectors in (7.34) reduce to the 
Young operators of the symmetric group: 

(7.36) 

P/ = ¼(1 +Si+ Si+I + S;S;+J + Si+JSi + SiSi+lsi), 

Pt" = ¼(2 - Si - Si+l - SiSi+l - Si+!Si + 2SiSi+JSi) 

pra = ¼(2 +Si+ Si+I - SiSi+I - Si+!Si - 2s;Si+JSi) 

Pt = ¼(1 - Si - Si+l + SiSi+l + Si+lSi - S;S;+JS;), 

where { si} are generators of the symmetric group. Since the dimension 
of the irreducible representation corresponding to the mixed symmetry 
is not equal to 1, the choice of the projector for the mixed symmetry is 
not unique. For instance, we find that the following is also the projector 
for the mixed symmetry 

Pr= {t312 + t 112 (1 - t)g; - tgi+I 

+ (-1 + t - t 112)9i9i+I + 9i9i+I9i}/t 112(1 + t + t2). 
(7.37) 
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We have chosen the projectors prs and Pra so as to satisfy the relation 
(7.35). The projectors in (7.34) satisfy the relations(7.28) as 

(7.38) 

P/.6.~ = Pt, 

P[ns .6,~ = t3 pims, 

prna .6. ~ = t3 prna 
' i ' ' 

Pt .6.~ = t6 Pt. 

We have also other possibilities of forming the composite strings. 
Let us define a "decorated" generator Gi by 

(7.39) 

where G~N) has been defined in (7.9). In order to satisfy the Markov 
move II, the "decorations" O:i, /3i, 'Yi and Oi should satisfy either of the 
following conditions 

(7.40a) 

(7.40b) 

aif3i"/iOi.6.: = Pi, 

aif3i"fiOi.6.~ = h 

The former case corresponds to the theory in §7.1 and §7.2. In particular 
we have chosen a; = f3i = 'Yi = Oi = Pi. The latter case ( called parallel 
links or cablings) was studied [82] with a choice ai = .6.; 2 , {3; = 'Yi = 
Di = I; (more correctly for links, a;"fi = /3iOi = .6.; 1 ). We note that 
the projectors [80] are important in theoretical and practical purposes 
in the knot theory. 

§8. Related Topics 

8.1. Braid-monoid algebra 

Solvable models with the crossing symmetry offer the Temperley­
Lieb algebra [61]. In the following we use the factorized S-matrices 
( vertex models). The discussion also goes parallel for IRF models [ 61, 63]. 
From the crossing symmetry and the standard initial condition, we have 

( ) ik( ) [ r(i)r(l) ]!. ;t( ) { ") {')c c 8.1 S;t A = r(j)r(k) 2 s.,., 0 = r z r <- utfcui";, 

where we have used r(l) = 1/r(j). We define an operator U; by 

(8.2) 
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Using (8.1) in (5.8a), we have 

ui = L r(p)r(k)OpmAiJ(l) 0 · · · 

(8.3) k,l,m,p 

It is easy to show that the operator {Ui} satisfies the Temperley-Lieb 
algebra (3.9) with q112 = ~a r2 (a). Thus, the Yang-Baxter operators 
which have the crossing symmetry and the standard initial condition 
satisfy the Temperley-Lieb algebra at the crossing point >.. • 

Let us explain the above property by diagrams [61]. We choose 
the time direction upward. We assume that a particle going backward 
in time is the antiparticle advancing forward in time. The crossing 
symmetry corresponds to the 90°-rotation of the diagram and relates 
the "scattering" channel with the "crossing" channel. 

i j i j i j 

= 

i i 

Fig. 38. Scattering with u = >. can be considered as the 
scattering with u = 0 in the crossing channel and 
corresponds to the annihilation-creation diagram 
(monoid diagram). 

The scattering with u = >.. is considered as u = 0 in the crossing 
channel. Therefore, this can be interepreted as an annihilation-creation 
process of a particle-antiparticle pair. We call the creation-annihilation 
diagram monoid diagram. The monoid diagram corresponds to the 
Temperley-Lieb operator. 
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j j 

i i+l'i+2 i i+l i+2 

u i i+l 

u i + I 

0 0 u = n = 
r\ 

n r\ 

Fig. 39. Graphical representation of the Temperley-Lieb 
algebra. 

i i+1 i i+1 i i+1 

0 
~ V 

>< 
(a) C n I\ 

i i+1 i i+1 i i+1 

i i+1 i+2 i i+1 i+2 i i+1 i+2 

\J) ;><S ~ (b) Xl (n 
i i+1 i+2 i i+1 i+2 i i+1 i+2 

Fig. 40. Graphical representation of braid-monoid algebra. 
(a) relation (8.4d) (b) relation for (8.4g). 

In fact, the defining relations of the Temperley-Lieb algebra can be 
interpreted in terms of the monoid diagrams (Fig.39). 

We have derived braids and monoids from the Yang-Baxter operator. 
In terms of the factorized S-matrices, the S-matrices at u = oo (high 
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energy limit) correspond to braid operators, while the S-matrices at 
u = >.. correspond to monoid operators [61]. From the models with the 
crossing symmetry and the Markov property II, we find that the braids 
and monoids operators satisfy an algebra which we call braid-monoid 
algebra [61,63]: 

(8.4a) 

(8.4b} 

(8.4c) 

(8.4d} 

(8.4e) 

(8.4f} 

(8.4g) 

(8.4h) 

( 8.4i} 

(8.4j) 

(8.4k} 

(8.41} 

(8.4m) 

f(Gi} =0, 

Ei = g(G;}, 

E 2 _ q1f2E· 
i - i, 

G;E; = EiGi = cEi, 

G;G;+I Gi = G;+1 G;G;+1, 

E;E;±1Ei = E;, 

E;G;±1G; = Gi±1GiEi±1 = EiEi±I, 

Gi±1EiGi±1 = G-;1 Ei± 1G-;1, 

ai±1E;Ei±1 = a-; 1 E;±1, 

Ei±1EiGi±1 = Ei±1 a-;1, 

E;Gi±1Ei = c- 1 E;, 

GiGi = GjGi, for Ii - ii 2:: 2 

for Ji - ii 2:: 2, 

where f(G;),g(Gi},q and care model-dependent. 
In the derivation of the relations (8.4) we have chosen the normal­

ization of the Yang-Baxter operator as follows. We use the Boltzmann 
weights which satisfy the standard initial condition (5.1} and the cross­
ing symmetry (5.4). In terms of the Yang-Baxter operator (5.8}, we 
define the monoid operator Ei by 

(8.5) 

To construct the braid operator we normalize the Yang-Baxter operator 
as 

(8.6} X;(u) = Xi(u)/[p(>.. - u)p(u)]112 , 

with the function p(u) in (5.2). And we define the braid operator G; by 

(8.7) ±1 . -
Gi = lim Xi(±u). 

U-+00 

The quantities q112 and c are related to the characteristic function of 
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the extended Markov property as 

(8.8) 

(8.9) 

q1/2 = (rr)-1/2 = H(O;.X), 

1. H(.X - u; .X)p(.X - u) 
C = 1m -------

u_,oo [p(u)p(.X - u)]112 

For the N-state vertex model [61], the model-dependent parts of (8.4) 
are 

(8.10a) 

(8.10b) 

where 

(8.10c) 

(8.10d) 

(8.lOe) 

ql/2 
E; =---------(G; - c2 I)x 

(c1 - c2)(c1 - c3) · · · (c1 - cN) 

x (G; - c3J) · · · (G; - cNI) 

Cr= (-i)N-l(-1r+It¼(N2-l)-½r(r-l) 

C = (-i)N-lt¼(N2-l) 

1 sinhN.X (N-1) N-1 
q• = . =t 2 +···+t--.-, 

smh.X 

and for B, C, D IRF models [63], they are 

(8.lla) 

(8.llb) 

where 

(8.llc) 

(8.lld) 

( G; - 7- 11)( G; + 71)( G; - 7- 1 (31) = O, 

E; = (3( 7 '!__ 7 _ 1 ) ( G; - 7- 1 I)( G; + 71) 

C = (37 -1 = cre-i(2>.+uw), 

1; 2 _ sin2.Xsin(crw+.X) 
q - sin.Xsinw · 

For the N = 3 case and B~l, dJl and D~) IRF models, the braid­
monoid algebra becomes BWM algebra with 

(8.12) 
l=rir2, 

m = ri(t -ri), for the N = 3 case, 
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(8.13) 
l = 0-Y/3-1, 

m = 0(-r--y-1), for B<1) c(1) and D(l) IRF models m, rn m , 

where l and m are constants in the algebra (actually, a and bin (6.57) 
are land m). BWM algebra was derived from the Kauffman polynomial 
[72,73]. 

Let us discuss the braid-monoid algebras from the viewpoint of the 
Reidemeister moves (see §4.3). The Reidemeister move I corresponds to 
the Markov property II. The Reidemeister moves II and III are genera­
tors of regular isotopy. The basic relations of the model correspond to 
the Reidemeister moves II and III. The relations (8.4e) ,...., (8.4j) implies 
the invariance of the elements of the braid-monoid algebra under the 
regular isotopy moves. The relations (8.4d) and (8.4k) correspond to 
the Reidemeister move I with a factor c . 

8.2. Graphical formulation of the link polynomials 

The link polynomials constructed from the exactly solvable models 
with the crossing symmetry can be formulated directly on the link dia­
grams. For a given link diagram we shall calculate the link polynomial 
by using the weights matrices and the crossing multipliers for the model. 
The key observations are that the monoid operator (8.1) can be divided 
into two parts, r(i)oi, and r(l)oL;., which respectively correspond to the 
annihilation process and the creation process, and as discussed in the 
previous section the matrix elements of the braid monoid algebra are 
invariant under the Reidemeister moves. The monoid diagram and the 
weights for the creation and annihilation diagrams were first introduced 
for the bracket polynomial [46,83]. 

Let us explain the algorithm of the calculation. We consider a dia­
gram L of an oriented link L. Each string has a direction. We denote the 
writhe of the link diagram L by w(L). The link diagram is decomposed 
into the following elements; annihilation, creation, braid with w = -1, 
braid with w = 1 and line diagrams (Fig.41). To them, we assign weights 

r(i)oi,, r(l)ol;., u}t,{;, at:L, 8;,., where the normalization of the weights 

u}tt are defined by (8.6). 

Considering the charge conservation condition, we take a summation 
over all possible state variables for the link diagram L. We denote this 
sum by Tr(L), which is a regular isotopy invariant. We multiply the 
factor c-w(t), which is also a regular isotopy invariant, to Tr(L). Then 
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Jtxk 
i ~j 

(al (bl 

i~J 

Jt~k 
k 

(cl (dl (el 

Fig. 41. (a) Braid diagram with w = -1, u1t,1;, (b) Braid 

diagram with w = 1, u~;;,L, (c) Annihilation di­
agram r(i)8i 3, (d) Creation diagram r(l)8tr,, (e) 
Line diagram 8;,. . Dots denote the crossing mul­
tipliers. 

we find that a link polynomial is expressed as 

(8.14) a:(L) = c-w(L)Tr(L)/Tr(.Ko), 

where Tr(.K0 ) is the sum for the trivial knot diagram .K0 (a loop). Let 
us evaluate the sum for the trivial knot. Since the trivial knot consists 
of annihilation and creation diagrams, we get 

(8.15) Tr(.Ko) = L r2(j) = q1/2. 
i 

This quantity q112 appeared in the defining relations of the Temperley­
Lieb algebra. 

For the IRF models, the monoid diagram is decomposed into two 
parts and we assign the weights [1/J(a)ftp(b)]112 and [1/J(c)ftp(b)]112 to the 
annihilation and creation diagrams, respectively (Fig.42). To the braid 
diagrams with w = -1 and w = I, we give the weights u( a, b, c, d; +) and 
u(a,b,c,d;-), whose normalizations are defined by (8.6). (In the limit 
wo -+ ±ioo , the weights for unrestricted IRF models reduce to those for 
the vertex·models by the Wu-Kadanoff-Wegner transformation.) 

In the same way as the vertex models we get 
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Fig. 42. 

(8.16) 
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X / 
(al (bl 

b 

a C 

b 

{cl (dl (el 

(a) Braid diagram with w = -1 o-(a, b, c,d; +), (b) 
Braid diagram with w = 1 o-(a, b, c, d; -), ( c) An­
nihilation diagram ('I/J(a)j,/J(b))112, {d) Creation 
diagram ('I/J(c)N(b))112, (e) Line diagram De-a ( 
De-a is 1 when c "' a and O otherwise). Dots de~ 
note the crossing multipliers. 

Tr(k ) = '°' 1/J(b) = ql/2 
o L....J 1/J(a) • 

b""a 

Let us give some examples. First we use the N = 2 vertex model 
where the weight matrices are 

u<+> <+> ·rl/4 
1/2 1/2,1/2 1/2 = q -1/2 -1/2,-1/2 -1/2 = z • 

( 
(+) (+) ) 

(Tl/2 -1/2,1/2 -1/2 (Tl/2 -1/2,-1/2 1/2 
(+) (+) 

q -1/2 1/2,1/2 -1/2 q -1/2 1/2,-1/2 1/2 
(8.17) 

( 0 -it 114 ) 
= -itl/4 it-1/4(1 - t) ' 

and the crossing multipliers {r(j)} and the constant care 

(8.18) r(l/2) = r 114, r(-1/2) = t 114, c = -it 314 • 

The graphical calculation with {8.17) and (8.18) is nothing but the 
bracket polynomial for the Jones polynomial [46]. 
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Next we make use of the N = 3 vertex model. For an illustration we 
calculate the link polynomial for a link L = 2i [45] depicted in Fig.43. 

Fig. 43. A link L which is named as 2i. 

The weight matrices are 

(8.19) 

(+) - (+) - -1 
a11,11 - a _1-1,-1-1 - -t 

( 
(+) (+) ) ( (+) a10,10 a10,01 _ ao-1,0-1 
(+) (+) - (+) 

ao1,10 ao1,01 a -10,0-1 

= ( ~ t _\-1)' 
1~;1-1 

(

a(+) 

aoo,1-1 

a(+) 
-11,1-1 

(+) 
a1-1,oo 

(+) 
aoo,oo 
(+) 

a -11,00 

0 

= ( ~ 
-t 

-1 
tlf2(t-1 _ t) 

a(+) ) 0-1,-10 

a(+) 
-10,-10 

The crossing multipliers and the constant c are 

{8.20) 
r(l) = r 1!2 , r(O) = 1, r{-1) = t 112 , 

C = -t 2 • 

Under the charge conservation condition, there are 19 configurations for 
the link diagram. For these configurations we have 

, 

{8.21) Tr(L) = c 4 + t- 3 + c 2 + c 1 + 1 + t + t 2 + t 3 + t 4 . 

Since the writhe for the link Lis -2 and Tr(K 0 ) = t + 1 + t- 1, we have 
from {8.14) 

{8.22) a(L) = t{l + t 3 + t 6 ). 
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Fig. 44. Markov trace showing the equivalence of graphical 
and algebraic formulations. 

The result agrees with what was obtained from the N = 3 link polyno­
mial [69]. 

We have remarks. First, the graphical formulation applied to closed 
braids yields the Markov trace. Thus, the two approaches, graphical 
formulation and construction of the Markov trace, are equivalent. This 
fact gives an intuitive explanation for the braid-plat equivalence [84]. 

Second, Tr(L) does not depend on the orientation of link. The orien­
tation is taken into account only through the writhe. Third, the link 
diagrams for knots and links are the "Feynmann diagrams' for the high 
energy process: At the lowest point there occurs a pair creation and at 
the highest point a pair annihilation. 

§9. Concluding Remarks 

In this article, we have presented a general theory to construct link 
polynomials from exactly solvable models in statistical mechanics. The 
main results are the following: 

(1) The Yang-Baxter algebra is a generalization of the braid group. 
A representation of the braid group is obtained from the Yang-Baxter 
operators {X;(u)} by sending the spectral parameter u to infinity. The 
existence of the well-defined limit requires the model to be at criticality, 
having trigonometric /hyperbolic parametrization. 

(2) The Markov trace on the braid group representation is con­
structed by using the crossing multipliers of the model. The extended 
Markov property, which holds for finite spectral parameter, assures the 
existence of the Markov trace. 
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Two variable link invariants are constructed by using the Hecke 
algebra. The Hecke algebra is an extension of the symmetric group 
algebra, and the projectors in the Hecke algebra are considered as the 
generalized Young operators. From this algebraic structure, we have 
made two-variable extension of the link polynomials. 

The critical condition for the model is vital in the theory. The 
representation of the braid group and also the extended Markov property 
are obtained only at criticality. It will be extremely interesting to apply 
the knot theory based on solvable models at criticality to other subjects 
in mathematics and physics. 
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