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§ 0. Introduction 

Let G be a connected real semisimple Lie group, Z be the center of 
G, K be a maximal compact subgroup of G modulo Z, U(g) be the universal 
enveloping algebra of the complexification g0 of the Lie algebra g of G and 
Z(g) be the center of U(g). An element X of g defines vector fields ir(X) 
and DR(X) on G by 

d (ir(X)¢)(g )= dt9(e-txg) li-o 

and 

for if, e c=(G). Then ir and DR extend to algebra homomorphisms of U(g) 
to the algebra of differential operators on G. For an element x of G we 
also define an endomorphism ir(x) of C 00 (G) by (ir(x)9)(g)=<f,(x- 1g) for 
if, E C=(G). 

Let f be an element of c=(G) or a column vector of elements of 
C 00 (G). Suppose/ is left K-finite and Z(g)-finite (i.e. dim I:keK Cir(k)J< 
oo and dimir(Z(g))f<oo). Put VJ=ir(U(g))f Then VJ is a (g, K)-module 
under ir. Moreover we say that VJ is a unitarizable Harish-Chandra 
module if there exists a unitary representation (r, E) of G with finite length 
(i.e. (r, E) is isomorphic to a finite direct sum of irreducible unitary repre
sentations) such that VJ is isomorphic to the Harish-Chandra module of 
(r, E). In this paper we consider the following problem: 

Suppose VJ is a unitarizable Harish-Chandra module. Then is the 
function/(g) bounded when g tends to a certain infinite point? 

Of course if we do not impose any other assumption on f, we have 
nothing to conclude. We have in mind that f satisfies some more condi
tions, such as, f corresponds to a section of the G-homogeneous vector 
bundle associated to a representation of a certain subgroup of G and/or f 
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satisfies certain differential equations etc. For example, if f is a zonal 
spherical function, then we can conclude that f is bounded because f 
coincides with the matrix coefficient with respect to a normalized K-fixed 
vector of the corresponding irreducible unitary representation of G. 

Let a be an involutive automorphism of G and H be the fixed point 
group of a. In the case when f is right H-fixed, that is, f is (identified 
with) a function on the semisimple symmetric space G/H, then we can 
conclude that f is also bounded (Corollary 2.2). This follows from our 
general theorem (Theorem 1.1 ). If we apply Theorem 1.1 to the case when 
f is a section of a representation space belonging to the principal series of 
G, then we have some restriction for the representation · (Corollary 2.4). 
More generally, in this paper, we apply Theorem 1.1 to the case when f is 
a section of a vector bundle over G/Q induced from a certain representa
tion of Q where Q is a fixed point group of an involution of G or Q is a 
nilpotent subgroup of G. 

The result in this paper was obtained when the second author was 
visiting university of Copenhagen in the summer of 1984. The second 
author expresses his sincere gratitude to University of Copenhagen and 
Danish Mathematical Society for their hospitality during the visit. 

The first author should like to thank the Taniguchi Foundation for 
the invitation to visit Japan in the fall of 1986. He also wants to thank 
Mathematical Society of Japan and the Universities of Hiroshima, Kyoto 
and Tokyo for their hospitality. 

§ 1. Main Theorem 

Retain the notation in Section 0. To state our result we prepare 
some more notation. Let G=KA 9N be an lwasawa decomposition of G, 
g=f+aP+n be the corresponding decomposition of g,0 be the Cartan 
involution of both G and g with respect to K, 2 be the root system defined 
for the pair (g, ap), J;+ be the positive root system corresponding to n and 
'IF= {a1, • • ·, a 1} be the fundamental system. Let {H1, • • ·, H 1} be the dual 
basis of {a1, • • ·, a 1}, that is, H 1 e a9 and atCH1)=oiJ. The number / is 
called the rank of G/K. Let S(g) be the symmetric algebra of g0 and 
S(g)cm> be the totality of the homogeneous elements of S(g) with degree 
m. Put S(g)<m>= ~i,;m S(g)w- By the symmetrization A: S(g)-.U(g) we 
define U(gr>=A(S(g)<m>). Thus we have 

U(g)(m) /U(g)(m-1) ~ S(g)(m) /S(g)<m-1) ~ S(g)(m)• 

Using this isomorphism we can define p e S(g)<mJ for any p e U(g)<m> -
U(g)<m-1>. Ifp=O, then we put p=O. 

By the map 



Unitarizable Barish-Chandra Modules 653 

w w 
t= (t1, • • ·, ti) f------+ a(t)=exp ( - ~ir;•o Hi log I t1 I) 

we can identify (0, 00)1 and AP. For any t=(t 1, ···,ti) e R 1, we put Ii= 
~ir;,o Ra 1 n I and define a parabolic subalgebra +Ji with the Langlands 
decomposition +Ji=mi+ai+Ui, where CTiCCTp, Ui= ~aEI+-x, ga and ga is 
the root space corresponding to the root a e I. Let Pi=MiA,Ni be the 
corresponding parabolic subgroup and its Langlands decomposition. We 
will identify g with its dual space g* by the Killing form < , ) of g. 

Theorem 1.1. Let f be a non-zero left K-:finite and Z(g)-:finite function 
(or column vector of functions) on G. Fix any g0 e G and t e [O, 00)1. 
Suppose VJ=1r(U(g))f is a unitarizable Harish-Chandra module. Moreover 
suppose f satisfies the following condition. 
(A.I) There exist a subset J of U(g) such that f is right J-:finite (i.e. there 

exists a.finite dimensional subspace F of c~(G) satisfying F3 (each 
component of) f and DR(p)FCF for any p e J) and moreover 

by denoting 

N(J)={X E g; JJ(X)=0for any p e J}. 

Then for any g 1 e G there exist neighborhoods U(g 1) of g 1 in G, U(g 0) of g0 

in G and a neighborhood U (t) oft in R 1 such that f(g) is bounded on the set 

{xa(s)y-1; x E U(g 1), y E U(g 0) ands E U(t) n (0, 00)1}. 

Remark 1.2. i) It is clear that the following condition implies (A.1). 
(A.2) There exists a R-subalgebra o of 9c such that/ is right Ii-finite and 

ii) In Section 3 we give a stronger result than the above theorem, which 
is valid without the assumption of the unitarizability of VJ (cf. Theorem 
3.3). 

Example 1.3 (cf. Lemma 3.1.). Suppose/is a left and right K-finite 
and Z(g)-finite function on G and moreover suppose VJ is a unitarizable 
Harish-Chandra module. To show that /is bounded by using Theorem 
1.2, we may assume VJ is irreducible. Then there exists a character X: Z 
-{zeC;!zl=l} such that 1r(z)f=X(z)ffor zeZ. Put o=f in (A.2). 
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Then the elements of o..L n g being semisimple, we have always (A.2) for any 
g 0 e G and any t E [O, oo)I. Since G=K{a(t); t E (0, l]Z}K and (K/Z)X 
[O, 1)1 X (K/Z) is compact, Theorem 1.1 and Remark 1.2 imply that f is 
bounded. 

§ 2. Applications 

In this section we will apply Theorem 1.1 to a section of the G
homogeneous vector bundle associated to a representation of a closed 
subgroup of G. Let Q be a closed subgroup of G and ~ be a matrix 
representation of Q. This means there exist a non-negative integer m such 
that the map Q :i X>-'>~(x) e GL (m, C) is a Lie group homomorphism. A 
C 00 -section of the vector bundle over G/Q associated to the representation 
~ of Q is identified with a column vector f of m components in C 00 (G) 
which satisfies 

for g E G and XE Q. 

Theorem 2.1. Let a be an involutive automorphism of g which com
mutes with 0, f) be the fixed point subalgebra of a and H be the analytic sub
group of G with the Lie algebra f). Let g=f+lJ (resp. g=fJ+q) be the 
decompositions of g into + 1 and -1 eigenspaces for 0 (resp. a). Fix a 
maximal abelian subspace a of l)n q and put A=exp a. Let f be a C 00

-

section of the vector bundle over G/H associated with a finite dimensional 
matrix representation ~ of H. Assume that f is left K-finite and Z(g)-finite 
and moreover V1 =rr(U(g))f is a unitarizable Harish-Chandra module. Then 
each component off is bounded on the subset KA of G. 

Corollary 2.2. In Theorem 2.1, if f is a unitary representation, then f 
is bounded on G. Especially, if~ is trivial (i.e. f e C 00 (G/H)) in Theorem 
2.1, then f is bounded. 

Proof Note that G = KAH. Then the corollary follows from 
Theorem 2.1 because each component of f(x) (x e H) is bounded on H if 
~ is unitary. 

Proof of Theorem 2.1. Let X(a) be the root system corresponding to 
the pair (g, a), g(a, a) be the root space corresponding to a e X(a) and 
X(a)+ be a positive system of I(a). We may assume aP:::ia and 17+ is 
compatible with J:'(a)+. Put a+= {Xe a; a(X) :2:0 for any a e I(a)+}, A= 
exp a and .11+ =exp ci+. Let ZK(a) and NK(a) be the centralizer and the 
normalizer of a in K, respectively. Then the quotient group W(a)= 
NK(a)/ZK(a) is identified with the Weyl group of J:'(a). For any element 
w e W(a) we fix a representative w of w in NK(a). Then KA= 
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Uwewc., KA+ w. Let B be the closure of the set {t e R1; a(t) e A+} in R1• 

Fix we W(a) and teB. WeremarkthatBc[O, 1]1,0(nt)C:E«exc.,+O(a, -a) 
anda(g(a, a))=g(a, -a). Hence gj_ n Ad (w)O(nt)cqn ~«ex<•>+ g(a, -wa) 
=0. Applying Theorem 1.1 and Remark 1.2 with 0=g and g0 =w, we 
have Theorem 2.1 because (K/Z)XB is compact. Q.E.D. 

Theorem 2.3. Retain the notation in Section O and Section I. Fix 
t=(t 1, • • ·, t1) e {0, 1}'. Let f be a C"'-section of the vector bundle associated 
to a finite dimensional matrix representation of Nt. Assume that/ is left K
finite, Z(g)-.finite and V1 is a unitarizable Harish-Chandra module. Then 
for any compact subset V of G and any real number C, f is bounded on the 
set 

B={ga e G; g e V, a e At, a(Iog a)>Cfor any a e 2+}. 

Proof Suppose t' = (t~, · · ·, tD e (0, oo )1 satisfies a(t') e At and 
a(log (a(t')))>C for any a e 2+. Then for each j, if t;=f= I, then t1=0 
and t;<e- 0 • Hence Theorem 2.3 is a direct consequence of Theorem I.I 
and Remark 1.2 because nt-n O(nt,)cnf n O(nt)=O. Q.E.D. 

Corollary 2.4. Use the notation 2.3. Let v be a column vector of finite 
elements of C"'(G). Let landµ be elements of the dual space of a~. Assume 

v(gan)=v(g)a 1+tµ for g e G, a e At and n e Nt. 

Suppose moreover v is left K-.finite, Z(g)-.finite and ir(U(g))v is a unitarizable 
Harish-Chandra module. Then we have 

Proof Fix j with t 1 = 0. Since H 1 e at, Theorem 2.3 assures that 
the function [O, oo) 3 s -v(g exp sH 1) is bounded. Then the corollary is 
clear. Q.E.D. 

Remark 2.5. Use the notation in Theorem 2.1. Let {Xi, , .. , Xt} 
and { Y1, • • ·, Yn} be the basis of g n f and g n j:J, respectively, such that 
(X,, X 1)=-ot 1, (Yi, Y1)=ow Here (,) denotes the Killing form of g. 
Put LI= - ~ x: + ~ Yj and LI'= - ~ X!. Let f' be a column vector of 
C"'-functions on G. Suppose f' is left K-finite and Z(g)-finite and that 
VJ' is a unitarizable Harish-Chandra module. Moreover suppose that 
there exist non-trivial polynomials P(L1) of L1 and P'(LI') of L1' such that 
DR(P(Ll))f'=DR(P'(L1'))f'=0. Then each component off' is bounded 
on KA. 

The proof of the above statement is similar to that of Theorem 2.1 by 
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using (A.I) in place of (A.2). We note that the system of the equations 
DR(P(L1))u=DR(P'(L1'))u=0 on His elliptic. A similar generalization is 
possible for Theorem 2.3. 

§ 3. Proof of Theorem 1.1. 

In Theorem 1.1, the assumption implies that V1 is a finite direct sum 
of irreducible unitarizable Harish-Chandra modules and therefore to prove 
the theorem we may assume that VJ is irreducible and that f is a scalar 
valued function on G. Then Theorem 1.1 clearly follows from the fol
lowing two lemmas. We remark that Lemma 3.2 does not require the 
unitarizability of VJ and Lemma 3.1 is known. For completeness we 
also give its proof. 

Lemma 3.1. Use the notation in Theorem I. 1. Suppose that a func
tion f on G satisfies all the assumptions in the theorem and moreover suppose 

f is right K-finite, then f is bounded on G. 

Lemma 3.2. Let X be a unitary character of the center Z of G and f 
be a left K-finite element of c=(G) withf(zg)=X(z)f(g) for g E G and z E 

Z. Given g 0 E G and t E [O, 00)1 satisfying (A.I). Let K be the set of equi
valence classes of the irreducible unitary representations of Kand for o E K, 
let X0 be the character corresponding to o. Suppose f is Z(g)-finite and VJ 
defines (g, K)-module with finite length and moreover suppose that 

fa(g)=X.(e)f f(gk)X.(k- 1)dk 
K/Z 

is a bounded function on G for any o EK satisfying X.(z)=X(z)X.(e) for z E Z. 
Then we have the same conclusion for fas in Theorem 1.2. 

Now we will prove the above lemmas. Put G=GXG, a(g 1,g 2)= 
(g2, g 1) for (gi, g 2) E G and L1G = {(g, g) E G; g E G}. Then the group 
manifold G is identified with the semi simple symmetric space X = G/ LlG by 
the map induced from the map G => (g,, g2)~ g,g;:1. The action of the 
element of G on G is given by GX G 3 ((g" g2), x)~ g,xg 21 E G. To prove 
Lemma 3.2 we will use some results in [02]. In [02, § l] we construct an 
equivariant open imbedding of a semisimple symmetric space in a manifold 
X. In our case, X is defined as follows: 

We define an equivalence relation that the elements (g, t) and (g', t') 
in GXR 1 are equivalent if and only if sgn t=sgn t' and gii(t)Qe= 
g'ii(t')Qt'· Here sgn t=(sgn t1, • • ·, sgn t1) E {-1, 0, 1}1, ii(t)=(a(t), a(t)- 1) 

E G and Qe={(man, ma'n') E G; m E Me, a E At, a' E Ae, n E Nt and n' E 

O(Ni)}. Then Xis the quotient space of GX R1 by this equivalence relation. 
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Let w be the projection of G X R1 onto X. The action of an element 
of G on X is defined through the left translation on the first component 
of GXR 1• We can define a compatible real analytic structure on X. The 
number of G-orbits in X is 31 and every open orbit is isomorphic to X. 
We identify G with the open orbit G·w(e, (1, ... , 1)). 

First we want to prove Lemma 3.2. We may assume V1 is irreducible. 
The assumption in Lemma 3.2 implies that there exists a column vector v 
with components in C 00

( G) such that the first component of v equals f and 
moreover v satisfies a system 

{
tr(H)v=Aev (VHe f), 

%: DR(p)v=Bi,v ('ripe J), 

tr(q)v= Cqv ('rfq e Z(g)). 

Here AH, BP are constant square matrices and Cq are constant scalar 
matrices. Put z= w((g1, g0), t) with an element g1 e G and also put Y = 
G-z. Here g 0 and tare given in Lemma 3.2. We can choose a local co
ordinate system (t1, • • ·, t,, x1, • • ·, xn) of X in a neighborhood of z such 
that G corresponds to the region defined by t1>0, · · ·, t,>O and Y cor
responds to the submanifold defined by t1=, · · =t,=0. 

Let SS% be the characteristic variety of %. The cotangent space 
r: Xis identified with R' X r: Y. Moreover, since Y::::: G/Q.0 we have 

r: y::::: Lie (Q i)J. n (g©g) 

={(X+ Y, -X+Z); Xe me, Ye n1 and Z e O(n1)}. 

Let A= (X + Y, - X + Z) be an element of r: Y with the above notation. 
Suppose SS%n Tf Xn(R'X {A})=;,=~-The equations tr(H)v=Aev(H e f) 
imply that (Ad (g 1)- 1f, X + Y)=O. Let L1 be the Casimir operator of g. 
By the imbedding g:::::gEB{O}cgEf,g, we extend L1 to an element of Z(gEf,g). 
Then the equation 1r(L1)v=c,1v implies .d(X + Y)=O. Since .3 I (Ad (g 1)- 1f)-L 
is positive definite, we have X + Y = 0 and therefore X = Y = 0. Similarly 
the equations DR(p)v = BPv (p e J) imply Ad (g0)- 1N(J) 3 -X + Z. 
Combining this with the assumption N(J) n Ad (g0)0(n1)=0, we can con
clude X= Y=Z=O and we have 

ss,.,,vn r:xcr:x. 
Hence it follows from [01, Theorem 5.2] that each component of v 

is ideally analytic at z and v has the following expression in the intersec
tion of G and a neighborhood of z in X: 

N 

(3.1) v(t, x)= _I: a.(t, x)p.(Iog t1, ···,log t,)tt··' · · · t!-"·r. 
••1 
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Here N is a positive number, p. are non-zero homogeneous polynomials, 
a.(t, x) are (vectors of) real analytic functions and l.=(l., 1, • • ·, l.,,) e er. 
Each l. is called a characteristic exponent and the condition a.(O, x) = 
0 ('v'v) means vis identically zero. 

Put S={u e C 00 (G); 1C(q)u=Cqu('v'q e Z(g))}. We use the boundary 
value maps {31, .. ·, /3M of S for the boundary Y which are defined in [02, 
§ 3]. The maps have the following properties (cf. [01, Theorem 5.3] and 
[02, Theorem 3.4]). 

Each [31 corresponds to a characteristic exponent l.cw Put S1= 
{u e S; {3/u)=O for 1 <i<j}. Then [31 defines a G-equivariant map of S1_ 1 

to the space of hyperfunction sections of a certain G-homogeneous line 
bundle over Y. The condition Re l.c,l,k< Rel.w,i'fk) implies i<j. If 
the infinitesimal character of v is generic, then we can assume P.= 1, M = 
N, vU)-j and {3/v)(x)=a/O, x). In general, we can choose an integer L 
such that if u e S is ideally analytic at y e Y, then the following two con
ditions are equivalent: 

(3.2) supp {3/u) i y 

(3.3) u is bounded in the intersection of G and a sufficiently small neigh
borhood of y in X. 

We remark that a left and right K-finite element of Sis ideally analytic 
at any point of Y. Hence J; e SL for any o e K. By the G-equivariance 
of {31 I S1_1 we can conclude f e SL, which proves Lemma 3.2 also by the 
above equivalence. 

Next we will prove Lemma 3.1. We may still assume V1 is an ir
reducible (g, K)-module and use the identification G/ ilG '.:::'. G. Decomposing 
DR(U(f)) f into a direct sum of irreducible ({e} X K)-modules, we may 
assume DR(U(f))f is an irreducible ({e} X K)-module. Put U1 = 
1C(U(g))DR(U(f))f Then U1 is an irreducible (gEBO, KX K)-module. Note 
that for <p e U1, <fi is bounded if and only if <fie SL. We choose p e U(g) 
such that (1C(p)f)(e)= 1. Hence replacing/by 1C(p)f, we may assume f(e) 
= 1 because U1 = U1 with any non-zero <fie U1 and {31 I S1_ 1 define G
equivariant maps for any j. Moreover the non-zero function G 3 gi--> 

f f(kgk- 1)dk belongs to U1, we may assume bothf(e)= 1 and f(kgk- 1) 
K/Z 

= f (g) for g E G and k e K. 
Suppose V1 is isomorphic to the Harish-Chandra module of an 

irreducible unitary representation (r, E) of G with an inner product ( , ). 
We identify V1 with a subset of Eby the isomorphism. Let U(g)x be the 
totality of K-invariant elements of U(g). Fix a orthonormal basis 
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{vi,···, vn} of U(g)Kfand put v=~ v/e)vr For any De U(g) we also 

put D= f x Ad (k)Ddk and rr(JJ)f= ~ Cbvi with Cb e C. Then 

with 

(rr(D)f)(e)=(rr(D)f)(e)= ~ CbvtCe)=(~ Ctvi, ~ v;(e)vJ) 

=(rr(D)f, v) =f (rr(Ad (k)D)f, v)dk= (rr(D)f')(e) 
K/Z 

f'(g)=f (rr(kg- 1k- 1)f, v)dk. 
K/Z 

This provesf=f' because their Taylor expansions at the identity element 
of G are equal. Since f' is clearly bounded on G, we have obtained 
Lemma 3.1. 

For A and l' e C', we define Re A=(Re 11, ···,Re 1,) and Rel< 
Re 1' if Re lJ<Re 11 ('1 j= I, ... , r). In the expression (3.1) of v we put 
A={(A., degp.); a.=f=O} and 

A={(A, m) EA; {(A', m') e A; Rel'<Rel or (A'=A and m'>m)}=~}. 

We call A the set of leading exponents of vat z. Then the argument in 
the proof of Lemma 3.2 gives the following result. 

Theorem 3.3. i) Let f be a left K-finite and Z(g)-.finite Junction on G. 
Fix g0 E G and t E [O, oo )I. If f satisfies the conditon (A.I), then f is ideally 
analytic at the point w((g 1, g0), t) EX for any g1 E G. 

ii) Let X be a character of the center Z of G and f be a non-zero left 
K-finite and Z(g)-finite function on G satisfying f(zg)=X(z)f(g) for g E G 
and z E Z. Suppose VJ is an irreducible (g, K)-module and f is ideally 
analytic at a boundary point y of G in X. Choose o e K. such that X(z) = 
X.(z)/Xa(e) ('rfz E Z) and moreover the function 

f.(g) =Xa(e) f f(gk)Xa(k- 1)dk 
K/Z 

is non-trivial. Then the set of leading exponents off at y coincides with 
that off. at y. Especially, if VJ is a unitarizable Harish-Chandra module, 
then the set of leading exponents off at y coincides with that of a matrix 
coefficient of the corresponding irreducible unitary representation of G. 

Proof We have only to prove Theorem 3.3. ii). Retain the notation 
in the proof of Lemma 3.2. Let v e S which is ideally analytic at y. Then 
we have the following (cf. [01, § 5]): 
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For a given {.ii, m) e C' X {O, 1, 2, ... }, we can choose an integer L 
by changing the indices of boundary value maps fi, if necessary so that 
fiJ I S;-t are still G-equivariant and moreover the condition that supp fiiu) 
i y for 1 <i<L and supp fiL(u) 3 y is equivalent to the condition that 

{.ii, m) is a leading exponent of v at y. 
Thus Theorem 3.3. ii) follows from the argument in the proof of 

Lemma 3.2. 
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