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Lie Algebra Cohomology and Holomorphic Continuation 
of Generalized Jacquet Integrals 

Nolan R. Wallach'l 

Introduction 

In this paper there are two types of theorems. The first are generali­
zations of vanishing theorems of Kostant [K] and Lynch [L]. The second 
are the holomorphic continuation of certain integrals. The proofs of the 
two seemingly unrelated types of results have in common the use of certain 
operators, Qi which are non-commutative analogues of the standard Euler 
operator on the space of polynomials in several variables. 

We now describe an important class of examples of the results. Let 
G be a real reductive group of inner type. Let g denote the Lie algebra 
of G and let Y be a nilpotent element in g. Then ([Ja, p. 99, Lemma 8]) 
there exist elements X, He g such that [X, Y]=H and [H, X]=2X, [H, Y] 
= -2Y. Fix a Cartan involution such that 0H= -H. Let u be the 
Lie subalgebra of g generated by U2 ={x e g \ [H, x]=2x}. Let z e C-{O} 
and let f(x)=zB(Y, x) for x e u. If Vis a g-module then we define a new 
action rr,i, of u on Vby rr,i,(x)v=xv-f(x)v. We denote this u-module by 
V®C,i,. The main theorem on Lie algebra cohomology implies 

Theorem. Let V be a g-module such that if v e V then 1r,i,(x)kv = 0 for 
all x e ufor some k=k(v). Then Hi(u, V®C,i,)=(O)for i>O. 

We now describe the other type of results. Let lJ be the sum of the 
eigenspaces for ad H with non-negative eigenvalue. Let P = {g e G \ 
Ad(g)lJClJ} and put M=Pn0(P). Let (a, H,) be a finite dimensional 
irreducible representation of M. Put a={Z em I [Z, m]=O, 0Z= -Z}. 
If v e at then let (rrP,,,., l"l,,,) be the corresponding (degenerate) principal 
series representation (see § 6). Let r=exp (rr/2(x- Y)). 

The analytic results involve the study of integrals of the form 

JP,,,,(f) = L eiB(Y,ulf.,h· exp (u))du. 
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(See § 6 for unexplained notation.) If Y is a principal nilpotent element 
of g then P is a minimal parabolic subalgebra and u is the nilradical of j:J. 
Also 11(exp (x))=eiB<Y,x) defines the most general "generic character" of 
N. In this case our results imply that JP,a,, has a weakly holomolorphic 
(not just meromorphic) continuation in,., to a~ as an operator on the C 00 

vectors. This result in the case when G has reduced rank 1 is due to 
Schiffman [S]. In the case when G is split or complex then the result ( on 
K-finite vectors) is due to Jacquet [J] (thus the designation in the title). 
There are other papers with special cases of this theorem ([HI], [HU]). 

If Y is not principal then the results are more difficult to describe. 
(See§ 5, 6, 7). We will instead give an example. Let G=Sp (n, R) which 
we realize as the group of all linear transformations of R2n that preserve 
the form w(x, y)=.Sf- 1 (XiYn+i-xn+iyi). We take 

Y-[o o] 
- Ipq O ' 

with 

I = [Ip O] 
pq O -I 

q 

with 11 thejXj identity matrix andp+q=n. Then we can take 

H=[I O] 
0 -1 

with I the n X n identity matrix and X = YT. In this case 

U= {[~ i]: S=ST, s nxn}. 
The corresponding integrals are of the form 

the integration over the space of all symmetric n X n matrices, x e R-{O} 
and 

J=[ 0 I]. 
-I 0 

In this example we show that these integrals have holomorphic con­
tinuations for smooth f (For precise results see § 7). If G = SU(n, n), 
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SL(2n, R), SO(2n, 2n) there are parabolic subgroups with similar descrip­
tions to P above and our results imply the holomorphic continuation 
of the corresponding integrals (see § 4 for a large class of examples). 
The proofs are given in such a way that if one can prove the conjecture at 
the end of section 5 then the most general integral ( *) has a holomorphic 
continuation to all of at. 

As we indicated above the results rest on the algebraic properties of 
certain generalizations of Euler operators. Lemma 2.1 is the contains the 
key to these operators. Our proof of this Lemma involves the determi­
nation of the minimal polynomial of an element of the group algebra of 
the symmetric algebra on n letters (see the appendix). 

The material of this paper is related to a long term joint project with 
Roberto Miatello. We thank Roe Goodman for his constructive criticism 
of the results of this paper as they evolved. We thank the Taniguchi 
Foundation for having sponsored the workshop and symposium in Kyoto 
during the summer of 1986. 

§ 1. Some observations about unipotent representations 

Let n be a Lie algebra over C. If M is an n-module and if m e M 
then we set n°m=m and if nPm has been defined then nP+1m={Xv \ v e 
nPm, Xe n}. Let JV denote the category of all n-modules M, such that 
if me M then there exists k=k(m) such that nkm=(0). If Me JV and 
if Mn={m e M\ nm=0}=(0) then M=(0). Let Me JV. Set Mk= 
{me M\nr.m=(0)}. Then M 0 =(0)CM 1 =MncM 2 c ... and UM'=M. 

If Mis an n-module then let H'(n, M) denote the usual Lie algebra 
cohomology space of n with coefficients in M (cf. [BW, Chapter I]). For 
our purposes the most important cohomology spaces are the zeroth which 
is just Mn and the first (which we now recall). Let Z 1(n, M) denote the 
space of all w: n-+M such that w([X, Y])=Xw(Y)-Yw(X) for all X, Y 
en. Let B1(n, M) denote the space of those w of the form w(X)=Xm 

with me M fixed. Then H 1(n, M)=Z 1(n, M)/B 1(n, M). 

Lemma 1.1. Let M, Ve JV. Assume that H 1(n, V)=(0). If A e 
Home (Mn, vn) then there exists Te Homn (M, V) such that T agrees with 
A on Mn. If A is injective then so is T. If A is bijective and if H 1(n, M) 
=(0) then Tis surjective. 

Proof Define Tto be A on M 1• Suppose that T has been defined 
on M' for j> 1 as an n-module homomorphism. If m e MJ+t then Xm e 
Mi for Xe n. Set w,,,(X)=T(Xm). Then it is easily varified that w,,, e 
Z 1(n, V). Hence there exists v e V such that T(Xm)=Xv for all Xe n. 
Let {ma} be a linearly independent set in MJ+t that defines a basis modulo 
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M 1• Let Va e V be such that T(Xma)=Xva for all Xe n. Define Tma=Va 
and extend T by linearity to the span of the Va· This defines a linear map 
of Ml+I into v 1+1• If m E Ml+I then m=Laama+u with U E M 1• Thus 
T(Xm)=LaaT(Xma) + T(Xu)=LaaXva + XT(u) = LaaXT(ma) + XT(u) = 
XT(m). This impliments the "construction" of T. 

Assume that A is injective. We show that Tis injective on M 1 by 
induction onj. Ifj= 1 then Tis injective on M 1 by hypothesis. So assume 
that Tis injective on M 1• Suppose that me M 1+1 and Tm=O. If Xe n 
then T(Xm)=XTm=O. Since Xm e M 1 this implies that Xm=O for all 
Xe n. Hence me M 1 so m=O. 

Suppose now that H'(n, M)=(0) and that A is bijective. Then the 
short n-module exact sequence 

T 
o~M~v-~v/TM~O 

induces the long(er) n-module exact sequence 

A 
0~Mn~vn~(V/TM)n~H 1(n, M)=(0). 

Since A is assumed to be bijective, this implies that (V/TM)n=(O). Hence 
V/TM = (0). So V = TM. This completes the proof of the Lemma. 

If Mis an n-module then put M[n]={m e M\ nkM=(O) for some k}. 
If W is a complex vector space then we put an n-module structure on 
Home(U(n), W) by setting Xf(n)=f(nX) or Xen, ne U(n) and fe 
Home (U(n), W). Set N(w)=Home (U(n), W)[n]. 

Lemma 1.2 . .if dim n<oo and ifn is nilpotent then Hk(n, N(W)) = 
(0) for all complex vector spaces Wand all k >0. 

Proof We first assume that dim n= 1. Let X be a basis of n. We 
must show that H'(n, N(W))=(O). From the definition of the coho­
mology, this means that we must showthatXN(W)=N(W). Iffe N(W) 
then/is determined by its values f(Xk). Since Je N(W), there exists r 
such thatf(X 1)=0 for j > r. Define g(l)=0 and g(XH')=f(Xk). Then 
Xg=f. This proves the result in this case. 

Suppose that the result has been proved if dim n=k. Assume that 
dim n=k+ 1. Let Xe n be such that n=CXEBn 1 with [X, n]cn 1 and n1 

is a Lie subalgebra. Then U( n) = EBk.e:o Xk U( n1). This means that as an 
n 1-module, N(W) is a countable direct sum of modules of the form 
Home (U{n1), W)[n1]. Thus the inductive hypothesis implies that 
H 1(n1, N(W)) = (0) for j > 0, We can now apply the Hochschild­
Serre spectral sequence (cf. [BW, I, 6.51) to find that H 1(n, N(W))= 
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H 1(n/n 1, N(W)n'). Clearly, N(W)n'=Homc (U(n/n 1), W). Thus the one 
dimensional case now implies the result. 

We assume that n is as in the previous Lemma. 

Proposition 1.3. Let Me N. If H 1(n, M)=(O) then Mis isomorphic 
with N(Mn). In particular, H'(n, M)=(O)for j>O. 

§ 2. The vanishing theorems 

Let g be a reductive Lie algebra over R. Let O be a Cartan involution 
for g. We will take this to mean that there exists a symmetric, g and 0-
invariant, bilinear form B on g such that B(X, OX) <O for Xe g, X =f=. 0. 
Let 1:) be a parabolic subalgebra of g. Let n be the nilradical of g and set 
m=1:) n oi,. Then 1:)=mEBn. Let a(m) denote the center of m and put a= 
{XE a(m) \OX= -X}. Then m={X E g\[X, a]=(O)}. 

Let ucn be an m-invariant subalgebra and let ,fr be a Lie algebra 
homomorphism of u to C. Since B induces a perfect pairing between Uc 
and O(uc) there exists a unique Y,; e Ouc such that B(X, Y,;)= ,Jr(X) for 
Xe u. We say that ,fr is non-degenerate if there exists He a such that 
ad H has integral eigenvalues and if we set g, = {Xe g \ [H, X] = jX} then 
the following two conditions are satisfied 

(1) Y,; e (gc)_2, g0=m, g2 is contained in and generates u. 
(2) ad Y,;: U-+gc is injective. 
If U=n then this is the definition of [L] of admissible. We will give 

some examples in Section 4 (see also [L]). The easiest way to guarantee 
the crucial condition (2) is to find Xe (uc) 2 such that [X, Y,;]=H. 

Fix such a non-degenerate ,Jr. Set Y = Y,;, If Xe gc then set X equal 
to the complex conjugate of X relative to g. If u, v e Uc then set (u, v) = 
B([[OY, Ov], u], Y). 

(3) ( , ) is Hermitian and positive definite on Uc (that is, ( , ) is an 
inner product). 

Indeed, (u, v)= -B([OY, Ov], [Y, u])= -B(O[Y, v], [Y, u])= -B([Y, v], 

O[Y,u])=(v,u). Ifu*O then(u,u)=-B([Y,u], O[Y,u])>O since [Y,u] 

* 0. 
Let j>O be fixed for the moment. Let X 1, ••• , Xd be a basis of 

(gc)2, n Uc such that (Xi> X,.)=ow Set Z,.=[OY, OX,.] E (gcL21+2· Then 
B([Zt, Xk], Y)=(Xk, X;)=ok;· Fix X0 e (gc)2 (Cuc) such that ,Jr(X0)=l. 

Then [Z;, Xk]=ok 1X 0+Xtk with X;k e (gc)2 and ,Jr(Xtk)=O. Set Q,= 
.l\ZtCX 1-,fr(Xt)). Notice that Q1 is independent of the choice of the X;. 

If Vis a u-module then we can define a new u-module structure on V 
by tensoring with the one dimensional u-module C_,; (u acts by ,fr on C). 
We write Vv=(V®C-,;)P for p>0 (see § 1 for notation). The following 
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Lemma is the key to all of the results in the paper. Since its proof is ex­
tremely complicated, we defer the proof to the appendix to this paper. 

Lemma 2.1. Suppose that Vis a g-module such that V = Up;;:o VP (i.e. 
(V@G_,1.)=(V®C-,i,)[u]). Fix j>O. lf v e Vk then there exist (not neces­
sarily distinct) non-negative integers n1, · · ·, nq depending only on k such 
that 

The next result implies a generalization of a Theorem of Kostant, 
Lynch. We maintain the above notation. 

Theorem 2.2. Let V be a g-module such that V=Up;;:o VP as a u­
module. Then H'(uc, V®C-,i,)=(O)for j>O. 

Proof Proposition 1.4 implies that it is enough to prove that 
H 1(u, V®C-,)=(0). Set u2,=Uc n (gc)zr Then Uc=EB,:,,1U2, and [u2,, U2k] 
Cu 21+zk· Thus if we Z 1(uc, VP®C-q,) then w(u2,)CVp-ui for i>l. 

Scholium. Let we Z 1(uc, VP®C-,i,). Suppose that j>I and that 
w(uu)CVP_,for i>j. Then there exists v e Vp+t such that (w-dv)(uu)C 
VP_,for i > j. Here, as usual, dv(X)=Xv. 

We first show how to prove the theorem using the Scholium and then 
we will prove the Scholium. Since U2r+z=(0) for r sufficiently large, 
w(U2r+2)C vp-r-1• Hence there exists V1 E vp+I such that (w-dv1)(uu)C 
Vp-t for i>r. Now, w-dv 1 e Z 1(uc, VP®C-,i,). Hence there exists v2 e 
Vp+i such that 

i>r-1. 

Continuing in this manner we can find v e Vp+t such that 

(w-dv)(u)c Vp-1" 

Now use the same argument with p replaced by p-1 and w replaced by 
w-dv. After p steps we find that we B 1(uc, VP®C-q,) (V0 =(0)). Thus 
the Scholium implies the theorem. 

The proof of the Scholium will take some preparation. 
(i) If Z e u2J,j>l then (Z-f(Z))Vpcvp-r 
Indeed, Z-f(Z) is a linear combination of commutators of elements 

of the form Y1-t(Y 1), • • ·, Y1 -f(Y,) with YJ e u2. Since(X-So(X))Vp 
c Vp-t for Xe u2, (i) follows. 

(ii) If z e g_21, j > o then zvpc vp+j+I" 
We prove this by induction onj and for eachj by induction on p. If 



Lie Algebra Cohomology and Generalized Jacquet Integrates 129 

j=p=O then the result is clear (V0=(0)). Assume that mVPc Vv+i (don't 
forget that m=g 0). If v e Vp+i• Xe u, Z em then (X-,fr(X))Zv=[X, Z]v 
+Z(X-,fr(X))v. Now [X, Z] e u so [X, Z]Vv+iC Vv+i· Also, (X-,fr(X))v 
e VP. So, Z(X-,fr(X))v e Vv+i by hypothesis. This implies that (X -

,fr(X))ZVv+i c Vp+i· Hence, ZVv+i c Vv+2· This proves (ii) for j=O and 
allp. 

Assume (ii) for j (fixed) and all p. We prove it for j+ 1 and all p by 
induction onp. Let Z e Csc)_2J_ 2. Clearly, ZV 0=(0). Assume that ZVP 
C vp+J+2· If VE Vp+I> XE U then (X -,fr(X))Zv=[X/Z]v+Z(X-,fr(X))v. 
Now [X, Z]cI.~-isc)-2,· Hence, [X, Z]Vp+1 c Vp+J+2· (X-,fr(X))v e Vv 
so Z(X-,fr(X))v e Vv+.1+2• We therefore see that (X-,fr(X))Zv e Vv+J+2. 
Hence Zv e Vp+J+s· This completes the proof of (ii). 

We are (finally) ready to prove the Scholium. Let w satisfy the hypo­
thesis of the Scholium. Set v1 = -l::, Z,w(X,) (Z,, X, as above for j). 
Note that Z, e Csc)-21 +2• We calculate 

dv1(Xk)= -2\(Xi.,-,fr(Xk))Z,w(X,) 

= -I, [Xk, Zt]w(X,)-2\ZlX"-,fr(Xk))w(Xt) 

=X 0w(Xk)-I,Xtkw(X,)-I,Z;(X,-,fr(Xt))w(Xk) 

-I,Z,w([Xk, X,]). 

Here we have used the relation [Z,, X,.,]=o,1,X0+X,k (don't forget ,fr(X;k) 
=0) and the cocycle condition on w. If Xe u2, then w(X)c Vv-t+i· 
Hence (X0 - l)w(X"), X,kw(X,) e Vv-r We also note that w([Xk, X,]) e 
Vp-2J by our hypothesis. Thus Z,w([Xk, X,]) e Vi,-r We have therefore 
shown that 

(iii) (w-dv 1)(Xk)=uk+Q 1w(Xk) with uk e Vp-J" 
We observe that 
(iv) Q/Vvc VP all p. 
Indeed, (X,-,fr(X,))Vvc Vp-J by (i) and z,vv_ 1c VP by (ii). 
( V) If XE U2,, j > j, then dv1(X) E vp-i• 
Indeed, dv1(X)= -l::,XZ,w(X,)= -l::t[X, Z,]w(X,)-l::;Z;Xw(X,)= 

-l::,[X, Z,]w(X,)- l::,Z;(X, - ,fr(X,))w(X) - l::,Z;w([X, X;]). [X, Z,] e 
llu+2-2j• w(X,) E vp-J+l so [X, Z,]w(X,) E vp-t• w(X) E vp-i and QjVp-i 
C vp-t• Finally, [X, X,] E u;i+2J so w([X, X,]) E vp-i-j" Hence Z;w([X, X;]) 
e Vv-t· (v) now follows. . 

(v) implies tqat w-dv 1 satisfies the same hypothesis as w. We can 
thus iterate on (ii1) to find , 

(vi) There exists for each q=l, 2, .. ·, Vq e Vv+i such that w-dvq 
satisfies the hypothesis of the Scholium and 

. (w-,dv;,)(Xk)=uk,;z+Q~w(XD;- with uk,J e Vv~r 
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Lemma 2.1 implies that there exists a polynomialf(X) = XIT[=i(X + nt) 
with ni>O such thatf(QJ)m(Xk)=(O) for all k. Thus if we writef(X)//(1) 
=LJ~ 1b1XJ (f(l)>O) then T.JbJ= 1. Hence 

(m-d(J: 1bJv))(Xk)=J:tbiukt E Vp-J" 

This completes the proof of the Scholium hence of the Theorem. 
We now show how the above theory implies the theorem in the intro­

duction. Let Ye g be a nilpotent element (i.e. ad r = 0 for some k > 0). 
Then the Jacobson-Morosov theorem (cf. [W, 8. A. 4. l]) implies that there 
exist X, He g such that [X, Y]=H, [H, X]=2X and [H, Y]= -2Y. In 
particular, ad H is semi-simple with integral eigenvalues. Thus there exists 
an inner automorphism g of g such that (}gH= -H. So replace(} by g- 10g. 
Let gJ be (as usual) the eigenspace for ad H with eigenvalue j. Put 1:J= 
Et\~09;· m=g 0, n=EBJ>n9J· Then 1) is a parabolic subalgebra of g with 
standard Levi decomposition p = mEBn (i.e. m = p n 01) ). Define u to be 
the subalgebra ofn generated by g2• If z e C-{O} then set t(x)=zB(Y, x) 
for x e u. Then t is non-degenerate. Now Theorem 2.2 implies the 
theorem of the introduction. 

§ 3. The category W,r, 

Let g, 1:)=mEBn, ucn, t, Y= Y,r,, He a be as in the definition of 
non-degenerate in the previous section. Let W,r, be the category of all 
g-modules, V, such that V = up>O VP (see § 2 for notation). Note that V1 
={v e VI Xv=f(X)v for Xe u}. As in Section 2 we set u2J={X e u\ 
[H, x]=2jX}. We assume that u2d:;t:(O) but u2d+2=(0). Let QJ be defined 
as in Section 1. 

Lemma 3.1. Let Ve W,r,. If j > 1 then there exist integers n1,k,J >O, 
k = 1, · · ·, Pt, i = 2, · · ·, d depending only on j such that if 

TJ=(Q1 + j/)IIiQ2+n2,k,/)IIiQs+ns,k,J) · · -IIiQd +nd,k,J). 

Then T; VJ+ IC vj. 

Proof Let for r:21, V1={v e VJ I (X-f(X))v e v,_,_1 for Xe u2., 

s>r}. We note that V}= VJ-i· 
(1) Qr V1+1 C V1+1, r :21. 
Indeed, set Qr=T.tZ;(Xt=f(X;)) as in Section 2. If Xe u2., s>r+ 1 

and if v e v1+1 then 

XQrv = T.t[X, Zt](Xt -t(Xt))v + J; tZt[X, X 1]v + QrXv. 

[X, Zt] e u2<•-r+ii· Hence [X, Zt](Xt-f(Xt))v e V1_,_ 1• [X, Xt] e u2<s+r>· 
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So [X, X,]v e V1 _,_,_ 1 (s+r >s). Hence Z,;[X, X,]v e V1 _s-1 by (ii) in the 
proof of Theorem 2.2. Finally, Xv e V1 _,_ 1 so Q,Xv e V1 _,_ 1 by (iv) in 
the proof of Theorem 2.2. 

(2) If r> 2 then there exist integers m 1 >0 depending only on j, r 
such that 

IT;(Q,+mJ)q·+ 1c Vj'. 

Let XE U2, and VE vj+l. Then XQ,v=LkXZkXkv=Q,Xv+Lk[X, Zk]X,. 
+LkZk[X, Xk]v. Now, [X, Xk] e U4, and since 4r>r+ 1 this implies that 
[X, Xk]v E V1_2,_ 1. Thus Z,.[X, X,.]v E V1_,_ 1. Also, the definition of the 
zk, xk implies that L,.[X, Z,.]Xk = -XoX + Lku,.X,. with u,. E U2 and ,Jr(uk) 
=0. Thus Lk[X, Zk]X,.v = -Xv mod V1 _,_ 1. Hence X(Q, + l)v = 
Q, = V mod vj-r-1· Thus we see that 

X(Q,+f)Pv=mxvmod vj-r-1• 

Let n1, • • ·, nq be such that ni>0 and IIi (Q,+nJV 1 =0 (Lemma 2.1). 
These integers depend only on j. Then 

This proves (ii). 
(iii) If v e V} +i then (Q1 + j[)v e Vr 
Indeed, let Y1, •• ·, Y1 e u2• Set for x e u, x'=x-,Jr(x). Then 

We assert that [Yi, Z,.]= -(Yi, X,.)X 0+uu, with ui,,. E U2 and ,Jr(ui,k) 
=0 thus the first term on the right hand side of(*) contributes 

-jY~- · ·Y,1V-

The second term is zero. To see this we observe as in the proof of (ii) 
that if x e u2 then x'V~c V~_1• Thus [Yi, X,.]Y~+i · · · Y,1v e V1+HJ-iJ-s 

= Vt-2. Since Z,. Vi_2c Vt-i the assertion follows. This proves (iii). 
The Lemma is a direct consequence of (ii) and (iii). 

Corollary 3.2. lfv e V1+1 withj>O then T1 • • • T1v e V1• 

Let F be a finite dimensional g-module. u acts nilpotently on F. 
Thus if Ve W.; then V®F e W.;. Let k be the largest eigenvalue of H 
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onF. We set F 1={feFjHf=(k-j)f}. Let Ve W,i,, Then V/i9Pc 
(V®F)r+t ifj=2r orj=2r+l. Fix Fand V. 

Lemma 2.3. Let f e P, v e V1• If r> 1 and 1 <j 1, • • ·, j,<d then 

Q;i · · · Q1r(v®f) e V@("f:. F'). 
i<j 

Proof As usual, set Q,=1:1,Z1,,rX~,r (X'=X-,[r(X)). Then QJt· · · 
Q1,(v®f) is a sum of terms of the form 

with each pair ( Y., u.) in one of the following four forms: 

( 1) 

(2) 

(3) 

(4) 

(Zk,1,, Xk,1,) 

(X~,;,, Zk, 1,) 

(Zk,i,X~, 1,, I) 

(I, zk,,,xk,i,). 

We show that each term as in(*) above satisfies the conclusion of 
the Lemma. Fix such a term. Let for i=l, 2, 3, 4, S.=Ul(Y 1, U1) is as 
in(i)}. Then Y1 ···Yrve VPwithp=l+1: 1e81 j.-l:1,esJ;· ThusifY 1 ••• 

Yrv:;t=O then 1:.esJ.>1:;esJ,. Also, U1 • • • Urf e pi+• withs= -21:,esJ; 
+21:1,es.U; - l)-2jS41, Thus if Y1 ···Yr v® U1 • • • U,f :;t= 0 then s < 
-2IS2l-2IS4'- Thus if s>O then S2 and S4 are empty and s<-21Sil. 
If S1 is empty also then Y1 ••• Yrv=O (indeed, Yrv=O). Thus s<O if 
Y1 • • • Yrv®U; · · · UJ:;t=O. This implies the Lemma. 

Let for v e V1,J e Fi, j=2r or 2r+ 1, I'iv®f)=v®f for r=O. Set 
Cr=rl III.;;,2,1:s:i:s:r,knt,k,J * 0 (see Lemma 3.1). Set I'iv®f)=c;: 1T1 • • • 

Tr(v®f), r >O. We define a linear map, I', from V1(8)F to V®F by 
I'(v®l:f1)=1:I'iv®f 1) (Ji e F 1). 

Theorem 3.4. (1) I'(V 1®F)c(V®F) 1• 

(2) I' defines a linear isomorphism of V1®F onto (V®F)i. 

Proof (1) is just a restatement of Corollary 3.2. 
We now prove that I' is injective. Let J;, ... ,fq be a basis of F with 

J;, e F'' and r1<r 2< · · · <rq. Let s1 < · · · <sm be the distinct r1 in order. 
Let u e V1(8)F, u=1:1,v1 (8)J;,, v1 e V. Assume that u:;t=O, we shpw that 
I'u:;t=O. Let i be the largest index such that v.:;t=O. Let r;=sk. Then 

U= "E, v1®J 1 mod "E, v®F'". 
~-Q ~<• .. 
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Lemma 3.3 implies that 

I'u= I; v/2)f 1 mod I; V®F'n. 
TJ=Sk Bn<sk 

Hence I'u=/:=0. To complete the proof we must show that I' is surjective. 

Let u e (V®F) 1• Then u='l:.tvt®h with vi e V. If Xe u then 

O=(X-,Jr(X))u= I; {(X-,Jr(X))vt®ft+vt®Xft}. 
i 

O=(X-,Jr(X))u_ I; (X -,Jr(X))vt®h mod (V® I; F''). 
Ti,=8& Bt<Sk 

Thus (X-,Jr(X))vt=O if rt=s,.. As above, 

I' I; V1®f1= I; v1(2)f1 mod I; V(2)F'n. 
~-- ~-- ½<Q 

So 

u-I' I; v1 ®f 1 e I; V(2)F'n. 
TJ=SJ: Sn<s1a 

If we iterate this argument we will find that after a finite number of stages 
that u=I'w for some we V1(2)F. 

Note. The crucial point in this Theorem is that the formula for I' 
depends on the structure of F and on ,Jr but not on V. For the case n=u 
and without the explicit formula for I' this result can be found in [L]. 

§ 4. Examples 

In this section we give some examples of 9 :::) j:) ::) u with ,Jr non­
degenerate on u. We retain the notation of Section 2. 

Lemma 4.1. Let j:) be a minimal parabolic subalgebra of 9 and let ,Jr 
be a Lie algebra homomorphism of n to C. Let £1 be the .set of simple roots 
of a on n. Then ,Jr is non-degenerate if and only if ,Jrl.1=/:=0 for A e .1. 

Note. This Lemma implies that in the case of minimal parabolic 
subalgebras the notion of non-degenerate coincides with that of "generic". 

Proof Assume that ,Jr is non-degenerate. Y= Y,i.='1:.1e4 Yi with Y1 

e 8(n0 ) 1• Suppose that He a and that m ={Xe g I [H, X]= O}. We 
assume that ad H has integral eigenvalues and that 92 c n generates n, 
[H, Y]= -2Yand ad Yis injective on 92• If Yi=/:=O then l(H)=2. Let 
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<l>=([}('p, a) be the root system of 'p with respect to a. Then g2 =EBJ, the 
sum over A e ([} such that A(H)=2. Let 2={A e Lil Y,=#::0} and let ([}(2) 
denote the set of roots in the span of 2. If A E {[}-<l>(2) then [Y, g,]=0. 
Thus if 2:#=LI then g2 cannot generate n. Hence if Y is non-degenerate 
then Y, =#=O for all A e LI. 

Assume now that Y,=#=O for all A e LI. Set X,= -BY,. Let H, ea 
be defined by B(h, Hi)=A(h) for he a. If a, EC for A e LI then 

[I; a,Xi, Y]= - I; a,B(Y,, BY,)H,. 
lEJ 

Now LI is a basis for spanc {H, I A e LI}. Thus we can choose the a, such 
that 

µ(- I; a,B(Y,, BY,)H,)=2, µ e LI. 

Set X=I:a,X,, H=[X, Y]. Then [H, X]=2X, [H, X]= -2Y and g2= 
EB,e,1g,. The proposition now follows. 

For the rest of this section we describe several techniques for finding 
examples of non-degenerate t's. It is suggested that the reader consult 
the tables in [H, pp. 532-534 and p. 518]. 

The next class of examples were the original motivation for this 
paper. Let g be a simple Lie algebra over R. Let 'p0 be a minimal para­
bolic subalgebra of g. Let the root system of g with respect to a0 be of 
type C, (resp. BC,). Then there are linear functionals c1, •• ·, c, forming 
a basis of (a0)* such that the roots are ci-c 1, i=#=j, ±(ci+c), i <j (resp. 
in addition ct for i = l, · · ·, r ). Let Hi E a0 be such that clH 1) = ow Let 
Yi e g_2q, i=l, ···,rand put Y=I:Yi. We may choose Xie g2., such 
that [Xi, Yi]=O. Since 2ci-2c 1 is not a root for i=#=j we see that [X, Y] 
=H. [H, X]=2X, [H, Y]= -2Y. We choose 'p=mEBn with m={x e gl 
[H, X]=O}, n=EBi:o:Jg'i+<JEBig,,. Set u=EBi:o:Jg•,+<r Then u is a sub­
algebra of n and U=g 2• If tis defined by t(x)=B(x, Y) for x e u then 
all the conditions for non-degeneracy are satisfied. 

We list the examples that are given by this construction. 
1. The subclass of examples where (g, f) is a Hermitian symmetric 

pair. Then 'p is the so called Shilov boundary parabolic. The examples 
are 

(1) §u(p, q), p ?:_q> 1 which is BCq if p >q, Cq if p=q. 
(2) §'p(n, R), Cn. 
(3) §o(n, 2), C2• 

(4) §o*(2n), Cn if n is even, BCn if n is odd. 
(5) The Hermitian symmetric real form of E6, BC2• 

(6) The Hermitian symmetric real form of E7, C3• 

The other examples from this construction are 
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2. ~.))(q, q), p2,.q> 1, BCq unless p=q in this case Cq. 
3. The rank one real form of F4, BC 1• 

Suppose now that the root system of g with respect to a0 is type 
A2,+i· Then there exists an isometric imbedding of a0 into R2'+ 2 as the 
hyperplane {xlLtxt=O}. Set e;(x) =xt. Then the roots are et-e 1, i-=/=.j. 
We take to be the parabolic subalgebra defined as follows. Let He a0 be 
the element in a0 whose image in R2'+ 2 is (1, ... , 1, -1, ... , - I) where 
the last 1 is in the r+I• t position. Set m={xegl[H,X]=O}, n is the 
eigenspace for adH corresponding to eigenvalue 2. Let f3t=ei-er+i+t• 
i= I, · · ·, r+ 1. Then f3t-f3J is not a root if i-=t=.j. Let Yi e O(nc)ft,-(0) 
and set Y=LiYt. Put ,Jr(x)=B(Y, x) for x en. Then we leave it to the 
reader to check that ,fr is non-degenerate. Here are the examples that 
come from this method. 

4. ~((2n, R). 
5. ~u*(2n). 
6. The real form of E6 with maximal compactly imbedded sub­

algebra of type F4• 

There are also two examples corresponding to Dn. Assume that the 
root system of (g, a0) is of type D2n. Then the roots are given by ± ei ± e 1 

for 1 -::;;, i -=t=.j < 2n. Choose the simple roots to be e1 - e2, · · · , e2n _ 1 - e2n, 
e2n_ 1+e 2n. We take for.)) the parabolic subalgebra corresponding to e1 -

e2, · · ·, e2n_1 -ezn· Then the roots of a0 on n are e,+e 1 for i-=f=.j. Choose 
Yi to be a nonzero element of g_•,-•n+i for i=l, · · ·, n and Y=z(L,Y,) 
with z-=f=.0. Then it is easily checked that there exist for each i= 1, ... , n, 
Xt e g,,+<n+i such that if X =z- 1(LtXi) then X, Y, His a standard basis of 
a three dimensional simple Lie algebra (TDS) and adHl.=21, m={x e gj 
[H, x]=O}. In this case we get the following example. 

7. ~o(2n, 2n). 
For ~r(n, R) (or ~r(n, C)) examples abound. We now give a method 

which probably gives all examples for ~r(n, R). Let H, X, Y be a standard 
basis of a TDS with H, X, Ye Mn(R) we assume, as we may, that His 
symmetric. We assume that all of the eigenvalues of Hare congruent 
mod 2. We take for .)) the direct sum of the eigenspaces for the non­
negative eigenvalues of ad H. Then n is generated by the 2-eigenspace 
for adH. We take ,Jr(x)=ztr Yx for x en and z e C-{O}. 

The last class of examples that we will describe is of a somewhat 
more sophisticated nature. Let G be a connected semi-simple algebraic 
group defined over k, a subfield of R. We look upon G as its complex 
points hence as a Lie group over C. Let P be a minimal parabolic sub­
group of G defined over k and let S be a maximal k-split torus of P. Let 
(lJ be the root system of (G, S) and let ([J+ be the positive roots corre­
sponding to P. We assume that (lJ is reduced (i.e. if a e (lJ then 2a ~ ([>). 
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Let LI c (Ii+ be the set of simple roots. 
Let for a e LI, Ea be a one dimensional subgroup of the unipotent 

subgroup of G corresponding to a that is invariant under conjugation by 
S and defined over k. Let V be the subgroup of G generated by the Ea 
for a e LI. Then it is shown in [BT, Theorem 7.2) that there is a unique 
k-split reductive algebraic group Fe G containing SV with S as its maxi­
mal split torus. 

Let G=Gn, P=Pn, A=(Sn) 0 (upper o indicates identity component). 
Let N be the uni potent radical of P and N = Nn. Let P be the opposite 
parabolic to P and let N be its unipotent radical put N=Nn. 

Let g be the Lie algebra of G and let gn = g. gk is a k-form of g and 
the Killing form of g is defined over k. Let ,Jr be a Lie algebra homo­
morphism of n to C. Then there exists Y= Y+ e fie such that B(Y, x)= 
,Jr(X). Write Y+=2ae 4 Ya with Ya e (fi_a)c- We assume that exp CYa is 
defined over k and that Ya*O for all a e LI. Then (replacing P by Pin 
the above mentioned result of Borel and Tits) there exists a unique k-split 
(hence R-split) reductive subalgebra g1 of g containing and such that fi_a 
n g1 = C Ya n g1 is one dimensional over R. We can now argue as in the 
proof of Lemma 4.1 to find Xe EBaelna n g,)c such that [X, Y]=H, He a 
and adHl.a=2l, a e LI. 

§ 5. Some structural results 

In this section we study the global structure of the non-degenerate 
functionals in the previous sections in preparation for the results on the 
holomorphic continuation of the corresponding generalized Jacquet inte­
grals. Let g be a simple Lie algebra over R. Fix a Cartan involution 0 
of g. Let G be a Lie group of inner type with finite center and Lie algebra 
g (i.e. if g e G then Ad(g) is an inner automorphism of g0). We assume 
that g is one of the examples in Section 4 that corresponds to Cn, A 2,+ 1 or 
D 2n. Let+' be the parabolic subalgebra described in those cases in Section 
4 and let ,Jr be a non-degenerate homomorphism of n into R as in that 
section. Let P be the corresponding parabolic subgroup of G (i.e. P= 
{g e GIAd(g)pc+>}). Let H, Y, X be as in those cases. Put M={g e 
G!Ad(g)H=H}. Set M,i-={m e Ml,Jr(Ad(m)x)=,Jr(x) for x en}. Set 
N = exp n. Then P = MN is a Levi decomposition of P. 

Proposition 5.1. There exists m e M such that if we replace ,Jr by 
,Jr o Ad (m) then there exists a finite subset 2 c K such that 

(1) G=Uwe.r M,i-NwP disjoint union. 
(2) There is a unique element w0 e 2 such that M,i-Nw0 P is open. 

Furthermore, M,i-Nw0 P=Nw 0 P=Pw 0 P is the unique open double coset of P. 
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(3) If w e :S and w =I= w O then ,Jr restricted to the Lie algebra of N n 
w- 1Pw is non-trivial. 

Proof In all of these cases n=g 2={x e g I [H, x]=2x}. Thus g_2= 
On. So 9=9-2EBmEBJ2· As a module (under ad) for the Lie algebra ?, 
with basis X, Y, H, g=g 0EBJ2 with ? acting trivially on g0 and acting by a 
multiple of the irreducible three dimensional representation on g2. We 
note that m+=m n g0• Set a=exp (ir(X- Y)/2). Then a direct calculation 
in SL(2, R) implies that Ad(a)x=x for x em+ and Ad(a)x= -x for x e 
m n g2• There exists me M such that Ad(mam- 1) commutes with e. So 
replace ,Jr by ,JroAd(m), Y by Ad(m)Y, Xby Ad(m)X. M+ contains the 
identity component of the fixed point set of m--+ama- 1• 

We now look at the en cases. Fix P 0 a minimal parabolic subgroup 
contained in P. Let A 0 be a standard split component of P0 (Oh= -h for 
he a0 ). Let e1, • • ·, En be as in Section 4. Then the Weyl group of (G, A 0 ) 

is the semi-direct product of the permutations of the ei, Sn, and the sign 
changes on the Ei, z;. Let wi be defined by wiei= -Ei for j-::;i and wieJ 
= e 1 for j > i. The Bruhat lemma implies that 

G=PU Uf=1PwiP. 

Set Pt =Mn wiP 0 w;1. Then Pt is a minimal parabolic subgroup of M. 
Thus Theorem 3 of the introduction of [M] implies that there exist a finite 
number of w1i e Kn M such that M=U.1M+w 1iPt, Now 

PU Ui 1 NM,i,w1iwtP=PU Uij NM+wiiwiw; 1PtwiP=PU Ui NMwiP=G 

by the above. Suppose that NM,i,w1twiP is open then PwiP is open so 
i=n. We observe that NwnP=PwnP. Thus in this case we may take all 
of the win= I. This proves (1), (2). The explicit formulas for the wii in 
[M, Theorem 3] imply that Ad(wii)g,p+<qcg,p+<q for allp, q. Hence ,Jr is 
non-trivial on n n wt1w1nw;1w;/ if j:::j=n. This completes the proof in the 
en case. 

We now look at the Azr+i case. Let P0 be a minimal parabolic sub­
group of G. We use analogous notation to the previous case. However, 
this time the ei, i = 1, · · · , 2r + 2 satisfy the relation Liei = 0. The Wey 1 
group is given by the permutations of the ei. Put w .1 = f1{=1 (i, r+ 1 + i). 
The Bruhat lemma in this case implies that G = U i Pw 1P. The rest of the 
argument is exactly the same as the case of en. 

The D2n case is completely analogous and we leave it to the reader. 

Let Y e g be a nilpotent element and let X, Y, H be as in the end of 
Section 2. We assume that the eigenvalues of ad H are all even. Let G 
be a real reductive group of inner type with Lie algebra a g and let \J be 
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the parabolic subalgebra of g given by the sum of the eigenspaces for the 
non-negative eigenvalues of ad H. Let P be the corresponding parabolic 
subgroup of G. We conjecture that a decomposition of the type of Propo­
sition 5.1 is true for G. 

§ 6. Some Bruhat theory 

Let G be a real reductive group of inner type. Let (} be a Cartan 
involution of G. Fix a minimal parabolic subgroup, P 0 , of G. Let P be 
a parabolic subgroup of G with unipotent radical NP and set Mp=0Pn P. 
Let Ap=exp(ap) with ap={X e a(mp) l0X= -X}. Set a0 =aPo" 

Let 1J be a homomorphism from NP to S1 (the circle group). We set 
d1) = i,Jr. Put M,,,=M~ ={me MP I '1J(mnm-1) = 11(n), n e NP}= {me Ml 
,Jr(Ad (m)X)=,Jr(X), Xe nP}. Throughout this section we will make the 
following assumptions about P and 1/· 

(1) There exists a finite subset I of G such that G is the disjoint 
union UwexPwM.,,Np. 

(2) There is a unique element w0 e I such that Pw 0 M,,,N is open in 
G and furthermore Pw 0 M,,,N=Pw 0 N and w0 M.,,w;;-1 =M,,,. 

(3) If we I and if w:;l=w0 then 1J is not identically equal to 1 on 
Npnw- 1Pw. 

We note that if P=P 0 and if ,Jr is non-degenerate (i.e. generic) then 
the above conditions are satisfied. Also, all of the Cn, A2r+1' D2n examples 
of Section 5 satisfy these conditions. 

Put 0Mp={m e Mp I 11:(m)2= 1 for all continuous homomorphisms 11: 
of MP into R-(0)}. Then Mp=Ap 0Mp with unique expression. If J.J e 
(ap)t then we set exp(h)·=exp(J.J(h)) for heap. Set pp=1/2(tr(adhl.p), 
heap, Let (a, H.) be a finite dimensional representation of 0Mp. If J.J e 
(ap)t then we denote by a. the representation of P given by 

Let /';,,.,. denote the C"' induced representation of a. from P to G. That 
is,/';,,.,. is the space of all smooth fumctions f from G to H. such that 
f(pg)=a.(p)f(g) for p e P, g e G. We endow/';,,.,• with the C"' topology. 
The action, n:P,,,., is given by (n:P,,,.(g)f)(x)=f(xg). 

Let (-r, V,) be a finite dimensional representation of M,,,NP such that 
-r(n)='f)(n)Ifor n e Np. We set Wh'(J:;:,.,.)equal to the space of all con­
tinuous linear maps, Tfrom I;,.,• to V, such that T(n:P,,,.(m)f)=-r(m)T(f) 
for f e I;,.,., me M,,,Np. Let u.,. be the space of all/ e I;,.,• such that 
suppfcPw 0 N PM,,,. 

Theorem 6.1. Let Te Wh' (I;,.,.). 
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(1) lf T\u •.• =0 then T=O. 
(2) There exists S: H.-v, such that 

(i) Sa,(m)=r:(m)S form EM+ and 

(ii) T(f)=sf r;(n)-'j(w;n)dn (here dn is a fixed choice of in-
Np 

variant measure on Np). 

Proof The argument is standard Bruhat theory. If f E C;;°(G) and 
if v E H. then set 

S.,.(f®v)(g)= (f p a.(p)-'j(pg)d,p )v 

where drp is a fixed choice of right invariant measure on P. 
Thens.,. defines a con~tinuous linear map of C;;°(G)®H. onto 17,,., •. 

If TE Wh' (/';,,.,.) then set T(f)(v) = T(S.,,(f®v)). Then 

f: C;;°(G)~Homc (H., V,). 

Put L(g)f(x)=f(gx) (resp. R(p)f(x)=f(xg)). Then 

T(L(p)f)= T(f)-a.(p), 

T(R(m)f) = r:(m)T(f) 

for p E P, m E M,i,N,f E C;;°(G). 
Set 0 Wh0 (/';,,.,.)={TE Wh' (/';,,.,.) I supp f CG - Pw; Np}. Then 

Bruhat theory (cf. [War, 5.3 p. 411]) implies that 

dim 0 Wh0 (/7,,.,J 

< I; dim Homw-1PwnM,i,Np(H.,, S(g/(Ad (w*)- 1p+m++np)(8) V,)). 
wE.l.'-{wo] 

Here, w* EK is a representative for w, S(.) is the symmetric algebra. The 
proof uses (1) and (2). (3) implies that if w::;i::w0 then r;lw-,PwnND=;d. 
Since NP acts trivially on H., and unipotently on S(g/np) we conclude 
that dim 0 Wh' (/7,,.,.)=(0). 

The second part of the Theorem is also completely standard ( cf. 
[War, Theorem 5.2.2.1]) so we leave it to the reader. 

Set (l';,,.,Y equal to the space of all continuous linear functionals on 
/';,,.,• put Wh~ ((/';,,.,.)') equal the space of all }. E (IP,.,.)' such that 

(i) A(rr:p,.,.(n)f)=r;(n)l(f), n E NP,f E /';,,.,,, 

(ii) Let rr' be the contragradient representation of G on (/';,,.,.)'. 
Then rr' (M,i,)A spans a finite dimensional space on which M+ acts semi­
simply. 
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Corollary 6.2. Assume that u is irreducible. Then dim Wh~ ((I;,.,.)') 
<dimH •. 

Proof. Let M,; denote the set of all equivalence classes of irreducible 
finite dimensional representations of M,;, Fix for re M,;, a representative 
V7 e r. We decompose Wh~ ((I;,.,.Y) into M,i,-isotypic components as 

Wh~ ((I;;,)')= I; Wh~ ((l;,.,.)')(r). 
rek,i, 

Fix r e M,;, Let VcWh~ ((I;,.,.)')(r) be a finite dimensional M,;-invariant 
subspace. We define T: Ii,,.,.- V* by T(f)(J..) = ),,(j). Let µ e 
HomM,; (V*, V:). We look upon V; as a M+N-module with N acting by 
11-11. Then µ o Te Wh•f(Ii,,.,.). Thus Theorem 6.1 implies that there exists 
S(µ) e HomM,;(H., V;) such that 

µ(T(f))= S(µ)(L 11-1(n)f(w 0n)dn), fe u., .. 

This implies that we have an injective linear mapping 

S: HomM,i,(V*, vn~HomM,;(H., V;). 

Hence dim V*<dim HomM,i, (H., V;) dim V;. This implies that 

dim W(I;,.,.Y)(r)<dim HomM,i, (H., vn dim V;. 

Hence 

dimWh~((rJ;,.,.)')< I: dimHomM,i,(H., V:)dim V;=dimH. 
rek,i, 

since M ,; is reductive in M. 

§j7. The holomorphic continuation of certain integrals 

We retain the notation and assumptions of the previous section. We 
assume in addition that t- is non-degenerate. We write M, N, A for MP, 
Np,Ap, 

Let Ii,,. denote the space of all f e C 00 (K; H.) such that f(pk)= 
u(p)f(k) for p e PnK and k e K. If fe K then setf.,.(pk)=u.(p)f(k) 
for p e P. Then the correspondence J-J.,. of l';,,. to Ii,,.,• is a continu­
ous isomorphism. We will thus consider I;,.,• as I;,. and under this 
identification rcp,.,.(g )f(k) = J.,.(kg ). 

Proposition 7.1. There exists a constant q. >0 such that 
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L 11(n)-1J.,.(w0n)dn=J.,.,if)=J.(f) 

converges absolutely and uniformly in compacta of {1.1 e ai I Re (1.1, a) >q. 
for a e (])(P, A)}for allf e /';,, •. Jfv e ai, Re(v, a)>q. and if A e H! then 
Ao J,=/:-0. Hence in particular 

dim Wh~ ((P;,,.,.)')=dim H •. 

Proof The first assertion follows from (by now) standard inequali­
ties (due to Harish-Chandra) which we now recall. If g e G then we write 
g=p(g)k(g). Neither p(g) nor k(g)are well defined. However, p(g)P 
n K and P n Kk(g) are well defined. Fix a Kn P-invariant inner product 
on H.. If f e /';,,. then 

ll11(n)-1J.,.(won) 11= lla.(p(won))f(k(won)) II< llfll"' lla.(p(won)) II-

We write p(g) = n(g )m(g )a(g) with n(g) e N, m(g) e OM and a(g) e 
A. Now the ambiguity is in m(g). We have 

Let log be the inverse map to exp on n. Fix on g the inner product 
(x, y)= -B(x, (}y). It is standard that (cf. [W, Proof of 4.5.6]) 

lla(m(w 0 n)) II< C(l +II log (n) ll)d 

for some positive constants C and d. 
It is thus enough to show that there exists q. >0 such that if 1.1 e a* 

and (1.1, a) >q. then 

L a(won)"+P(l + II log (n) Jl)ddn <oo. 

But this follows directly from (for example) [W, 4.5.4]. 
We now prove the second assertion. Let 'Pe C';(N) be such that 

If v e H. then set /3.(v)(pw 0n)=<p(n)v if g=pw 0n, p-e P, n e N and zero 
otherwise. Then /3.(v) e /';,,.,• and J.(/3.(v))=v. This completes the proof. 

Let (/';,,.)' denote the space of all continuous functionals on I';,,. 
(which is endowed with the C"' topology). We willuse the weak topology 
on(/';,,.)'. We look upon Whi(l';,,.,.)') as a subspace of(/';,,.)'. · 
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Theorem 7.2. We keep the hypotheses of this section and the previous 
one. Letµ e H: then l,)-+µ o J. extends to a weakly holomorphic map of at 
into (l';,,u)'. Furthermore, ifl,i eat then dim{µoJ.\µ e H:}=dimHa. In 
particular, dim Wh~ ((l';,,a,•)') = dim Hu for al/ l,) e at. 

Proof If (ir, H) is a smooth Frechet representation of G then we 
denote by H' the continuous dual of Hand we write for g e G (resp. Xe g) 
ir'(g)l=l o ir(g)- 1 (resp. -lo ir(X)) for le H'. We set for Xe n, ir~(X)= 
ir'(X)+,tr(X) and H'[,fr]={l e H' [ ir~(n)kl=O for some k and ir~(M+)l 
spans a finite dimensional space such that M+ acts semi-simply}. 

Notice that H'[,fr] e W_+ in the notation of Section 3. We set 
Wh+(H')=H 0(n, H'[,tr]®C,;)=(H'[,fr])i. If Fis a finite dimensional 
representation of G then (since n acts nilpotently on F) 

(H®F)'[ ,fr]= H'[,tr]®F'. 

Let (µ, F) be a finite dimensional irreducible representation of G such that 
( i) 0 M acts trivially on F°"={v e F\ (On)v=(O)}. 
(ii) If -l is the action of a on F°" (which is one dimensional) then 

(l, a)>O, a e if)(P, A). 

Such an F always exists (cf. [W, 4.A.2.3]). We note that 

l';,,u,•®F~lnd 00 i (a.®µ \p) 

where lnd 00 indicates C 00 induction. Let Hu®F=X 1-::::>X2-::::; • • • -::::>Xa+i= 
(0) be a P-invariant filtration with Xi/Xi+i~(ai)., for appropriate ai, l,ii. 
Here the action of Pon Ha is a.. We assume as we may (see below) that 
a1=a and l,11=l,l-l. Writing Joo=l'l>,u.• then 

with each of the spaces closed and invariant and l';/Ij+ 1 ~l';,,u 1,. 1• 

Assume that dim Wh~ ((/';,,u,•)')=dim Hu. Then 

dim ((l';,,u,•)'[,fr]®F') 1 =dim Fdim Ha 

by Theorem 3.4. Now ((l';,,u,.Y[,tr]®F') 1 \1 iCWh~ {{l';,,ua,•a)') so 

dim ((J';,,.,,•)'[,fr]®F')1 \1:<dim Hu, 

by Corollary 6.2. Set WJ={l e ((l';,,u,•)'[,tr]®F)1 \ l\ 1oo=0}. Then dim wa 
~dimFdimH.,-dimH., 4 • wa\ 1:_,cWh~((l';,,.,d-1,:d-l)') so dim wa-i~ 
dim Fdim H.,-dim H.,d-dim H.,4 _ 1• If we continue in this way we find 
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that dim W2;:;~dim H,. But W2 cWh~ ((l';,,,,.-,)'). We have thus proved 
(iii) If dim Wh~((/';,,.,J') = dim H, then dim Wh~ ((/';,,,,•-•)') = 

dimH,. 
If v ea;\' then there exists k>O such that Re (v+k.:l, a)>q, for all 

a e t[J(P, A). We have thus proved 
(iv) If v Ea;\' then dim Wh~ ((/';,,.,.-,)')=dim H •. 
We now convert this into an analytic statement. Let 

be defined by 

o(f©v)(k) = f(k)©µ(k)v. 

Let q be the natural projection of F onto F/nF. We define 

by T,(f©v)=(l©q)(o(f©v)). We note that T, depends only on F and a 
and 

(iv) T, o (trp,0 ,.(g)©µ(g))=trp,,,.-lg)T, 
( v) T, is surjective and continuous. 
Set tr,= P,•,•· Suppose that we have proved the theorem for Re (v, a) 

>q for a e t[J(P, A). Let .:11, ••• , Ap be a basis of H;. Set r.h)= Ai o J, 
for Re (v, a) >q. Let µ1, • • ·, µ, be a basis of F*. We apply the earlier 
observations and Theorem 3.4 to find p}1 e U(gc) (depending on F and t 
but not on v) such that 

k= 1, · · ·, pr defines a basis of ((/';,,.,J'[t ]©F') 1• Fix v0 e ac\' such that 
Re(v 0 , a) >q for a e t[J(P, A). Let Z, = Ker T,. Then the above considera­
tions imply that dim I: C,;h 0)iz,=pr-p=t. By relabeling we may 
assume that .;iv0 ) \z,, i = 1, . · . , t are linearly independent in an open 
neighborhood, U, of v0 • Hence there exist holomorphic functions a1i, I< 
j <t, 1 <i<p on U such that 

t 

~t+h)\z,= I: a1i{v),;;(v). 
j=l 

Set s,,h)=~i+h)- l:}=1 a1i{v),;h) for v e U and 1 <i <p. Then sah)\z, 
=0, and s,,h), · · ·, s,,p{v) are linearly independent for v e U. Thus {s,,h)}f=1 

is a basis of Wh~ ((l';,,,.-,)') for v e U. 
We now use the notation of the previous section. Theorem 5.1 im­

plies that if v e U then there exist f3h) e H; such that if f e U, ,•- • then 
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Let vie H 0 be such that µ;(vj)=oi 1• Fix u e C';(N) satisfying 

f N r;(n)-'u(n)dn= 1. 

Setf,jpw 0n)= a.(p)u(n)vi for p e P, n e N and extend J,,,i to G by 0. 
Thenf,,,i e u.,. and v-+f,,,i is holomorphic from at to l°l,,0 • We note that 

cp;(v)(f,,_,,1) = /3h)(v ,). 

Hence f3i: U-+ H; is holomorphic. Since f3i{v ), · · ·, f3h) are linearly 
independent for v e U, we can find bi1 holomorphic on at such that if 

then 

forfe u.,,-,. This implies that if Re(v-2,a)>q then w;{li)=r;{v-2). 
This implies that if q,=minae<IJ(P,AJO, a)>O then ri has a holomorphic 
continuation to Re (v, a)>q-q 1, a e (f)(P, A). The Theorem now follows. 

Corollary 7.3. Let P and r; be given in one of the following ways 
(I) Pis minimal and r; is generic. 
(2) P and dr; are as in Proposition 5.1. 

Then the conclusion of Theorem 7.2 is true. 

Proof We have already observed that all of the hypotheses of the 
Theorem are satisfied in these cases. 

§ 8. Applications 

In this section we give several corollaries to Theorem 7.2 and Corol­
lary 7.3. Let G be a real reductive group of inner type. We fix the 
notation as in Section 4. We assume that the Lie algebra of g is as in the 
case of the BCn examples of Section 4. Let P be the parabolic subgroup 
corresponding to the parabolic subalgebra given as in that section. Let 
B1=iiEBmEBu. Then (g1, ao) has a en-root system. Let Wo be as in Propo­
sition 5.1 for this case. 

Theorem 8.1. Let U = exp u and let 1J be a unitary character of U such 
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that dr; is non-degenerate. Let <1 be a finite dimensional irreducible repre­
sentation of 0M. Iff el';,,. then set 

JP,,,.(f) =Ju r;(u)-1f.,.(w 0u)du. 

Then there exists q. >Osuch that the above integral converges uniformly in 
compacta of {1,1 eat I Re (1,1, a)>q., a e ifJ(m©u, a0 )}. JP,•,• has a weakly 
holomorphic extension to at. 

Proof Let Gf be the connected subgroup of G with Lie algebra g1 

MG 1• Set K1 =Kn GI" If f el';,,. then S(/)=flK, el';,,,.. S(TCp,.,.(g)f) 
=TCp,,,,.(g)S(f). The result therefore follows of Corollary 7.3. 

We now give an application to a minimal parabolic subgroup. Let 
P0 =0P 0 , and N 0 =0(N 0 ). 

Theorem 8.2. Let (<1, H.) be an irreducible representation of 0M 0 an 
arbitrary unitary character of N 0 • Define for 1,1 e (a 0)t 

Then the integral above converges absolutely and uniformly in {(a0)t I 
Re (v, a) >O, a e ifJ(P0 , A0)}. Furthermore, J~,•,• has a meromorphic con­
tinuation to (a 0)t. 

Note. The proof contains some information on the location of the 
singularities. 

Proof The proof of the first assertion is essentially the same as (1) 
in Proposition 7.1. · 

Let LI be the set of simple roots of ifJ(P0 , A 0 ). Let F={a e Lfldr;lna'FO}. 
Let (PF, AF) be the corresponding parabolic subgroup ( cf. MF= PF n O(P F) 
and *Pp=P.nMF, *Np=N.nMF, *Np=O(*NF), aF=a.n°mp, Then 
a.=*aF©ap, If v e (a.)t then set *1,1p==Vl•ap' If me MF and if fe l';,o,• 
then put 

J..(f)(m) =J_ f.,.(mn)dn. 
Np 

This integral converges absolutely for Re (1,1, a)> 0, a e ifJ(P0 , A0). 

'J..(1Cp0 ,,,.(m)f)=1C•pF,•,.(m)J..(f) for all me MF. 
(1) There is a holomorphic function r on (ap)t such that if f e I';,. 

then · 
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extends to a holomorphic mapping of (a0)t into l':'PF,u" 
This is a direct consequence of the main result on in [S]. Let s0 be 

the longest element relative to *PF of the relative to A0 • Let w O e 
Kn MF be a representative of w0 • Put 7J(w;1nw0 ) for n e NF. Thenµ is 
a generic character of* NF. If then (up to normalization of measures) 

f 7J(ri)-1rp.,.(n)dn 
*NF 

= f *NF µ(n)- 1(tr,(w; 1)<p ).,.(w 0n)dn =J,p F,.,.(tru{w;1)rp). 

Here tr,(k)rp(x)=rp(kx), k, x e KcPF. Up to normalization of invariant 
measures, one has 

J~,,,,(f) = J.p F,u,,(tr,( w; 1)A,(f)). 

The result now follows from Corollary 7 .3. 

Appendix. The proof of Lemma 2.1 

The proof uses a result on the group algebra of the symmetric group 
which we do first. Let S,. denote the symmetric group on n letters. Let 
q, denote the cycle (12- · -i) e Sn (q1=1). We use the notation C[Sn] for 
the group algebra of Sn over C. Set r=l:f= 1 qt e C[Sn]. 

Proposition A.1. (r-n)Ilf;;;;f(r-j)=O in C[Sn]. 
The proof of this assertion uses several intermediate results. 

Lemma A.2. If u e Sn and if U=(Jir .. •(Jit =(13, • . •(1 h with ip> p and 
jP>p,p=I,. · ·, t then iP=jPfor allp=I, .. ·, r. 

Proof. By induction on r. If r= 1 then the result is clear. Our 
assumptions on the iP and the j;, imply that ui1=uj 1=r. We prove this 
by induction on r. If r= 1 and if j> 1 then a,j= 1. Assume for r=k-1. 
Then <Tik-i · · .qt 1i1 =k-l. Since i1r,>k, qiik-l)=k. Thus i1 =j 1• Hence 
<11,· • ·(Jt.=q 3,· · ·<11t so i"=A for k=2, · · ·, r. 

Corollary A.3. If u e Sn then u can be written uniquely in the form 

with i3> j. 

Proof. The uniqueness follows from Lemma A.1. The number of 
elements of the form qtn-, · · ·<Tt, with i/z.j is n! by Lemma A.1. Thus 
every element of Sn has such an expression. 
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(r-rn-2)· · -(r-r2)(r-I)r=µ. 

Lemma A.5. Let u=a 1, ···a 11, iJ> j. If t<r then 

Proof The following formulas are easily checked by direct calcu-
lation 

(i) ataJ=a~a;! 1at-1 for 2<i<j. 
(ii) a2araJ=a 1+1ar forj=l, · · ·, r-1. 
We now prove the Lemma in the case when t=2. Suppose that ir> 

ir-i then (ii) implies that a2a1p,,_ 1=atr_,+ 1a1,. So 

which implies the Lemma in this case. 
If ir = ir-i = p then we note that (ii) implies 
(iii) a2a;=apap-1• 
Hence a2u=aPaP_1a,,_,· · ·at,· 
Suppose that i, <i,_ 1 then (i) implies that 

So (iii) implies that 

a2at,a1r_1 · · ·ati=a2a:,_,air:.,-1a 1,-1a,,_,· · ·ati 

=ai,-1ai,-,-lai,-:.,-1ai,-1air-• . . • ai, =ai,-1ai,-lai,-1 .. • ai,. 

This completes the proof in the case when t =2. 
Assume the result for t-1 >2 we now prove it fort. We note that 

t <r<i,. Suppose that t<i,. Then (i) implies that 

The inductive hypothesis implies that this is equal to 

To this we apply (i) withj=2 and get 

In this case the inductive step now follows from the case t = 2. 
Suppose now that i,=t. Then t=i,=r. So 
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by (ii). The inductive hypothesis now implies that 

Thus the inductive step now follows from the case t =2. 

We are now ready to prove the proposition. Lemma A.5 implies 
that 

rjTit:~(r-rr)=j Tit:~(r-rr)-
Suppose that we have shown that Tit:Hr-rr)= Tit:Hr-r) then the 
above formula implies rTI ::Hr -rr)=(r-rj) TI t:~(r-rr)+ j I1 t:Hr-rr) 
Since this equation is obvious for j =2, Corollary A.4 implies that 

I11=~ (r -j)= µ. 

The result now follows since rµ=nµ. 
Let now 'J)i=(i- · -n) for i=l, · · ·, n and t'=Li'J)i. 

Corollary A.6. (T-n) Tij:~(t"-j)=0. 

Proof Let s0 be the element of Sn such that s0 i=n+ 1-i. Then 
'J)i=s0 a; 1s0 • If we set ,Jr(L.e8 ,.a.a)=1:.a.s 0 a- 1s0 then ,Jr defines an anti­
automorphism of C[Sn] (,Jr(xy)=,Jr(Y),Jr(x)). Since t'=,Jr(r), the Corollary 
follows from Proposition A.1. 

We are now ready to prove Lemma 2.1. We return to the pertinent 
notation in Section 2. Fix j> 1. Define Vp,r to be the space of all v e V 
satisfying the following two conditions 

(1) (Y 1-,Jr(Y 1))· • ·(Yp+1-,Jr(Yp+ 1))v=0 if Yi e Li:,,JUw 
(2) If Yi E Uzr;• ri > j then (Y 1 - ,Jr(Y1)) · · · (Yp - ,Jr(Yv))v E 

vr-I;;(r,-k)• 
Here, Vq=O for q<O. Notice that vp,rC vp,r+I• vp,oC vp+1,o, upvp,O 

= V and VP+ 1,0 = Ur vp,r• 
We first observe (Q=QJ) 
(I) If we can show that (Q+I)2 I1f=o (Q+il)PVp,rC Vp,r-i then 

Lemma 2.1 follows. 
Indeed, set fp,r(T)=(T + 1)2 Tif=o (T+if)P. We note that Vrc Vr,o 

and that v,,on VrCUq,;;rVs,q• Thus, nq,;;rf,.-1,iQ)Vrcvrn Vr-1,0· Hence 
TI q,;;rfr-2,q(Q)f,._1,iQ) Vr C vr n vr-2,0, etc.. Since Vo,o= (0), (I) implies 
the Lemma. 

We are left with the proof of (I). If x e u then set x'=x-,Jr(x). 
Let VE Vp,r and let Y; E U2,; with r/2_j, i= 1, · · ·, p. Then QYi · · · Y~v 
=0. Hence (dim U2J=m) 
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p m 

= I: I: Yi··· [Yi, Zk]X~Y~+i · · · Y~v 
i=l k=l 

p m 

+ I; I; Y~- · -Zk[Yt, Xk]Y~+1 · · · Y~v 
i=l k=l 

P m 

= I: I: Yi·· ·[Yi, Zk]X~Y~+i · · · Y~v 
i=l k=l 

p m 

+ I: I: zkyi ... [Yi, Xk]Y~+l ... Y~v 
i=l k=l 

p m i-1 

+ I; I; I; Yi·· ·[Yu,Zk]Y~+ 1 · · · Y~_1[Y0 Xk]Y~+1 · · · Y~v. 
i=l k=l u=l 

Yi··· [Yi, Zk]X~Y~+1 · · · Y~v 

=[Yt, Zk]Yi · · -X~Y~+1 · · · Y~v 
i-1 

+ I; Yi· · · [Yu, [Yi, Zk]] · · · Y~_1X~Y~+1 · · · Y~v 
U=l 

which is in V,-.i:,<r,-i>-i· Also Yi·· -[Yi, Xk]Y~+i · · · Y~v=O. Further­
more (as above), if r u > j then 

Thus 

P m 

+ I; I; I: Yi·· ·[Yu, Zk]Y~+i · · · Y~-1[Yt, Xk]Y~+i · · · Y;v 
i=l k=l u:S:i-1 

Tu=k 

mod V,-2::,<r,-J>-i· 

If ri=j then [Y0 Zk]= -(Yt, Xk)X 0 +ui,k with ut,k e u2 and t(ut,k) 
=0. As above, 

as is 

We therefore have shown that if s=J{ijrt=j}j then 
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p 

- l:: l:: Yi··· Y:_ 1Y:+ 1 · · · Y;_ 1[Y;, Yu]Yi+i · · · Y~v 
i=l u~i -1 

ru=k 

mod Vr-:E,<r,-J)-i· 

If s= I and if r u = j then this says that Yi· · · Y~Qv = 
-Yi··· Y:_ 1 Y:+i · · · Y~Y:v. Thus Yi··· Y~Q2v= -Yi··· Y~Qv. Hence 
Yi ... Y~(Q+ I)Qv=O. We thus assume that s>2. If we write [Yi, Yu] 
= YiY:- Y~Yi we see that (II) "telescopes" to 

(III) Yi··· Y~Qv= -Yi··· Y~v 

- l:: Yi··· Y:_1 Y:+1 • • • Y~Y:v mod Vr-:E,<r,-j)-i· 
ru=j 
u<p 

(III) implies that, in particular, Qu e Vv,r· This implies that 

Yi··· Y~(Q+I)v 

= - l:: Yi··· Y:_1 Y:+i · · · Y~Y:v mod Vr-:E,<r,-JJ-i· 
ru=j 
u<p 

Thus Yi·.· Y~(Q+I)2v is a sum of terms of the form (up to sign) 
Zi · · -Z~-mLi · · -L'mv with m>2, the Zi, Li a relabeling of the Yi and 
L; E u21 • (III) now implies that 

Zi· · -Z~-mLi· · -L'r,.Qv=-L'f'-1Zi· · -Z~-mL~,1· · -L~,mv 

modulo vr-:E,(r,-j)-1 

and terms of the same form with larger m. Thus Corollary A.6 implies 
that 

m-2 

Zi · · -Z~-mLi · · ·L'm(Q+ml) TI (Q+il)v 
i=O 

is congruent modulo V,-:i:;,<r,-JJ-i to a sum of terms of the "ZL" form 
with larger m. If we apply this argument at most p- I times we find that 

is congruent modulo V,-:E,<r,-Ji-i to terms of the form 

With Zi e U2q,, qi> j for i= I, · · · ,p-s and Lie u21 for i= 1, · · ·, s. The 
Z; and the L; constituting (up to sign) a rearrangement of the Yi. If we 
now apply (III) again we find that 
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We apply Corollary A.6 again to find that 

s 

Yi··· Y;(Q+/) 2 CT (Q+ul)'v E Vr-J::<r,-j)-1· 
U=O 

This implies that (Q+/)2 n ~=O (Q+ul)'Vp,r E vp,r-1• This is the assertion 
in (I). So we are done. 
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