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Introduction 

The purpose of this paper is to explain the current state of Hironaka's 
program for the characteristic-free resolution of singularities of excellent 
schemes. More specifically, we collect together results on infinitely near 
points and infinitely very near points due to Bennett [B]. Giraud [GI], 
[G2]. Hironaka [HtJ, [H4]' Herrmann-Orbanz [HO], Oda [04] and Singh 
[Sll, [S2]' [Ss]. We remove unnecessary restrictions and give unified proofs 
for most of them, using the ideas found in the above papers. Hopefully, 
we thus get insight into possible further study of the program. 

Hironaka's program consists in 
(I) finding good numerical invariants for singularities which always 

improve or at least remain the same under any permissible blowing up, 
and 

(II) finding a finite succession of permissible blowing ups which 
actually improves these numerical invariants at singular points of a given 
excellent scheme. 

Hironaka successfully carried out this program for excellent surfaces 
(see [H2] for a sketch). It might be possible to carry out (II) either 

(III) in a mesh of inductions on the dimension as in Hironaka's 
proof [HI] in characteristic zero, or 

(IIJ in formulating a good game on Newton polyhedra and then 
finding a winning strategy for it. 

Spivakovsky dealt with a prototype of this game formulated by 
Hironaka and in [Ss] found a winning strategy for a simpler version, 
while in [S4] he showed that a winning strategy need not exist for a harder 
version. Nothing else seems to be known about (II) at the moment. 

Our main concern in this paper is (I) for general excellent schemes. 
We have already sketched in [Os], without proof, the current state of (I) 
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in the technically much simpler case of hypersurface singularities. 
Good numerical invariants for singularities found so far are essen

tially refined versions of those in [HI] for characteristic zero. Complica
tions arise in positive characteristics, however, due to the existence of 
nonlinear additive forms. They do not cause much trouble for surfaces as 
Hironaka showed in [H2]' But already for threefolds, the simple result 
due to Zariski [Z, Lemma 7.1] for characteristic zero breaks down in 
positive characteristics. Hironaka [Ha] formulated this phenomenon in 
terms of group schemes, now called Hironaka group schemes. We have 
studied them as well as their higher order analogues in [01], [021, [04], 

Here, we do not deal with Hironaka group schemes, but rather use. 
the techniques developed so far for them to study the ridge of tangent 
cones and normal cones, which is more directly related to singular points. 
The ridge of a cone in a linear space is the largest subgroup scheme of 
the ambient linear space which leaves the cone stable under translation. 
Section 1 is devoted to the elementary but basic results on the ridge of a 
cone. 

In Section 2. We collect together known results on the Hilbert
Samuel functions of a Noetherian local ring. 

Then in Section 3, we introduce three numerical invariants known so 
far for a singularity and state basic stability theorems for them. We 
prove most of them in Section 4. 

These numerical invariants are defined locally. Hence we restrict 
ourselves to the following situation: X is a scheme embedded in a regular 
ambient scheme Z. For a point x of X not necessarily closed, we intro
duce three numerical invariants as follows: 

The first is the sequence {H~j)(X); all nonnegative integersj} of 
higher order Hilbert-Samuel functions of the local ring (!}x,x of X at x. 
They are integer-valued functions on the set of nonnegative integers and 
defined for j = 0 by 

for 1>0, 

where mx,x is the maximal ideal of (!}x,x and K(X) is the residue field, and 
for j> 1 inductively by 

HY)(X)(/): = 2::0';;i,;;t H~j-1)(X)(i) for 1>0. 

Let II: Z'--+Z be the blowing up along a center YCX permissible for X, 
i.e., Y is regular and X is normally flat along Y. The restriction of II to 
the strict transform x' of X in Z' is the blowing up of X along Y. For a 
point x' of X' with II(x')=x, we have the first stability theorem (Theorem 
3.1), which asserts 
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for all j>O, 

that is, 

for all 1~0 and j>O, 

where d: =tr. deg.(x).t(x') is the transcendence degree of the residue field 
extension. 

Following Giraud [GJ, we call x' an infinitely near point of x if the 
equality holds for some (hence any) j >0. The study of these higher 
order Hilbert-Samuel functions was started by Bennett [B] and improved 
by Hironaka [H4] , Singh [SI]' [SJ, [Sa], Giraud [GI], [G2] and Herrmann
Orbanz [HO] into its present form. 

When X is a hypersurface in Z, the multiplicity of X at x gives the 
same information as the Hilbert-Samuel functions. In the general case, 
Hironaka [HI]' [H4] introduced the second numerical invariant to be a 
countable sequence 

v;{X,Z)={v(1), v(2),.· ·,v{r), 00, 00, .•• ) 

of nonnegative integers v(I)«2)< ... ::=;;:v{r) and 00. Pick a standard 
base {gt. .. " gr} for the (9z,x-ideal J with (9x,x=(9z,x/J and let v(j) be the 
mz,x-adic order of gj (cf. Sections 2 and 3). 

As we recall in Theorem 3.2, [H4] showed that 

v;(X, Z»li.~;(X', Z') 

in the lexicographic order (see also [Sa] and [HO]). Moreover, the equality 
holds if and only if x' is an infinitely near point of x. 

The third numerical invariant is the nonnegative integer 

the transcendence degree over .t(x) of the algebra ~x(X, Z) defined as 
follows (cf. Sections 1 and 3): the associated graded ring 

is a polynomial ring over .t(x), say grx(Z)=.t(x)[zt> .. " zn]. An additive 
form h in gr",(Z) is a polynomial of the form 

for elements at. ... , an in .t{x) and a nonnegative integer e, where p is the 
characteristic exponent of .t(x). The initial ideal inx(X, Z) is defined to be 
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the kernel of the canonical surjection grx(Z)-+grx(X). Then ~x(X, Z) is 
the smallest IC(x)-subalgebra of gr,,(Z) generated over IC(X) by additive 
forms such that in,,(X, Z) is generated as an ideal by the intersection 
in,,(X, Z) n ~,,(X, Z). In characteristic zero, we have p= 1, hence additive 
forms are linear forms. Thus r ,,(X, Z) is the smallest number of variables 
in gr,,(Z) necessary to describe the ideal in,,(X, Z) as defined in [HI]' 

Giraud [Gz] showed that if x' is an infinitely near point of x, then the 
second stability theorem (cf. Theorem 3.3) holds, i.e., 

r,,(X, Z)<r",(X' , Z/). 

Since his concern was slightly different from ours here, he imposed the 
condition to the effect that (!Jz,x is a complete local ring containing a field. 
As we see in Section 4, we can modify his proof and find these restrictions 
to be unnecessary in our situation. 

Following Giraud [Gz], we call x' an infinitely very near point of x if 
x' is an infinitely near point of x and if, moreover, the equality r,,(X, Z)= 
r",(X' , Z/) holds, i.e., all three available numerical invariants stay the same 
at x'. 

As we see in Theorems 3.5 and 3.6 as well as Corollary 3.7, we can 
choose a standard base for the initial ideal in,,(X, Z) and one for 
in",(X' , Z/) related with each other in the following nice manner (6), if x' 
is an infinitely very near point of x. (Compare this result with [H4' Pro
position 21] which deals with the case of infinitely near points and which 
uses the Hironaka group scheme.) 

(1) Let us denote 

).I;(X, Z)=l.I.;'(X' , Z/)=: (11(1), .. " ).I(r), 00, 00, ... ) 

r,,(X, Z)=r",(X' , Z/)=: T. 

Let us choose a regular system of parameters (uo, ••• , Un, VI' •. " V s) of 
mz,x so that (!Jy,x=(!Jz,x/(uo, ... , un)(!Jz,x and that (uo, ... , un)(!Jz',x'= 
uo(!Jz',,," Hence mz,x(!Jz',x'=(uo, VI' ... , v,)(!Jz',x" 

(2) If we denote by Yi: =inx(ui , Z) the mz,x-adic initial form of Ui 
for O-::;J:::;;,n, then we have canonically 

and the left hand side contains ~x(X, Z). We can find algebraically 
independent additive forms hI," ·,h< of degrees q(1)=pe(l), ... , q(r)= 
pe(r) with e(l)se(2)s· .. se(r) in the variables Yo, ... , Yn such that 
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(3) (!)z',x,jmzjPz',x' is the local ring of n-l(x) at its point x' and 
coincides with the subring consisting of the homogeneous elements of 
degree zero in the localization of K(X)[Yo, .. " Yn] with respect to a homo
geneous prime ideal not containing Yo' The canonical surjective homo
morphism grAZ')~grx-(n-l(x» has kernel generated by the mZ',x,-adic 
initial forms inAuo' Z'), inx-(vl' Z'), .. " inx(v" Z'), which are linearly 
independent linear forms in grx-(Z'). The above surjection turns out to 
induce an isomorphism of K(x')-algebras 

(4) For each I::;;: i < 1', the initial form 

turns out to be an additive form of degree q(i) in grAn-lex»~ with 
coefficients in the subfield K(x)FeCi)(K(X'» of K(X'), where PCi) is the q(i)-th 
power Frobenius map. Moreover, we have 

Wx'(X' n n-l(x), n-l(x»=K(X')[h~', .. " h;']. 

(5) For each l::;;:i::;;:l', there exists a unique additive form h; m 
grx'(Z') mapped to h;' under grx,(Z')~grAn-\x» such that 

WAX', Z')=K(x')[h~, .. " h;]. 

(6) There exist K(x)-coefficient polynomials "/rJ, .. " tr in l'variables 
of weights q(1), .. " q(l') such that tj is isobaric of weight v(j) for l::;;:j 
::;;: r satisfying the following properties: 

(i) The subset {tih!> .. " h,); l::;;:j ::;;:r} of Wx(X, Z) is a standard 
base for inx(X, Z). 

(ii) Thesubset{tlh~', ... ,h;'); l<j::;;:r} of WAX' nn-l(x» isa 
standard base for inAX' n n-\x), n-l(x». 

(iii) The subset {tih~, "', h;); l::;;:j::;;:r} of WAX', Z') is a stand
ard base of inAX', Z'). 

The main part of this work was done while the author was visiting 
Harvard University during the academic year 1983/84. He wishes to 
thank the members of the Department of Mathematics for hospitality. 
Thanks are due to the National Science Foundation and the Japan-U. S. 
Exchange Foundation for the financial support which made the visit 
possible. 

This paper is dedicated to the memory of Professor Yasuo Akizuki 
who passed away on July 11, 1984. 
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§ 1. Homogeneous subgroup schemes and the ridge of a cone 

In this section, we collect together basic facts on homogeneous sub
group schemes of a fixed vector group V. The ridge of a cone in V is an 
example of homogeneous subgroup schemes of V and will play an im
portant role in the resolution of singularities, as we see in Sections 3 and 
4. Other examples are Hironaka group schemes associated to homo
geneous prime ideals of S introduced in [Hg], and their higher order 
versions studied in [02] and [03], 

We fix a field k of characteristic exponent p, i.e., p= 1 if k is of 
characteristic zero, while p is the characteristic of k if the latter is a 
nonzero prime. Let S =k[zl> .. " zn] be a polynomial ring in n variables. 

For each nonnegative integer lJ, we denote by S. the k-subspace 
consisting of homogeneous polynomials of degree lJ so that S = EB.;"o S. is 
naturally a graded ring. An additive form in S is a homogeneous poly
nomial of the form 

with elements al> .. " an in k and a nonnegative integer e. For each 
nonnegative integer e, we denote by Le the k-subspace in Spe of additive 
forms of degree pe. 

We denote by F the p-th power Frobenius map. Then the direct sum 

L:=EBe;"oLe 

is naturally a (left) graded module over the twisted polynomial ring keF] 
over k in F with the relation Fa=aPF for each a in k. Here we regard 
aFe E keF] to be of degree e for each a in k and for each nonnegative 
integer e. 

V: = Spec (S) is naturally an n-dimensional vector group scheme 
over k, i.e., a group scheme under the usual addition, together with the 
usual scalar multiplication action of the one-dimensional multiplicative 
group scheme Gm • keF] can be naturally identified with the ring of endo
morphisms End (Ga) of the one-dimensional additive group scheme Ga , 

where F acts as the Frobenius endomorphism. Then L can be naturally 
identified with the k[F]-module Hom (V, Ga) consisting of the homo
morphisms of group schemes from V to Ga. A homogeneous subgroup 
scheme G of V is a closed subgroup scheme of V stable under the scalar 
action ofGm • Thus for an ideal J of S, the sub scheme G=Spec(SjJ) is 
a homogeneous subgroup scheme if and only if J is a homogeneous ideal 
generated by a finite number of additive forms, or equivalently, J is 
generated by J n L. 
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The subring So of elements in S invariant under the translation action 
of G on S is a graded k-subalgebra of S and Spec (SO) is the quotient 
group scheme V/G. Note that Sa is the graded k-subalgebra generated 
over k by 

where LO=L n So and the extreme right hand side is the set of homo
morphisms of group schemes from V/G to G a naturally regarded as a 
graded k[F]-module. 

By G~La and G~SG, we have one-to-one correspondences among 
homogeneous subgroup schemes in V, graded k[F]-submodules of Land 
certain graded k-subalgebras of S, which we now characterize and which 
wiIl play important roles later. 

For that purpose, denote by Hyp (V) the hyperalgebra of V, i.e., the 
set of invariant differential operators of finite order from S into itself over 
k. In down-to-earth terms, consider the Taylor expansion of f E S 

f(z+z*) = ~L (aJ)(z)(z*)l 

with 1=(/1, .. " In) running through n-tuples of nonnegative integers, where 
for a new set of variables z,!!" .. " z; we let (Z*)l = (ZfYl(Z;)l •... (z;)ln in 
the usual multi-index convention. Thenf~aJis a differential operator 
from S into itself over k of order Ill: = II + ... + In and is invariant with 
respect to the additive group law. We have the composition law 

al 0 al,=(l, l')aZ+ l' 

with the multi-binomial coefficient 

and /+1':=(11 +li, .. " In +/~). For fand g in S we have Leibnitz's rule 

Hyp (V) is then the k-vector space consisting of finite k-linear combina
tions of {a!; all n-tuples I} with the multiplication and comultiplication 
defined respectively by the composition and Leibnitz's rules. 

The following characterization is of utmost importance later: 

Lemma 1.1 (Hironaka [Hs' Corollary 2.3] and Giraud [GI , Corollaire 
1.5.5]). For a graded k-subalgebra U of S, the following are equivalent: 

( i ) There exists a (necessarily unique) homogeneous subgroup scheme 
G of V such that U=SG. 
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(ii) U is generated as a k-subalgebra by additive forms. 
(iii) U is stable under the action of Hyp (V) on S. 

Proof (ii) implies (i), if we let G=Spec(S/J), wherel is the ideal 
generated by UnL. (i) obviously implies (iii), since Spec (SG)= V/G. 

As for the implication from (iii) to (ii), consider the k-subalgebra U' 
of U generated by UnL. As in [Hs, Corollary 2.3] and [GI> Lemme 
1.5.4.3], we can easily show U' = U by looking at the leading exponents 
of monomials in Zl' .• " Zn with respect to the lexicographic order. q.e.d. 

Remark. (cf. Hironaka [Hs, (1.2)] and Giraud [G1, Proposition I.5.4]). 
For a homogeneous subgroup scheme G in V, we can linearly change the 
variables in S so that 

with additive forms in "triangular shape" 

i = 1, .. " !', 

where aij are elements of k and e(I)<e(2)< . .. <e(!') are nonnegative 
integers. In particular, SG is purely transcendental over k and S is flat 
over SG. Since SG is generated by LG as a k-algebra, we have only to 
note that LG is k[F]-free and to choose a basis as hI> .. " h.. Note that 
!'=dim V/G=tr. degkSG• 

An important example of homogeneous subgroup schemes in V arises 
as the ridge of a cone as follows: 

A cone C=Spec(S/I) in V is a closed sub scheme defined by a 
homogeneous ideal I of S. The ridge (faite in French, due to P. Gabriel, 
cf. [GI> 1.3]) of C is the largest subgroup scheme A=A(C) in V such that 
A+CcC. Namely, A is defined as a subgroup functor of Vby 

A(k'):={v' e V(k'); v'+(CXkk')C(CXkk')} 

for all k-algebras k'. It is easily shown to be representable by a homo
geneous subgroup scheme of V, as we see in Proposition 1.2 below. The 
condition A + C C C means that I is generated as an S-ideal by a finite 
number of elements of positive degree in SA. On the other hand, SA is 
generated as a k-algebra by a finite number of elements in LA. Thus the 
consideration of the ridge of C amounts to that of the smallest k-subalgebra 
k[hl> .. " h.] of S generated by additive forms hI> .. " h, such that I is 
generated as an S-ideal by In k[h1, •• " h,]. Note that A(C) depends only 
on C and is independent of the particular embedding in a linear space V. 
However, SA(C) does depend on V, since V/A(C) = Spec (SA(C»). 
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Definition. Let 1 be a homogeneous ideal of S. A standard base of 
1 is a minimal system of generators U;, ... , fT} such that each h is homo
geneous and that 

degJ;::;:deg/z::;: ... ::;:degfT. 

A standard base {J;, .. ·,fT} of lis said to be normalized with respect to 
the variables Z= (ZI' ... , zn), if for each 1::;: j < r, the coefficient of h 
with respect to the monomial Z 1 vanishes when 1 is in the exponent 
exp «J;, ... ,h-I» of the ideal (J;, ... ,h-J Here, the exponent exp (f) 
= exp (f; z) of a nonzero homogeneous element f of S is the n-tuple I, if 
the monomial Zl appears in f with nonzero coefficient and if I is the 
greatest among such with respect to the lexicographic order of n-tuples. 
Then the exponent of a homogeneous S-ideal J is defined to be the set 

exp (J) = exp (J; z):={exp (f); nonzero homogeneous fin J}. 

Remark. For a homogeneous ideal 1 of S, the sequence 

v*(l):=(degJ;, deg/z, ... , degfn co, co, ... ) 

is known to be independent of the choice of a standard base of 1 (cf. [HI, 
Chapter III, § 1, Lemma 1, p. 205]). A standard base of 1 exists and can 
be easily modified to become normalized with respect to (ZI' ... , zn). 
For a homogeneous S-ideal J, its exponent exp (J) is a semigroup ideal in 
the semigroup of n-tuples of nonnegative integers, i.e., if I is in exp (J), 
then I +m is in exp (J) for each n-tuple m of nonnegative integers. 

Proposition 1.2 (Giraud [GI, Propositions 1.5.3 and III.2.1O] and 
[G2, Lemme 1.6]). Let C=Spec(Sjl) be a cone in V. Then the ridge 
A(C) of C exists and is a homogeneous subgroup scheme of V satisfying the 
following properties: 

( i ) If a standard base {J;, ... , fT} of 1 is normalized with respect to 
the variables Z=(ZI, ... , zn) of S, then it is quasi-normalized with respect 
to Z in the sense that 

azij=o 

for alll<j<r and alii E exp (I; z) with 1/1<degh, where aL is the Taylor 
coefficient differential operator with respect to Z for each n-tuple I of non
negative integers. 

(ii) If a standard base {J;, .. ·,fT} of 1 is quasi-normalized with 
respect to z, then SA(C) is the k-algebra of S generated by 

{aLh; l::;:j ::;:r, 1 not in exp (I; z), 1/1< degh}, 
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hence by Hyp (V);; + ... + Hyp (V)f,., where Hyp (V) is the hyperalgebra 
of invariant differential operators on V with the k-basis {Ol; all n-tuples I 
of nonnegative integers}. 

(iii) In particular, any standard base of I quasi-normalized with respect 
to any set of variables of S is contained in SA(C). 

Proof (i) Let cj(m) be the coefficient of /; with respect to zm. 
Then 

where the summation is over all n-tuples m of nonnegative integers. If 1 
is in exp (I; z) with Ill<deg/;, then I, hence I+m for any m, are in 
exp«;;, ···,/;_I);Z), since {;;, ···Jr} is a standard base of 1. Thus 
c/l+m)=O for all m, since {;;, ... ,f,.} is normalized with respect to z. 

(ii) A=A(C) is the subgroup functor of V defined by A(k')= 
{a E V(k')~(k/)n; /;(a+z)- /;(z) E k'(6hI, l::;;:j<r} for all k-algebras k'. 
Let S*=k[z[, .. " z;] and its homogeneous ideal 1* be copies of Sand 
I, respectively. We then have 

/;(z+z*)- /;(z*) = I:lll<deg 1; (0 Jj)(z)(z*)I 

for l::;;:j <r, where z* = (Z[, .. " z;). Obviously, the classes of {(Z*)I; 1 
not in exp(I*; z*)} modulo 1* form a k-basis of S*II*. The image of 
/;(z+z*)- /;(z*) in S(6h(S*II*) coincides with that of 

I:l (OI/;)(Z)(Z*)I, 

the summation being over all n-tuples 1 not in exp (1* ; z*) with III < deg /;. 
Thus A is represented by the closed sub scheme of V defined by the S-ideal 
generated by P:={OI/;; l::;;:j::;;:r, 1 not in exp(I;z) with 111<deg/;}, 
hence by P':={OI/;; l::;;:j::;;:r, 1/1<deg/;}, since {;;, .. ·Jr} is quasi
normalized with respect to z. However, P' is contained in SA, since 
(Ol/;)(Z+Z*) - (Ol/;)(Z*) = I:lml<deg 1;-1/1 (I, m)(ol +m/;)(z)(z*)m, the right 
hand side of which vanishes on A. Since Ol/; is in k if 1/1~deg/;, we 
conclude that SA contains P":=Hyp(V);;+···+Hyp(V)fr' The ele
ments of positive degree in P" generate the S-ideal defining A and P" is 
stable under the action of Hyp (V). Hence by Lemma 1.1, SA is the 
k-subalgebra generated by P". q.e.d. 

The following improvement of Proposition 1.2 due to Giraud will 
play an important role in Section 4: 

Let A(C) be the ridge of a cone C=Spec (SIl). As we saw in the 
remark after Lemma 1.1, we can choose variables in S so that 
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S =k[';-1> .. " .;-" Yjlo .. " Yj.], SA(O) =k[hl , •• " hr] 

with additive forms in triangular shape 

hi=hi(';-, Yj)= ai(';) +bi(Yj), 

a/';) = ';l(i) + L;i<j';. aij';~(i), 

b/Yj) = L;1';j,;q bijYj~(i), 

373 

for l:::;;:i<r, where aij and bij are in k and q(i)=pe(i) with nonnegative 
integers e(1) < e(2):::;;: ... <e(r). For simplicity, let us denote ';-:= 
(';1>" ",;,), Yj:=(YjI,·· ',Yjq), h:=(h lo •• .,h,), a:=(a lo •• .,a.) and b:= 
(bl , "', bq). Consider the polynomial subring S~:=k[Yj] of S and the 
polynomial residue ring S': = S/(Yj1> ... , Yj.) = kW], where ';-': = (';-i, .•. , .;~). 
Here the projection S~S' sendsf(';, Yj) in S to fW, 0) in S'. We denote 
by I' the image of I in S'. For each r-tuple fl Crespo a-tuple 2.1) of non
negative integers, let us denote by ';-1', a~ (resp. Yj", a~') the corresponding 
monomials in .;- (resp. in Yj) as well as the Taylor coefficient differential 
operator with respect to ';-1' (resp. with respect to Yj"). 

Corollary 1.3 (Giraud [G2, Lemme 1.7, 3.3.2 and 3.3.3]. In the above 
notations, we have the following for the cone C= Spec (S/I): 

(i) C isflat over Spec (S#) so that {Yjlo "', Yjq} is a regular sequence 
for S/1. The exponent exp (I; .;, Yj) of I with respect to (.;-, Yj) consists of 
all (fl, 2.1), where 2.1 runs through all a-tuples of nonnegative integers, while fl 
runs through the exponent exp (I'; .;-') of the S'-ideal I' with respect to ';-'. 
Moreover, if {It, ... ,Jr} is a standard base of I, then {!tW, 0), ... ,Ire.;', O)} 
is a standard base of 1'. 

(ii) Suppose {It, .. " Ir} is a standard base of I and is contained in 
SA (0). Then {It, .. " Ir} is quasi-normalized with respect to (.;-, Yj) in the 
sense of Proposition 1.2 if and only if a~iJ=o for aliI <j <r and all mE 

exp (I'; n with Iml<degiJ. 
(iii) If {It, ... , Ir} is a standard base of I quasi-normalized with 

respect to (.;, Yj), then SA(O) is generated as a k-algebra by 

{a~!t; 1 <j:::;;:r, r-tuples m not in exp(l'; n with Iml<degiJ}. 

Moreover, {!tW, 0), .. " frW, O)} is a standard base of I' quasi-normalized 
with respect to ';-', and the ridge A( C') of the cone C': = Spec (S' / 1') satisfies 

(S')A(O') = k[h l (.;', 0), .. " hl.;', 0)]. 

Proof (i) Recall that V:=Spec(S) and A:=A(C). Then the 
closed embedding C/A = Spec (SA/(In SA))~ V/A = Spec (SA) gives rise to 
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the equality C= V X (V/..1) (C/A) = Spec (s/(/n S..1)S). The restriction C~ 
Vi: = Spec (Si) of the canonical morphism V ~ Vi decomposes as 

The first morphism is fiat, since it is the base extension by C/A~ VIA of 
the canonical morphism V = Spec (k[e, 1)])~ Vi X (V/A) = Spec (k[1), h]), 
which is obviously fiat in view of the triangular shape of h. The second 
morphism is also fiat, since it is the base extension by V#~Spec (k) of 
C/A~Spec (k). Consequently, C~ Vi is fiat, i.e., S/I is Si-fiat, and the 
regular sequence {1)I' .. " 1).} for Si remains one for S/1. Hence we see 
that the kernel of 1 ~I' coincides with (1)1> .. " 1).)1. Then for exp (f') e 
exp (I'; e') with a nonzero homogeneous!, e 1', there exists a homogeneous 
I in 1 such that !'=/(e', 0) and that exp (f) = (exp (!'), 0). Therefore, 
(exp (f'), lJ) is in exp (I; e, 1) for all lJ. As we see in Corollary 2.4, 
{J;W, 0), ... ,frW, O)} is a standard base of l' if so is U;, ... ,fr} for I, 
since {1)I' .. " 1).} is a regular sequence for S/1. 

(ii) SupposeJ;,.· ·,IT are elements of S..1(C)=k[hl>" .,h,]. For 
1 <j <r, -r-tuples p and a-tuples lJ, we claim that a~a~'Jj is a k-linear combi
nation of a'"",jj, where m runs through -r-tuples of nonnegative integers 
satisfying imi = ipi+ilJi. We would then get (ii), since (m,O) is in 
exp (I; e, 1) if and only if m is in exp (I'; n by (i). 

To prove the above claim, let us introduce a new set of variables 
e*=(et, "', e;) and 1)* = (1)t, ... ,1):)' We have a(e+e*)=a(e)+a(e*) 
and b(1) + 1)*) = b(1) + b(1)*), since ai and bi are additive forms. There 
exist polynomials tl> .. " tr in -r variables h = (hI, ... , h,) such that 

jj(e, 1)=tlh(e, 1)) for l<j<r. 

Thus we have 

jj(e+e*, 1)+1)*)=tJ(h(e, 1)+a(e*)+b(1)*» 

= 2:. (D.tJ)(h(e, 1)){a(e*)+b(1)*)Y 

with A = (AI> .. " A,) running through -r-tuples of nonnegative integers, where 
{a(e*)+b(1)*)}':= TII";i".(ai(e*)+bl1)*)Y' and where tJ,.....".D.tJ is the 
Taylor coefficient differential operator for -r variables h. Let us denote 
Aq:=(Alq(I), "', A,q(-r» for each -r-tuple A. Then we have 

with cl,p,> e k, where p and lJ run through -r-tuples and a-tuples of non
negative integers such that iAqi=ipi+ilJi. Since a(e*) is in triangular 
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shape, we see that C.,.q,o= 1 and that c.,p,.=O if p is lexicographioally 
greater than J.q. Comparing the coefficients with those of the Taylor 
expansion of flt;, 7)), we have 

for each r-tuple p and a-tuple v, where J. runs through r-tuples satisfying 
[J.q[=[p[+[!.I[. If we let 7)*=0, then 

(a;,Jj)(t;, 7))= L:pql~lml c.,m,o(D.V'j)(h(t;, 7))) 

for each r-tuple m. Since c.,.q,o= 1 and c2,m,o=0 if m is lexicographically 
greater than J.q, we can solve each (D2V'j)(h(t;, 7))) as a k-linear combina
tion of (a:"'iJ)(t;, 7)) with m running through r-tuples of nonnegative integers 
satisfying [m[=[J.q[. Hence the above claim is verified. 

(iii) is obvious by (i) and (ii). q.e.d. 

Remark. To a homogeneous prime ideal lJ of S is associated the 
Hironaka subgroup scheme B(lJ) of Vas follows (cf. Hironaka [HaD: For 
each nonnegative integer v, let U.(lJ) be the subset of S. consisting of zero 
and all those nonzero fE S. for which the hypersurface Proj (SISf) has 
multiplicity !.I at lJ regarded as a point of Proj (S). By the Jacobian 
criterion (cf. Oda [OJ, Proposition 2.2 (i)]),! E s. is in U/lJ) if and only if 

where Diff._j(S) is the set of absolute (i.e., over the ring of integers) 
differential operators of S into itself of order at most v-I. Then 
U (lJ) : = E8.;,:o U'(lJ) is easily seen to be a k-subalgebra of S stable under 
Hyp (V). Hence by Lemma 1.1, there exists a unique homogeneous 
subgroup scheme B(lJ), the Hironaka subgroup scheme associated to lJ, in 
V such that U(lJ)=SB(P). [Oa, Proposition 4.1] associates to lJ the se
quence of higher order Hironaka subgroup schemes. 

The following gives information on the ridge of the intersection of a 
cone with a linear subspace: 

Lemma 1.4 ([Giraud [Gj, Corollaire 1.6.9.2] and [G2, Lemme 5.5.2]). 
Let V'=Spec(S') be a co dimension d linear subspace of V, i.e., S' is the 
residue ring of S modulo an ideal generated by d linearly independent linear 
forms. For a cone C=Spec(SII) in V, let A=A(C) be its ridge and let 
A'=A(C') be the ridge ofC':=V'nC=Spec(S'jI'). Then dim VIA> 
dim VI/AI holds and the transcendence degree over k satisfies 
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Moreover, the following are equivalent: 
(i) dim V/A= dim V'/A'. 
(ii) The equality tr. degkSA=tr. deg.(S'Y holds. 
(iii) The closed embedding V'->- V induces an isomorphism of quotient 

group schemes V'/A'::::; VIA. 
(iv) The canonical surjection S ->-S' induces an isomorphism SA::::; 

(S'Y, which necessarily sends additive forms to additive forms and the ideal 
I n SA to I' n (S')A'. 

Proof The scheme-theoretic intersection V' n A is contained in A' 
by their functorial definition. Thus we have a surjection a: V'/(V' n A) 
->- V'/A', hence an injection a*: (S'y->-(s')Y'nA. On the other hand, the 
canonical isomorphism v'/(V'nA)=(V'+A)/A gives rise to a closed 
embedding 13: V'/(V' n A)->- VIA, hence a surjection 13*: SA->-(s')Y'nA. 
In particular, we have 

dim VjA>dim V'/(V' n A);?: dim V'/A' and 

tr. degk SA ;?:tr. degk(S')y'n A ;?:tr. degk (S'y. 

(iii) holds if and only if V = V' + A and A' = V' n A, while (iv) holds 
if and only if a* and 13* are isomorphisms. Thus (iii) and (iv) are obvi
ously equivalent and implies the obviously equivalent statements (i) and 
(ii). Suppose (ii) holds. Then SA, (s')y'n A and (S'Y have the same 
transcendence degree over k. In particular, 13* is a surjection between 
finitely generated integral domains of the same transcendence degree over 
k, hence is an isomorphism and we get V = V' +A. Since V' n AcA', 
we have the following inequalities for the Hilbert-Samuel functions of A, 
V' n A and A' at the origin 0 (cf. Sections 2 and 3): 

where the first inequality is by the theorem of Bennett, Hironaka, Giraud 
and Singh we recall in the next section as Corollary 2.3, while the second 
inequality is obvious. 

We now claim that H~l(A)=Hbd\A'). Then it would follow that 
Hif)(V' n A) = Hbd)(A'), which implies V' n A=A'. Together with the 
equality V = V' +A above, we thus get (iii). 

To show H~)(A)=Hbd)(A'), we may assume k to be perfect, since 
the formation of the ridge is compatible with base change. Then the 
"directrixes" D:=Aredc V and D':=A;edC V' are the largest linear sub
space such that D + C c C and D' + C' c C', respectively. Obviously, we 
have V'nDcD'. SinceV=V'+A and dim(V'nA)=dimA', we see 
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that V = V' +D and V' n D=D'. Hence we have an isomorphism 
V'/D'=; V/D, which induces a closed embedding C'/D'--C/D. Thus for 
r:=dimD', we have 

Hhd+r)(C'jD')~Hhd+T)(C/D). 

The left hand side is equal to H?f)(C') again by Corollary 2.3, since C' is 
noncanonically isomorphic to the product (C'/D')XD'. Similarly, the 
right hand side is equal to Hr;J)( C), since C is noncanonically isomorphic 
to (C/D)xD and dimD=d+r. Since c'=v'nc by definition, we 
have Hr;J)(C)<H?f)(C,) again by Corollary 2.3. Hence Hhd+r)(C'/D,) = 
H~+r)(C/D) and the closed embedding C'jD'--C/D is necessarily an 
isomorphism. Since C'~(C'/D')XD' and C~(C/D)XD~(C/D)XD'X 
(D/D') ~ C' X (D/D'), we see easily that A is noncanonically isomorphic to 
A'x(D/D'). Hence HbO)(A)=Hhd)(A') once again by Corollary 2.3. 

q.e.d. 

§ 2. Hilbert-Samuel functions and series 

In this section, we collect together results on the Hilbert-Samuel 
functions and series we use later. Of particular importance is the result 
due to Bennett, Hironaka, Giraud and Singh (Theorem 2.1 and Corollaries 
2.3 and 2.4). 

Throughout this section, we fix a Noetherian local ring 0 with the 
maximal ideal fin and the residue field S'e=O/fin. 

Definition. The sequence {HfI); j nonnegative integers} of the 
Hilbert-Samuel functions of the local ring 0 is defined inductively as 
follows: the O-th Hilbert-Samuel function is the integer-valued function 
on the set of nonnegative integers given by 

for nonnegative integers I. For a positive integer j, the j-th Hilbert
Samuel function is an integer-valued function on the set of nonnegative 
integers determined from the (j - 1 )-st one by 

H (j)(/)' '" H(j-')(') o ·=L.JO;S;i;S;! 0 I for 1>0. 

The corresponding Hilbert-Samuel seri2S are the formal power series 
in a variable t with integer coefficients defined by 

hfl)(t): = L:!~O HiJ)(I)t!. 

The Hilbert-Samuel functions and series give the same information, 
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but one is sometimes more convenient than the other. Note that they 
depend only on the associated graded ring !gr!Jl!(D):=EB/::!:ogrk(D), where 
gr~(D): = an 1 Ian 1 + I. The first Hilbert-Samuel function 

HINI) = L:O';;i';;l dimS! (ani/an i+l ) =lengtho (D/anl+ I) 

is usually called just the Hilbert-Samuel function of D. We have 

HiJ)(/)=HiJ+I)(/)-HiJ+1)(/-l) 

for allj >0 and I >1. Thus HiJ) is the difference of HiJ+I), and HiJ) is the 
'j-th order sum function" of HbO). As for the Hilbert-Samuel series, we 
have 

for all j > 1. Hence 

hiJ)(t)=h~)(t)/(1- t)l for j>O, 

and we can use this to define hiJ) also for negative j. 

We need to compare below the Hilbert-Samuel functions and series 
of two different local rings. For that purpose, we introduce the following 
order as in [B], [H4]' [GI], [Gz], [SI], etc. 

Definition. Let Hand H' be integer-valued functions on the set of 
nonnegative integers. We define H>H' to mean 

H(/»H'(/) for all nonnegative integers I. 

For the corresponding formal power series h(t):= L:/::!:O H(/)t l and 
h'(t):=L:/::!:oH'(/)tl, we also denote this fact by h>h'. 

Remark. The above order H>H' is only a partial order, but is 
stronger than the lexicographic order indexed by nonnegative integers I. 
H>H' implies H(j»H'(j) for nonnegative integers j, where H(J) and 
B'(j) are the 'j-th order sum functions" determined from Hand H', 
respectively, exactly as in the case of Hilbert-Samuel functions. It also 
implies h(j) > h'(j) for the corresponding 'j-th order series". 

For a local homomorphism 10--*10' of local rings with the maximal 
ideals an and an', we have the induced homomorphism of graded rings 
gr!IJI(D)--*gr!IJI,(D'). When 10'=10/'7;5 for an D-ideal '7;5, we denote the kernel 
of the surjective homomorphism by 
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and call it the 'fJR-adic initial ideal of Z5. If cP is an element of 'fJR1 not in 
'fJR1+t, then we denote by inm(cp) the class of cP in grfulO) and call it the 
'fJR-adic initial form of cP and l:=ordm(cp) the 'fJR-adic order of cpo 

The following theorem plays an important role in the resolution of 
singularities. It was originally given by Bennett [B, (4.1), Theorem (1)] 
for j;:::: 1 and v(I)= . .. = v(d) = 1, and by Hironaka [H4' Propositions 5 
and 6] for j > 1, d = 1, v(I) = 1. Singh [Sl' Theorem 1, Corollaries 1, 2 
and 3] later improved it to include the case j = ° and v(I), ... , v( d) 
arbitrary, from which all the other cases follow. Giraud [Gl, Lemme 
1.3.9 and Proposition 1.6.6] dealt with the question in a more general 
setup and stated the result in its present form in [G2, Lemme de trans
versalite, 1.2]. 

Theorem 2.1 (Bennett, Hironaka, Giraud and Singh). Let 0 be a 
Noetherian local ring with the maximal ideal 'fJR. Let CPI' .•. , CPd be its 
elements satisfying CPi E 'fJRv(i) for 1::;;: i ::;;: d and positive integers v(i). Let 
0': = 0/( CPI' ... , cP d) be the residue local ring of 0 modulo its ideal 
(CPI' ••. , CPd) with the maximal ideal 'fJR'. Then the following holds for the 
Hilbert-Samuel series: 

for all nonnegative integers j. Let (fJi be the class of CPi in griDIi)(O). Then 
the equality holds above for some (hence any) nonnegative integer j if and 
only if (fJ1' .•. , (fJ d form a regular sequence in grm(O). In this case, the 
canonical homomorphism 

is an isomorphism. 

By induction on d and j, we can reduce the proof of Theorem 2.1 to 
the case d = 1 and j = 0. We follow the formulation of Hironaka [H4' 
Proposition 6] and Singh [Sh Theorem 1, Corollaries 2 and 3]. 

Proposition 2.2. Let cP be an element of 'fJRV for a positive integer v. 
For each nonnegative integer I, let 

Then QI=:J'fJR I- v+1 and we have 

for all 1>0, hence 
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Moreover, the following are equivalent: 
(i) HIJ]o,{,(l) = ~O:S:t:S:.-l Hffl(l-i) for all 1>0. 
(ii) hIJ]o,,(t)=hbOl(t)(I- t·)/(I- t). 
(iii) a/=9n'-·+l for all 1>0. 
(iv) ocpn9n/+1=cp9nZ-.+1 for all 1>0. 
(v) The class (J> of cp in griln(O) is not a zero divisor in gr!J1l(O). 
(vi) The class (J> of cp in griln(O) is not a zero divisor in gr!J1l(O) and the 

canonical homomorphism gr!J1l(O)/((J»-+gr!J1l/oiO/Ocp) is an isomorphism. 

Proof Let us denote 0': = O/Ocp with the maximal ideal 9n': = 
9n/Ocp. Since 0'/(9n')/+1=0/(Ocp+9nZ+1), we have an exact sequence 

0-+(Ocp+9n/+l)/9nZ+l-+0/9nZ+l-+0'/(9n')Z+1-+0. 

The multiplication by cp induces an isomorphism 

Since cp is in 9n., we see that a/:::)9nz-.+t, and we have an exact sequence 

All these are modules of finite length over O. Thus looking at the 
lengths over 0, we have Hf?/(I)=lengtho(azl9n/+l)=lengtho(azl9nz-.+l)+ 
~O~i9-1 Hbol(i- i). Hence (i), (ii), (iii), (iv) and (v) are obviously equi
valent. (vi) obviously implies (v), while (iv) implies (vi), since 

gr~,(O')=(Ocp+9nZ)/(Ocp+9n/+l)=9n//9nZ n (Ocp+9n/+ I ) 

= 9n z /{9n/+ I +(Ocp n 9n Z)}= 9n! /(9nZ+I + cp9n z-.) 

= grMO)/(J>· gr~·(O). q.e.d. 

When 1J(I)=J.{2)= ... = lJ(d) = 1, Theorem 2.1 has the following 
form, which can be found in [B], [H,], [GI ], [Gz] and [Sl] quoted above 
and only in which form we use this result later: 

Corollary 2.3. Let CPI' .. " CPd be elements of the maximal ideal 9n of 
a Noetherian local ring O. For the residue local ring 0': = 0/(CP1, ; • " CPa.) 
of 0 modulo (CP1' •• " CPa) with the maximal ideal 9n', we have the following 
inequality for the Hilbert-Samuel functions (resp. series): For all Fz.O, 

HWa»HlJ) (resp. hlJ,+d»hlJl). 
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Let ([Ji be the class of f/Ji in grin(O). Then the equality holds above for 
some (hence any) nonnegative integer j if and only if ([JI' ••• , ([J d form a 
regular sequence in grwlO). In this case, the canonical homomorphism 

is an isomorphism. 

Let @ be a regular local ring with the maximal ideal m and the 
residue field k. Thus grm(@) is a polynomial ring over k. Elements 
gl' .. " gr in @ are said to form a standard base of an @-ideal J if their 
m-adic initial forms,h:=inm(gl), ... ,j,.:=inm(gr) form a standard base of 
the m-adic initial ideal inm(J):=ker [grm(@)~grmli@/J)] in the sense of 
Section 1, i.e., {,h, .. " fr} is a minimal system of generators of the 
homogeneous ideal inm(J) such that deg,h=::;;degiz<· .. < deg j,.. Follow
ing [HI, Chapter III], we define the numerical invariant J)*(J, @) to be the 
sequence 

J)*(J,@):=(deg,h, degiz, "', degfn 00, 00, ... ). 

We known that {gl' .. " gr} then actually generates the @-ideal J (cf. [HI, 
Lemma 6, p. 190 and Corollary, p.208]) and that J)*(J, @) depends only 
on inm(J) and is independent of the particular standard base of J used to 
define it. This numerical invariant J)*(J, @) also plays an important role 
in the resolution of singularities, as we see in the following sections. 

We use the result in Corollary 2.3 sometimes in the following form 
which can be found in Hironaka [H., Lemma 7], Giraud [GI, Scholie I.6.7 
and Proposition 6.8] and [G2, Corollaire 1.4 and Lemme 5.4.3]. 

Corollary 2.4. Let @ be a regular local ring with the maximal ideal 
m. Suppose {VI' •• " vd} is a part of a regular system of parameters of 111 

so that @':=@/(vI , "', vd ) is a regular local ring with the maximal ideal 
m': = m/( VI' .•• , V d)' Denote by J' the image in @' of an @-ideal J con
tained in m. 

(i) We have H~~j=::;;H~{ij1) for any j>O. The equality holds for 
some (hence any) j >0 if and only if inm(vl), .. " inm(vd ) form a regular 
sequence for the grm(@)-module grml/@/J). In this case, we have a canonical 
isomorphism 

(ii) Suppose H~~j = H~~)J" If gl' .. " gr form a standard base of J, 
then their images g~, .. " g~ in @' form a standard base of J'. In particular, 
))*(J, @)=))*(J', @') holds. 
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(iii) Suppose VI, .•• , Vd lorm a regular sequence lor the (!)-module 
@/J. Ifl.i*(J, (!))=l.i*(J', (!)') holds, then we have H1~J=H11}J'. 

Proof (i) follows from Corollary 2.3 applied to v: =(!)jJ and the 
images CPI' ... , CPa in 0 of VI, .•• , Va. 

By induction on d, we can reduce the proof of (ii) and (iii) to the case 
d = 1. Then we have the following commutative diagram with exact rows 
and surjective columns: 

The middle column is surjective with kernel inm(vl)· grm((!)). By (i), we 
have H1~J = H~~}J' if and only if inm(vl) is not a zero divisor for grm1i(!)/J) 
on the right hand side, or equivalently, the left hand column has kernel 
inm( VI) • inm( J). 

For the proof of (ii), let {gl' ... , gT} be a standard base of J and let 
h:=inm(gj) for l~j~r. Thus their images I;:=inm,(g;) for l~j~r 
generate inm,(J'). Since deg h=deg/; if 1;=1=0, it suffices to show that 
{Ii, ... ,f~} is a minimal system of generators of inm,(J'). If not, there 
would exist j and homogeneous 131, ... , f3j-1 in grm(@) such that deg f3i = 

deg h - deg /; for 1 ~ i ~j -1 and that h - L:1:O;i:O;j-1 f3i/; is mapped to 
zero in inm,(J'). Hence it would be in inm(vl)· inm(J) and be of the form 
inm(vl)· L:1:O;i:O;j-1 (Xi/; for homogeneous (Xi in grm((!)) with deg (Xi = deg h
deg/; -1, since U;, .. ·,fT} is a standard base of inm(J). Thus 

a contradiction to the minimality of U;, .. ·,fT}. 
For the proof of (iii), let {gl' ... , gT} be a standard base of J. Thus 

U;, .. ·,1T} withh: =inm(gj) is a standard base of inm(J). Let g; be the 
image of gj in J' and let I~ be the image of h in inm,(J'). Since l.i*(J, (!)) 
= l.i*(J', (!)') by assumption, {gi, ... , g~} and {Ii, ... ,f~} are standard 
bases of J' and inm,(J'), respectively, with l.i(j):=ordm(gj)=ordm,(g;)= 
degh = deg/; for 1 ~j ~ r. By what we saw above, it suffices to show 
that any homogeneous I of a given degree l.i in inm(J) n inm(vl)· grm«(!)) is 
necessarily contained in inm( VI) . inm(J). . There exists g E J such that inm(g) 
= f Since the image of I in inm,(J') vanishes by assumption, the image 
g' of g in J'is contained in (m')dl. Thus there exist aj in mU+!-,(j) for 
1 <J. < r such that their images a'. in (m')u+ I-u(j) satisfy g' = '" . alg' - - J L..Jt::;:J:::;;;r J J" 

Hence g: =g- L:1:O;j:O;T ajgj is in In (v I(!)). Since VI is not a zero divisor 
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for the (iJ-module (J) / J by assumption, g is in vIJ. Thus f = inm(g) = inm(g) 
is in inm(vl )· inm(J). q.e.d. 

Remark. Geometrically, Corollary 2.4, (i) means the following: 
Inside the regular ambient scheme Z: = Spec «(J), the intersection of the 
closed subscheme X:=Spec«(J)/J) with the regular closed subscheme 
Z':=Spec«(J)') is xnz'=spec«(iJ'/J'). In the tangent space Tm(Z):= 
Spec(grm«(iJ» of Z at m, the tangent space Tm(Z'):=Spec(grm.«(J)'» is a 
linear subspace which transversally intersects the tangent cone Cm(X): = 
Spec(grm/J«(iJ/J» of X at m so that the tangent cone Cm(XnZ'):= 
Spec (grm'Ip((iJ'/J'» of Xn Z' at m satisfies 

scheme-theoretically. 

The Hilbert-Samuel functions appear also in numerical criteria for 
other properties. Here is another example asserting the upper-semicon
tinuity of the Hilbert-Samuel functions and characterizing the permissibility, 
which collect together those results found in Hironaka [HIO Theorem 2, 
p. 195], Bennett [B, Theorems (2) and (3)] and Singh [S2' Theorem 1 and 
papers quoted on p. 20]. For the proof, we refer the reader to these 
papers. 

Theorem 2.5. Let 0 be a Noetherian local ring. If 0 is a prime 
ideal of 0, then for c: = dim % we have the upper-semicontinuity 

for allj>O. 

Suppose % is regular and let an be the maximal ideal of 0 with the 
residue field ~:=o/an. Then the following are equivalent: 

( i ) gro(O) is flat over 0/0., i.e., 0 is permissible. 
(ii) The canonical surjective homomorphism grW/(O)---7grW//o(O/O) 

splits. A splitting and the canonical homomorphism grO(O)®O/O~---7grW/(O) 
then give rise to an isomorphism 

(iii) The equality H~}=H~;C} holdsfor some (hence any)j~O. 
Furthermore, if 0= (iJ/J, an=m/J, O=q/J for a regular local ring (iJ 

with the maximal ideal m and a prime ideal q, then (i), (ii), (iii) are also 
equivalent to the following: 

(iv) There exists a standard base {gl' .. " gr} of J such that the 
m-adic and q-adic orders of gj coincide, i.e., ordm(gj)=ordq(gj), for all 
l<j<r. 
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Remark. Geometrically, (ii) of Theorem 2.5 means the following: 
Let X:=Spec(O) with its regular closed subscheme Y: = Spec (£i/O). 
Thus the tangent cone C\lJl(X): = Spec (gr\lJl(£i)) of X at m contains the 
tangent space T\lJlCY):=Spec(gr\lJl/o(£i/O)) of Yat m. Then the canonical 
surjection CmlX)-+C\lJl(X, Y) splits and we have a noncanonical isomor
phism 

where C\lJl(X, Y): = Spec (groC£i) ®%S\:) is the normal cone of X along Y 
at m. 

In the special case where £I in Theorem 2.5 is the local ring tPw,w at 
a point w of a scheme W of finite type over a field K, we can prove the 
upper-semicontinuity of the Hilbert-Samuel functions by relating them to 
coherent tPw-modules: 

When K is perfect, Bennett [B, Chapter III, § 2, especially Proposition 
(2.2)] showed that 

for 1"2.0, 

for a closed point w of W, hence 

for 1"2.0, 

where Y'tv/K is the coherent tPw-module of principal parts on W over K of 
orders up to I and K(W):=tPw,w/mw,w is the residue field at w regarded as 
an tPw-module. The right hand side of this latter equality is well-known 
to be an upper-semicontinuous function in w. 

Giraud [G2, Theoreme 2.12] extended this result to one valid for 
general K by introducing a suitable subfield kcK, as we now recall. 

For that purpose, we need to introduce some notations. A field 
extension L/ K is said to be differentiably finite if the kernel Y L/ K and the 
cokernel QLK of the canonical homomorphism (cf. [EGA, Chapter O[V,}) 

§ 21D 

are finite dimensional over L, where, for instance, Q}, denotes the module 
of Kahler differentials of L over the prime field. In this case, we define 
the index by 

t(L/K): =dimLQ},/K-dimLY L/K' 

If L/K is of finite type, then Cartier's equality holds: 
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t(L/K) = tr. degKL. 

On the other hand, if L/K is separable with Oi/K finite dimensional over 
L, we have YL/K=O and 

t(L/K) = dimL 0itK' 

In general, if L/K and K/k are differentiably finite, then so is L/k and the 
additivity of the index holds: 

t(L/k) = t(L/K)+ t(K/k). 

In particular, if L/K is of finite type and if K/k is separable with O}({k 
finite dimensional over K as in the following theorem, then we have 

t(L/k) = tr. degKL+dimKOk/ k • 

Theorem 2.6. (Bennett and Giraud). Let W be a scheme of finite 
type over a field K. Then there exists a subfield kcK with K/k separable 
and with dimKOk/ k finite such that the following holds: For each non
negative integer I, the (!}w-module ,9I~/k of principal parts on W over k of 
orders up to I is (!}w-coherent and for each w e W, we have 

H(1+t(C(W)/k»(I) = dim {IC(W) 'X' ,91! } 
~w.w c(w) 'CY.w W/k, 

where t(lC(w)/k) is the index over k of the residue field IC(W) of Wat w. 

For the proof of this theorem, we refer the reader to [G2]. 

Remark. Given w in W, we can actually choose k as above so that, 
furthermore, lC(w)/k is separable (cf. [G2, Lemme 2.10]). 

§ 3. Stability theorems under a permissible blowing up 

In this section, we introduce three numerical invariants to measure 
a singularity, and collect together known results on their behavior under 
a permissible blowing up. We prove most of them in the next section. 

Let (!) be a regular local ring with the maximal ideal m and the 
residue field k:=(!}/m. For an ideal Jcm, we consider the closed sub
scheme X:=Spec«(!}/J) embedded in the regular scheme Z: = Spec «(!}). 
X contains the closed point x of Z corresponding to the maximal ideal m. 
We deal with the following three numerical invariants for the singularity 
of Xat x: 

(1) The sequence {H~j)(X); all nonnegative integersj} of the Hilbert
Samuel functions of the local ring (!}x,x=(!}/J of X at x each of which is 
an integer-valued function on the set of nonnegative integers defined by 
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the right hand side being the one defined in Section 2. They are independ
ent of the embedding of X in Z and in fact depend only on the tangent 
cone 

C,,(X): = Spec (gr,,(X)) 

of X at x, where gr,,(X):=grm,it!JjJ). 
(2) The countably infinite sequence consisting of a finite number of 

nonnegative integers and 00 defined by 

l.I:(X, Z): = l.I*(J, t!J), 

the right hand side being the one defined immediately before Corollary 
2.4. 

(3) The tangent cone C,,(X) is canonically embedded in the tangent 
space T,,(Z): = Spec (gr,,(Z)) of Z at x, where gr,,(Z): = grm(t!J). Then we 
let A,,(X) to be the ridge of C,,(X) c T,,(Z) in the sense of Section 1. 
Denote 

~,,(X, Z):=gr",(ZY'(X), 

the ring of invariants in the polynomial ring gr,,(Z) under the translation 
action of A,,(X). As we remarked in Section 1, ~",(X, Z) is the smallest k
sub algebra of gr",(Z) generated by additive forms such that the initial ideal 
in,,(X, Z): =inm(J) is generated as a gr,,(Z)-ideal by in,,(X, Z) n ~,,(X, Z). 
We then define the third numerical invariant to be the nonnegative integer 

'Z",,(X, Z) :=tr. degk~"'(X, Z) = dim {T"(Z)jA,,,(X)}. 

OUf concern is the behavior of these three numerical invariants under 
a permissible blowing up: For a prime ideal q of t!J with Jcqcm and 
with t!J j q regular, consider the regular closed sub scheme Y: = Spec (t!J j q) of 
X. Y is said to be permissible for X at x, if X is normally flat along Y at 
x, that is, gry(X):=grq/it!JjJ) is a flat module over t!Jy,,,=t!Jjq. Denote 
gry(Z):=grit!J). Then we may and do regard 

S:=k0.,q gry(Z) 

canonically as a polynomial k-subalgebra of gr",(Z)=grm(t!J) generated by 
linear forms. In fact, S coincides with the ring of invariants in gr",(Z) 
under the translation action of the tangent space T,,(Y): = Spec (gr,,(Y)) 
of Y at x regarded as a linear subspace of T,,(Z). As we recalled in 
Theorem 2.5 and the remark immediately after that, the permissibility 
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guarantees that in",(X, Z) is generated as a grx(Z)-ideal by inxCX, Z) n s, 
that is, Cx(X) is stable under the translation by Tx(Y). Hence we have 
Tx(Y)cA",(X) and 

~",(X, Z)cS. 

The normal space of Z along Y at x is 

Nx(Z, Y):= T",(Z)/Tx(Y) = Spec (S) 

and canonically contains the normal cone 

of X along Yat x . . The permissibility of Y means that we have a non
canonical isomorphism 

Cx(X)::;Cx(X, Y)XTx(Y)' 

Thus Ax(X)/TxCY) is the ridge of C",(X, Y). 
Let II: Z'~Z be the blowing up of Z along the permissible center 

Y, i.e., 

Z':=Proj (Rees (q) 

with the Rees algebra Rees(q):=EBi<:oqi. Such a blowing up is called a 
permissible blowing up. Denote by X' the strict (also called proper) 
transform of X in Z'. Thus the restriction X'~X of II to X' is the 
blowing up of X along Y. Consider a (not necessarily closed) point x' in 
the fiber II-I(x) and denote by (!J': = (!Jz'.x' the local ring of Z' at x' with 
the maximal ideal m': = mz'.x' and the residue field k': = (!J'/m'. We 
denote by J' the strict transform of J, i.e., the ideal of (!J' such that (!Jx'.x' 
= (!J'/J'. We consider the three numerical invariants for X'cZ' at x': 

{Hl1)(X'):j>O}, v;,(X',Z') and 'Cx'(X',Z'). 

Theorem 3.1 (The first stability theorem) (Bennett [B, Theorem (OE)], 
Hironaka [H4' Theorem I] and Singh [SI> Main Theorem]). If we denote 
d: = tr. degkk', then the Hilbert-Samuel functions satisfy 

for all j>O 

in the sense of the order in Section 2. 

Definition. x' is said to be an infinitely near point of X, or to be 
inifinitely near to x, if the equality 
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HY)(X)=H~~+d)(X'), 

holds for some (hence any) nonnegative integer j. 

Theorem 3.2 (Hironaka [H., Theorems II and III], Singh [S3' Corollary 
3.4] and Herrmann-Orbanz [HO, Theorem]). We have 

lJ;(X, Z»lJ;'(X', Z') 

with respect to the lexicographic order. The equality holds if and only if x' 
is an infinitely near point of x. 

Remark. As Singh [S3' Examples 1 and 2] noted, neither of HY)(X) 
and lJ;(X, Z) determines the other. In spite of this, the equality in The
orem 3.1 is equivalent to that in Theorem 3.2. [S3] and [HO] introduced 
a new numerical invariant lJ;*(X, Z) which determines H~j)(X) and which 
is an infinite matrix with the first row equal to lJ;(X, Z). 

Theorem 3.3 (The second stability theorem) (Giraud [G2, Theoreme 
5.5.3]). If x' is an infinitely near point of x, then 

Definition. x' is said to be an infinitely very near point of x, or to 
be infinitely very near to x if x' is infinitely near to x and the equality 
!"",(X, Z)=!"x'(X', Z') holds. 

Thus by Theorem 3.2, the following are equivalent: 
( i ) x' is infinitely very near to x. 
(ii) HY)(X)=H~t+d)(X') for somej>O and !"",(X, Z)=!"x-CX', Z'). 
(iii) lJ;(X, Z)=lJ;'(X', Z') and !"",(X, Z)=!"",,(X', Z'). 
(iv) H~j)(X)=H~t+d)(X') for any j>O, lJ;(X, Z)=lJ;'(X', Z') and 

!"."eX, Z)=!"",,(X', Z'). 
Actually, we have further detailed information on infinitely very near 

points. To describe it, we need the following: 
The fiber of II: Z'.-Z over x coincides with 

II-I(x) = Proj (S), 

the projective space associated to the normal space N,,,(Z, Y) = Spec (S) 
of Z along Yat x. Thus the point x' e II-I(x) corresponds to a homo
geneous prime ideal p of the polynomial ring S over k different from the 
ideal S+ of polynomials without constant terms. We can choose the 
variables in S so that 

Yo not in p. 
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Let R:=Sv be the localization with the maximal ideal M and the 
residue field K:=R/M. Hence R is the local ring of N",(Z, Y) at its point 
1:'. The local ring (!}'/m(!)' of Il-I(x) at x' coincides with the subring of R 
consisting of the homogeneous elements of degree zero. Moreover, Yo is 
a unit in R, and K is generated over k' by the image Yo of Yo in K, that is, 
K=k'(yo). In these notations, we first of all have the following: 

Proposition 3.4 (Hironaka [H4' Theorem IV). If x' is an infinitely 
near point of x, then any homogeneous element f in ~",(X, Z) c S of degree 
l.i necessarily belongs to M". Hence f/y'O is in (m'/m(!}')". 

By sending suchfto its M-adic initial form inM(f) we have a (neces
sarily injective, see [01> Proposition 2.2, (i»)) homomorphism of graded 
rings· 

inM : ~.,(X, Z)~griN",(Z, Y»=grM(R). 

On the other hand, we have the graded k' -subalgebras 

~.x,(X', Z')cgrAZ')=grm,((!}') 

~.",(X' n Il-I(x), Il-l(x» cgr",,(Il-I(x» 

~iC.x(X, Y), N.,(Z, Y»cgrlN.,(Z, Y». 

Theorem 3.5 (Giraud [G2, Theoreme 5.5.3)). x' is an infinitely very 
near point of x if and only if the following conditions are satisfied: 

( i ) x' is an infinitely near point of x. 
(ii) The canonical injection inM : ~",(X, Z)-+grv(N;.(Z, Y»=grM(R) 

induces an isomorphism of graded K-algebras 

which sends additive forms to additive forms and which sends the ideal 
K®k{in",(X, Z) n ~",(X, Z)} to the ideal iniC,,(X, Y), N.,(Z, Y» n ~v(C", 
(X, Y), N,,(Z, Y». 

(iii) The canonical surjection gr""(Z,)-+gr,,,,(Il-I(x» induces an iso
morphism of graded k'-algebras 

~AX', Z')~~",,(X' n Il-l(x), Il-I(x» 

which sends additive forms to additive forms and which sends the ideal 
in",(X', Z') n ~",,(X', Z') to the ideal in",,(X' n Il-I(x), Il-I(x» n ~z,(X' n 
Il-I(x), Il-I(x». 
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As for the isomorphism in Theorem 3.5, (ii), we have still further 
information as follows: 

Theorem 3.6 (Oda [04, Main Theorem]). Suppose x' is an infinitely 
very near point ofx and let he U",(X, Z) be an additive form of degree pe. 
Then inM(h) is an additive form belonging to Up(C",(X, Y), N",(Z, Y)) and has 
coefficients in the subfield kP(K) of K. Furthermore, inm'/mm.(h/YK6) is an 
additive form belonging to U",.(X' n n-I(x), n-I(x)) and has coeffcients in 
the subfield kFe(k') of k'. Here Fe denotes the p·-th power Frobenius map 
on the fields K and k'. 

We do not reproduce the lengthy proof of this theorem here. 
As a consequence of Theorem 3.6 and the proof of Theorem 3.5 in 

the next section, we get the following information as to the choice of 
standard bases for in",(X, Z) and in",.(X', Z'): Suppose x' is an infinitely 
very near point of x and denote 

v':(X, Z)=v;'(X', Z')=: (v(1), ... , vCr), 00, 00, ••• ) 

t"",(X, Z)=t"",.(X', Z')= : t". 

We can choose algebraically independent additive forms hI, ... , h< in S of 
degrees q(l)=p,cI), ... , q(t")=pec<) with e(l)< ... <e(t") such that 

Ux(X, Z)=k[h l , ••• , hJ 

Let us choose the variables Y=(Yo, ... , Yn) for S so that hI> .. ·h< are 
in triangular shape as in the remark after Lemma 1.1, and let {f;, ... , j,.} 
be a standard base for in",(X, Z) quasi-normalized with respect to these y 
in the sense of Proposition 1.2, for instance, normalized with respect to y. 
Then j;, ... , j,. are in U",(X, Z) so that there exist k-coeflicient polynomials 
tl> ... , tr in t" variables hI, ... , h, of weights q(1), ... , q(t") such that 
tJ is isobaric of weight v(j) for 1 <j <r satisfying 

for l-::;;'j<r. 

Corollary 3.7. In the above notations, we have the following: 
(i) The initial forms inM(h l ), ••• , inM(h<) are algebraically inde

pendent additive forms in grP(Nx(Z, Y)) such that 

and that inM(ht) has coefficients in kPCt)(K) for each 1 <i< t". Moreover, 
the subset {tJ(inM(h l ), ••• , inM(h<»; 1 <j < r} of Up( C",(X, Y), N",(Z, Y)) 
is a standard base ofinp(Cx(X, Y), Nx(Z, Y)) quasi-normalized with respect 
to a suitable set of variables. 
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(ii) Let h?:=inM(hJygCi)) for each l<i<-c. Then h~', ···,h~' are 
algebraically independent additive forms in grAJl-I(x)) such that 

and that h;' has coefficients in kpe(i)(k') for each IS:; i s:; -c. Moreover, the 
subset {tih~', "', h;'); lS:;j<r} of'iXAX'nJl-I(x), Jl-I(X)) is a standard 
base of inA X' n Jl-I(X), Jl-I(X)) quasi-normalized with respect to a suitable 
set of variables. 

(iii) For each IS:; i s:; -c, there exists a unique additive form h; in 
grAZ') mapped to h~' under the canonical surjection grAZ')---+grAJl-I(x)) 
such that 

'iXAX', Z')=k'[h~, .. " hJ 

Moreover, thesubset{tlh~, ···,h;); lS:;jS:;r} of'iXAX', Z') is a standard 
base of inAX', Z') quasi-normalized with respect to a suitable set of varia
bles. 

§ 4. Proof of the stability theorems 

In this section, we prove Theorems 3.1, 3.3 and 3.5, Corollary 3.7, 
Proposition 3.4 as well as a part of Theorem 3.2 simultaneously by first 
breaking them up into five stages and then recombining them at the end 
of this section. Our proof is essentially the same as that in lH4] and [G2]. 

We retain the notations in Section 3. 
The following three stages are rather easy: 

Proposition 4.1. Let 0 be the origin of the tangent cone Cx(X). Then 
we have the following equalities: 

(OH) H1l)(X)=H~)(Cx(X)) for any 1;;::::0. 

(0,) lJ;(X, Z)=lJ;l'(C"eX), T,,(Z)). 

(Or) 'iX,,(X, Z)='iXo(C,,(X), T,,(Z)) and 

-cxCX, Z)=-co(C"eX), T,,(Z)). 

Proof By definition, these invariants on the left hand side depend 
only on the associated graded rings gr",(X) and gr",(Z), i.e., on CxCX) and 
Tx(Z). Hence the equalities are obvious. 

Proposition 4.2. Let 0 denote the origin of the tangent cone C,,(X) 
as well as that of the normal cone CxCX, Y). Then we have the following 
equalities: 
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for any 1>0, 

where s=dim Y, hence s+ 1 is the codimension of n-I(x) in Z'. 

(1J lJi(Cx(X), Tx(Z»=lJi(Cx(X, Y), Nx(Z, Y». 

(1,) Wo(Cx(X), T",(Z»=Wo(Cx(X, Y), Nx(Z, Y» and 

t"o(Cx(X), Tx(Z»=t"o(Cx(X, Y), Nx(Z, Y». 

Proof Since Y is permissible, we have a noncanonical isomorphism 
C",(X) ~ C",(X, Y) X TxCY) as we recalled in Theorem 2.5 and the remark 
immediately after that. Thus Ax(X)ITx(Y) is the ridge of the normal 
cone C",(X, Y) and we clearly have (1,). Since Tx(Y) is an s-dimensional 
linear space, we have (1 H) and (1.) by Corollary 2.4. 

Proposition 4.3. Let p be the homogeneous prime ideal of S:= 
k@.ygry(Z) corresponding to the point x' of n-l(x)=Proj (S). Regard p 
also as a point of Nx(X, Y) = Spec (S). Then the following equalities hold: 

(3H) H~l)(Cx(X, Y»=H~\)(X' n n-I(x» for any I'?.O. 

(3.) v; (Cx(X, Y), Nx(Z, Y»=vt(X' n n-I(x), n-I(x». 

(3,) t"p(Cx(X, y), Nx(Z, Y» = t"AX' n n-I(x), n-I(x». 

Proof Again obvious by definition, since for the homogeneous 
ideal I:=S ninx(X, Z), we have Cx(X, Y)=Spec(SIl), while X'nn- 1(x) 
=Proj (SIl). 

We have two more stages which are more involved. 

Proposition 4.4. ( i ) We have the inequality 

for any 1>0, 

where s+ 1 is the codimension of n-I(x) in Z', hence s=dim Y. 
(ii) The equality in (4 H ) holds for some (hence any) 1>0 if and only 

if the following equality holds: 

(iii) If the equality in (4 H ) holds for some (hence any) 1'?.0, then the 
following inequality holds: 

(4,) t"x,(X'nn-l(x), n- 1(x»<t"x'(X', Z'). 

(iv) Suppose the equality in (4 H ) holds for some (hence any) i'?.O. 
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Then the equality in (4,) holds if and only if the canonical surjection grAZ') 
-.grx,(II-I(x)) induces an isomorphism of graded k'-algebras 

which sends additive forms to additive forms and which sends the ideal 
inx'(X', Z') n &x,(X', Z') to 

inAX' n II-I(x), II-I(x)) n &AX' n II-I(x), II-I(x)). 

Remark. As Hironaka [H., Example (4.2)] noted, no general ine
quality holds between the left and right hand sides of (4.). This is one of 
the reasons why the proof of Theorem 3.2 does not parallel that of The
orem 3.1. 

Proof We can find a regular system of parameters {uo, •• " Un' 

VI' •.. , v8 } for m such that q = uo(17 + ... + un(17 and that q(17' = uo(17'. Thus 
m(17' = uo(17' + vl (17' + ... + v8(17'. Note that q(17' is the ideal in (17' defining 
II-I(Y) at x', while m(17' is the one defining II-I(x) at x'. The restriction 
X'-.X of II is the blowing up of X along Y. Moreover, by the permis
sibility of Y, we have X' n II-I(Y)=Proj(gry(X)) with gry(X) flat on Y. 
Hence {uo, VI' .. " vs}, which is a part of a regular system of parameters 
for m', is also a regular sequence for the (17'-module (17'jJ'=(17x',x" 

(i) follows from Corollary 2.4, (i), while (ii) follows from Corollary 
2.4, (ii) and (iii), in view of what we saw above. 

Furthermore, in this case we have 

C,AX' n II-I(x)) = Cx-CX') n TAII-I(x)) 

by the remark immediately after Corollary 2.4. Hence by Lemma 1.4, 
we have TAX' n II-I(x), II-I(x)):=dim {TAII-l(x))jAAX' n II-I(x))} < 
dim {TAZ')jAAX')} = : T,,,,(X', Z'), which is (iii). Again by Lemma 1.4, 
the equality holds here if and only if grAZ')-.grAII-I(x)) induces an 
isomorphism of graded k'-algebras 

&.1,,(X', Z')~&AX' n II-I(x), II- 1(x)) 

between the rings of invariants, which has the required properties. q.e.d. 

The final stage is the most involved. We prove them using several 
lemmas. 

Proposition 4.5. Let NxCZ, Y) = Spec (S) be the normal space of Z 
along Yat x and let CxCX, Y)=Spec(SjI) be the normal cone of X along Y 
at x. For the homogeneous prime ideal jJ of S corresponding to the point 
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x' e ll~l(x)=Proj (S), let R:=Sp be the localization with the maximal 
ideal M and the residue field K:=R/M. Then we have the following: 

(i ) The inequality 

for alll>O 

holds, where 0 is the origin ofC,,(X, Y)cN.,(Z, Y) and c:=dimSpeC:(S/lJ) 
=tr. degkK. 

(ii) If the equality in (2u) holds for some (hence any) I, then the 
equality 

(2.) lJt(C.,(X, Y), N.,(Z, Y))=lJ;(C.,(X, Y), N.,(Z, Y)) 

and the inequality 

(2,) -ro(C.,(X, Y), N.,(Z, Y))< -riC,,(X; Y), N",(Z, Y)) 

hold. The equality in (2,) holds in this case if and only if the map sending 
each homogeneousfin S to its M-adic initial form inM(f) in grM(R) induces 
an isomorphism of graded K-algebras 

which sends additive forms to additive forms and which sends the ideal 
K®k{inO(C.,(X, Y), N.,(Z, Y)) n ~o(C",(X, Y), N",(Z, Y))} to inp(C.,(X, Y), 
N.,(Z, Y)) n ~iC",(X, Y), N",(Z, Y)). 

From now on, let us simply denote 

N:=N",(Z, Y)=Spec(S), C:=C",(X, Y)=Spec(S/l) 

and let A : = Ao( C) be the ridge of C at the origin O. By definition, R is 
the local ring of N at its point lJ. By Corollary 1.3, we can choose the 
variables in S so that 

S =k[';-I, •• " .;-" Tjl' •• " Tj.] 

~o(C, N):=SA=k[hl' "', h,] 

with additive forms in triangular shape 

h -h (e )_eq(i)+"" a eq(i)+"" b q(i) i- i ,>, Tj -'oi L.Ji<jC'{., i}'>j L.JIC'{.jC'{.. ijTjj 

for I <i< -r, where q(i)= pe(i) for nonnegative integers e(I)<e(2)< ... 
<e(-r) and aij' hij are elements of k. Note that -r=-ro(C, N)=tr. deg" SA 
is the number of ';-/s as well as that of h.-s. Let us choose, once for all, 
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a standard base {h, ... ,J,.} of I normalized with respect to {';1' • ",';" 
7J1> •• " 7J.}. Hence 

lit(X, Z)=lit(C, N)=(li(l), .. " li(r), 00, 00, ••• ) 

with liU)=degJ; for l<j<r. LetS~S':=S/(7)l>" ·,7).)=k[';~, .. . ,';;]be 
the projection to the residue polynomial ring sendingf(';, 7) in S to 1(';',0) 
where ';:=(';1> ... , ';.),7):=(7)1> ... , 7J.) and ';':=(';~, ... , ';;). Denote by 
I' the image of lin S'. Then again by Corollary 1.3, SA is generated as 
a k-algebra by {iYmJ;; alII <j <r and all .. -tuples m of nonnegative integers 
not in exp (I'; ';') with I m I < liU)}, while a'mJ; = 0 if m is in exp (I'; ';') with 
Iml<li(j). Here exp(l'; ';') is the exponent of the ideal I' with respect to 
the variables ';'. Hence there exist isobaric polynomials tl> ... , tr of 
weights li(l), .. " li(r), respectively, in .. variables hi, ... , h. of respective 
weights q(l), .. " q( .. ) such that 

J;=tlhl' "', h.) for l<j<r, 

while there exist polynomials f{il' .. " f{i, in variables t;m,j of weight liU)
I m I with I <j < r and with m running through .. -tuples of nonnegative 
integers not in exp (I'; n satisfying Iml<li(j) such that each f{it is isobaric 
of weight q(i) and that 

ht=f{it("" a'mJ;, ... ) for l<i< .. , 

if we put a'mJ; in place of the variable t;m, j' 
We fix these notations throughout the rest of this section. As in 

Corollary 1.3, let us denote 

SI:=k[7)I, "',7).] and NI:=Spec(S*). 

The injection SiCS induces a canonical morphism N ~NI which sends 0 
and 1:1 to 0 1 and 1:11, respectively, where the prime ideal 1:1#:=1:1nS# is 
regarded also as a point of N#, while 0* is the origin of the linear space 
NI corresponding to the maximal ideal S~. We denote by RI the local 
ring of N# at 1:1# with the maximal ideal M# and the residue field K#: = 
R#/M#. Thus R# is the localization of SI with respect to 1:1# and K# is the 
field of fractions of SI/1:1I. 

We denote by N':=Spec(S'), C':=Spec(S'/I') and A' the fibers 
over 0# E NI of N and its closed sub schemes C and A, respectively, i.e., 
the base extensions with respect to Spec (k)~NI at the closed point 0·. 
N' is a linear subspace of N passing through 0 and C' is a cone in it. 

We have an occasion later to consider also the fibers N", C" and A" 
over 1:1# E NI of N, C and A, that is, _ the base extensions with respect to 
Spec(KI)~N# at the point 1:11• Thus N"=Spec(S'') with S":=S@sIKI. 



396 T.Oda 

Lemma 4.6 (cf. [G2, 3.3.2 and 3.3.3]). In the above notations, we 
have the equalities 

H<J'( C)= Hto'( C,), lJ~(C, N)=lJ~(C', N'). 

Furthermore, A' is the ridge of C' and S-+S' induces an isomorphism of 
graded k-algebras Wo(C, N)=::;Wo(C', N') which sends additive forms to 
additive forms and I n Wo(C, N) to I' n Wo(C', N'). In particular, we have 
the equality 7:o(C, N)=7:o(C', N'). 

The proof is obvious by Corollaries 1.3 and 2.4. 

Lemma 4.7 (cf. [G2, Lemme 5.2.2]). In the above notations, suppose 
the equality H<J'(C)=H~C'(C) in (2H ) holds. Then we have the following 
equalities for the M-adic orders: 

ord.M(h)=lJ(j):=degh, 

ord.M(h,)=q(i):=deg hi, 

l<j<r 

1 :'::;:; < 7:. 

Proof The equalities ord.M(h)=lJ(j) for 1</<r imply ord.M(h,)= 
q(i) for 1 <i< 7:. Indeed, there exist isobaric polynomials CPI' ••• , cpr of 
weights q(I), ... , q(7:) such that 

hi=cp,(· .. , a'mh, ... ) 

and that a'mh is given the weight lJ(j)-lml, which is exactly the M-adic 
order of a'mh. Hence ord.M(h,)=q(i). 

Obviously, ord.M(h)<degh by the Jacobian criterion, for instance. 
Hence it remains to show ord.M(h»degh. 

For that purpose, let us apply Theorem 2.6 to the scheme C of finite 
type over k. We can find a subfield k' of k with k separable over k' and 
dimk.QL. finite. Then for any point w E C, we have 

H~+t(.(W'/k'))( C)(l) = dim.(w,{.t(w) ®so .9b.} 

for all 1>0, where t(.t(w)/k')=tr. degk .t(w)+dimk .Q1/k'. For W= 0, we 
have .t(O)=k and t(.t(O)/k')=dimk .Q1jk', while for w=1:>, we have .t(1:»=K 
and t(.t(1:»/k')=c+t(.t(O)/k'). Thus the equality H<J'(C)=H~C)(C) in (2H ) 

implies 

dim.(O) {.t( 0) ®so.9b·}= dim«~){.t(1:» ®.o.9b.} 

for alII ~O. The equality in (2H) also guarantees that x' is in X, n n-l(x) 
=Proj(S/I), hence 1:> is in C. Since 1:> is a homogeneous ideal as well, 
D:=Spec(S/1:» contains 0 and is contained in C. The above equality 
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thus means that (I) D (g).(!tJI~/k' is (I) D-flat for alII >0. 
We have canonical homomorphisms for the modules of principal 

parts 

·l 

(I) IN/k'mJl l 
N~I:T N/k,~tJ1 elk"~ 

for all 1>0, wherejlv/k' is the jet map or the Taylor expansion map which 
can be described as follows: Let CI> •• " Ct be elements of k such that 
their differentials dCI, .. " dCt in Qi/k' form a k-basis. Then tJIlv/k' is 
isomorphic to the truncated polynomial ring over (I)_v in three sets of vari
ables d~=(d~I' "', d~,), dr;=(dr;I' "', dr;u) and dc=(dcl , "', dc,) of 
the form 

which is a free (I) N-module with a basis consisting of 

(d~y(dr;)p(dc)v:= ITl';i,;, (d~iY' ITl';j';U (dr;j}Uj ITI,;n,;t (dcn)vn, 

where A: = (AI, .. " A,), fl: = (fll' ... , flu) and v: = (VI> ••. ,vt) run through 
!'-tuples, a-tuples and t-tuples of nonnegative integers satisfying 

Correspondingly, we have the Taylor coefficient differential operators 
a~a~'av from (l)N to itself over k' so that for f E (l)N we have 

As we remarked immediately after Theorem 2.6, we may choose the 
subfield k' in such a way that K(1:l)=K is also separable over k'. Then by 
the Jacobian criterion, we have ordM(/i»deg/i if and only if a~a~av/i is 
in M for all l<deg/i, A, fl and v satisfying IAI+lfll+lvl:S;;:l, that is, the 
image of jlv/k,(/i) under the canonical surjection 

vanishes for all 1< deg /i. To see that this latter condition is satisfied, 
consider the commutative diagram 

and the direct summand (l)N-submodule yt'l of tJIlv1k' defined by 
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;/f'l:= EB (J)N(d~)l(d7)p(dc)·, 
with A, p, IJ running through T-tuples, u-tuples and t-tuples of nonnegative 
integers, respectively, satisfying 

IAI+I,uI+IJ.lI~1 with 0, p) not in the exponent exp (/;~,7), 

where exp (/; ~, 7) is the exponent of the ideal/with respect to the vari
ables (~, 7) of S as we defined in Section 1. 

Since the standard base {j;, ... , J,.} is chosen to be normalized with 
respect to (~, 7), we see by Proposition 1.2 that a~a~iJ=o if O,,u) is in 
exp (/;~, 7) and IAI+I,uI<degiJ. Hence 

for I <degiJ and I <j <r. 

The kernel of the left hand column p: f!JJ~/k,---+f!JJ~/k' of the above 
commutative diagram is the ideal generated by j~/k.(j;), ... , j~/k'(J,.). 
The restriction of p to ;/f'l induces an isomorphism 

/C(O) 0.N;/f'I~/C(0) 0.Nf!JJb,. 

Moreover, if l<degiJ, then the image of j~/k,(iJ) e;/f'l in f!JJb" hence 
that in (!)D@.cf!JJbk" vanish. The middle column (!)D@.Nf!JJ~/k'---+ 
(J)D@.Nf!JJbk" however, induces an isomorphism 

(!) D @.N;/f'I~(!) D @.Nf!JJ~/k" 

since both sides are (J) D-fiat of finite rank as we saw above and since it 
induces an isomorphism when tensored with /C(O) over (J)N. Consequently, 
if l<degiJ, then the image of Alk.(iJ) in (!)D@.N;/f'I, hence that in 
/C(lJ) @.Nf!JJ~/k" vanish. q.e.d. 

Lemma 4.8 (cf. [G2, Corollaire 5.3]). Suppose we have the equalities 

ord MCiJ) = 1J(j): = deg iJ, 

ordM(hi)=q(i):=deg hi, 

l<j<r, 

l<i<". 

Then the map sending a homogeneous polynomial h in S to its M-adic initial 
form inM(h) gives rise to a homomorphism of graded rings 

Moreover, the canonical injection K#---+K of the residue fields at lJI and lJ is 
an isomorphism. Furthermore, if we denote by N' and N" the fibers of 
N ---+N' over 0# and lJ#, respectively, then there exists a unique point V' of 
N" lynig above.j:J in N and we have an isomorphism 
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from the base extension of N' from k to K#, which sends the origin 0 to l'" 
and which also induces the following isomorphisms for the fibers C', A' 
(resp. C", A") of C and A over 0# (resp. p#): 

Proof. The first assertion is obvious, since ~lAC, N)=k[hl, "', h,] 
and ordM(hi )= q(i)= deg hi' As for the second, A = Spec (S/(hl, .. " h,» 
is finite and flat over N#= Spec (S#) of degree n I:<;;i:<;;, q(i), since S=k[~, ~], 
S#= k[~] and hI> .. " h, are additive forms of degrees q(I), .. " q(r) in 
triangular shape. At the point p, however, the length of RI(hl> .. " h,) is 
already nl:<;;t,;;,q(i), since ordM(hi)=q(i) for l<i<!'. Hence p is neces
sarily the unique point of A lying over p# with the trivial residue field 
extension. Thus for each l<i<!' there exists at E R# such that U:=~t 
-ai is in M. We denote ~*:=(~l, ""~;) and a:=(al> "', a,). Since 
hi is an additive form, we have hi(~' ~)=ht(~*+a, ~)=ht(~*, 0) + hi(a, ~). 
Obviously, hi(~*' 0) is in Mq(t), while hi(~'~) is in Mq(i) by assumption. 
Hence hi(a, ~) is in Mq(t) n RicMi. 

We know that there exist polynomials 1ft1' .. " 1ftr in !' variables such 
that 

l<j<r. 

Thus their images in the ring S":=SQ9 siKi are 

l<j<r, 

where ~":=(~i', "', ~:') with the image ~~' of U' in S". Obviously, 
S" = Ki[~i', .. " ~:'] is a polynomial ring and we have an isomorphism of 
Ki-algebras 

sending ~~ to ~i'. We have C'=Spec(S'/(j;(~', 0), .. ·,fr(~', 0») and 
A'=Spec(S'/(hl(e',O), "', h,(~', 0»), while C"=Spec(S"/(j;(e", 0), "', 
fr(~", 0») and A" = Spec (S"/(hl(~'" 0), .. " h,(~", 0»). q.e.d. 

Corollary 4.9. If we have the equality H~)(C)=H~C)(C) in (2 H ) with 
c=tr. degkK, then we have 

a=c+height(j.Ji), H~)(C')=H~::)(C'') 

1.I~(C', N')=I.I;,(C", N',), !'o(C', N,)=!'p"(C", N") 
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and an isomorphism of graded K~-algebras 

which sends additive forms to additive forms and which sends 

Proof By Lemma 4.7, the assumption here implies that of Lemma 
4.8. Thus by Lemma 4.8, we have c=tr. degkK=tr. degkK#, which is 
well known to equal q-height (p#), since q= dim st. The remaining 
assertions are clear by Lemma 4.8. q.e.d. 

Proof of Proposition 4.5. (i) follows from the upper-semicontinuity 
of the Hilbert-Samuel functions in Theorem 2.5, (i). Note that Theorem 
2.6 guarantees the inequality (2H) only for I >dimk Dl1k, for the k' appear-
ing in the proof of Lemma 4.7. . 

To show (ii), assume that the equality Hi])(C)=H~C)(C) in (2H) is 
satisfied. Then by Lemma 4.6 and Corollary 4.9, we have 

and q-c=height(p#)=:p. Here p" is the unique point of N" lying 
above pEN. Clearly, the local ring RJRM# of N" at p" coincides with 
the local ring at p of the closed subscheme W: = Spec (SJ SP#) of N. The 
morphism N-+N# is smooth,hence W is regular at p of codimerision p in 
Nand RM# is generated by a regular system of parameters {Ol' .. " Op} 
of M#. We have . 

for the tangent spaces, as well as 

for the tangent cones. 
By these results, we see that H~C)(C)=H~c+P)(C n W) and Corollary 

2.4, (ii) is applicable. Thus clen W)=c~(C)n T~(W) and IJ;(C, N)= 
IJ;(C n w, W)=IJ;,(C", N"), which equals IJ~(C', N')=IJ~(C, N) by Cor
ollary 4.9 and Lemma 4.6. Hence we get the equality (2.). 

Let ~*: = (~[, .. " ~:) be as in the proof of Lemma 4.8 and let 0: = 
(01) •• " 0 p) be as above. Then (~*, 0) is a regular system of parameters 
for M. Thus grM(R) is the polynomial ring over K with variables E:= 
(EI' "', E.) and 8:=(81,' • " 8 p), where 



Infinitely Very Near Singular Points 

Ei:=inM(U) 

8 j :=inM(8j ) 

for I:::;:i:::;:!' and 

for I<j<p. 

401 

As in the proof of Lemm 4.8, we have htCg, YJ)=Mg*, O)+hla, YJ) with 
ordM(hi(';*, O»=ordM(h;(a, YJ»=q(i) for I<i<!'. We see that ai:= 
inM(hi(g*, O»=hi(E, 0) is an additive form in E of degree q(i) in triangular 
shape, while bi:=inM(hla, YJ» is a homogeneous polynomial in 8 of 
degree q(i). Since fJ = "",Pll , .• " h<), we see that 

for I<j~r. 

Thus for each !'-tuple m of nonnegative integers, we have 

for I:::;:j :::;:r, 

where a;" on the left (resp. right) hand side is the Taylor coefficient 
differential operator with respect to .;m (resp. Em). We also have 

for I<i<!'. 

Moreover, K~=K by Lemma 4.8, and the canonical surjection grM(R)= 
K[E, 8]~S" = KW'] sends inM(fJ) to fJW', 0) for I <j <r.By Lemma 
4.8, {fJW',O); I<j<r} is a standard base of inp,,(CI,N") quasi-nor
malized with respect to gil and 2tp"(C", NI)=K[hl(';"' 0), "', h«$", 0)]. 

Even though bi/s may not be additive forms in 8, the proof of 
Corollary 1.3 works here, and we conclude that {inM(fJ); I<j<r} is a 
standard base of inp(C, N) quasi-normalized with respect to (E,8). In 
particular, 2tlC, N) contains inM(fJ) for I <j <r, hence contains inM(hi) 
=CPi(' . " a;"(inM(!t», ... ) for 1 <i<!', since 2tlC, N) is stable under a;". 

By Lemma 1.4, we have !'p(C, N) > !'p(C n W, W) = !'p"(C", Nil), 
which equals !'o(C', N')=!'o(C, N) again by Corollary 4.9 and Lemma 
4.6, hence we get the inequality (2<). Moreover, we have homomorphisms 
of graded K-algebras 2t/C, N)~gr/W)=>2tlCn w, W)~2tp"(C", N")= 
K[hl(g",O), .. " h«g", 0)], as well as isomorphisms of graded k-algebras 
2to(C, N)=k[hl(g, YJ), .. " h«g, YJ)]=;2to(C', N')=k[hl(g', 0)", . " h,($', 0)]. 
By Lemma 1.4, the equality in (2<) is equivalent to the equality !'p( C, N) 
=!'p(cn W, W), which holds if and only if the above homomorphisms 
induce a composite isomorphism 2tp(C, N)=;~licn w, W)~2tp"(C", Nil) 
which sends additive forms to additive forms and which sends inp( C, N) n 
2tp(C, N) to inp"(C", Nil) n 2tp"(C", Nil). This is certainly the case if and 
only if inM(hi), which we have already shown to be in 2tp( C, N), is an 
additive form for 1 <i<!', since its image hi($", 0) is an additive form 
• :ld s;nce 
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~p,,(c", N'')=K[hl(t;'', 0), ... , h,(t;", 0)]. q.e.d. 

We now combine the results obtained so far in this section to prove 
most of the assertions in Section 3. 

Proof of Theorem 3.1. Since d:=tr. degkk' and c:=tr. degkKsatisfy 
c-l =d, we have the chain of equalities and inequalities for all j >0 

H~j)(X)=H<J)(Cx(X»=H<J+S)(C,lX, Y»>H~j ,s+e)(cx(X, Y» 

=H~t+8+e)(x' n II-I(x»>H~{+d)(X/) 

successively by Proposition 4.1, (On), by Proposition 4.2, (In), by Proposi
tion 4.5, (2n), by Proposition 4.3, (3n) and by Proposition 4.4, (4n), 
where s= dim Y. q.e.d. 

Remark. The above proof shows that x' is an infinitely near point 
of x if and only if the equalities in (2n) and (4H ) are satisfied. 

Proof of Proposition 3.4. Since x' is assumed to be infinitely near to 
x, we have the equality in (2n), hence we have a homomorphism inM of 
graded rings from 

to grM(R) by Proposition 4.1, (0.), by Proposition 4.2, (I.), by the remark 
above and by Lemmas 4.7 and 4.8. q.e.d. 

Proof of Theorem 3.3. Since x' is assumed to be infinitely near to x, 
we have the equalitieS in (2n) and (4n) by the above remark. Hence we 
have the chain of equalities and inequalities 

~x(X, Z)=~o(Cx(X), Tx(Z»=~o(Cx(X, Y), N,lZ, Y» 

<~p(Cx(X, Y), Nx(Z, Y»=~AX'nII-I(x), II-I(x»<~AX', Z') 

successively by Proposition 4.1, (0,), by Proposition 4.2, (1t), by Proposi
tion 4.5, (2.), by Proposition 4.3, (3.) and by Proposition 4.4, (4,). q.e.d. 

Remark. The above proof and the remark immediately after the 
proof of Theorem 3.1 show that x' is an infinitely very near point of x if 
and only if the equalities in (2H ), (2.), (4H ) and (4,) are satisfied. 

Proof of Theorem 3.5. As we saw above, x' is infinitely near to x if 
and only if the equalities in (2n) and (4n) are satisfied. Under the cir
cumstances, x' is infinitely very near to x if and only if the equalities in 
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(2,) and (4,) hold. By Proposition 4.1 (0,) and by Proposition 4.2, (I,), 
we have 

~.,,(X, Z)=~o(Cx(X), T.,,(Z»=~o(C.,,(X, Y), N.,,(Z, Y». 

On the one hand, Proposition 4.5, (ii) shows that under the equality 
in (2H ), the equality in (2,) holds if and only if inM induces an isomorphism 
of graded K-algebras 

having the required properties. On the other hand, Proposition 4.4, (iv) 
shows that under the equality in (4H ), the equality in (4,) holds if and only 
if we have an isomorphism of graded k'-algebras 

~ .. ,(X' n II- 1(x), II-l(x»~~ .. ,(X', Z') 

having the required properties. q.e.d. 

Corollary 3.7 follows immediately from Theorem 3.6 and the proof 
of Propositions 4.4 and 4.5 as well as that of Theorem 3.5 above. 

Proof of a part of Theorem 3.2. Hironaka [H., Proposition 21, 
Lemmas 23 and 24 and Corollary 23.2] showed the first assertion and the 
"only if" part of the second assertion simultaneously in the following 
form (see also Singh [S3] and [HO)): If lJ':(X, Z)<lJ';'(X', Z,), then 
lJ':(X, Z)=lJ';'(X', Z') and the equalities in (2H ) and (4H ) are satisfied. 
Note that our lexicographic order for lJ* is a total order. 

We do not reproduce the proof of this part here, since it is long and 
since we do not use it directly in this paper. 

We here show the "if" part of the second assertion. If x' is infinitely 
near to x, th~the-equalities in (2H) and (4H) hold by the remark imme
diately after the proof of Theorem 3.1. Then the equalities in (2.) and 
(4.) hold so that we have the chain of equalities 

lJ':(X, Z)=lJ~(C .. (X), T .. (Z»=lJ~(C.,,(X, Y), N .. (Z, Y» 

=lJ;(C .. (X, Y), N.,,(Z, Y» = lJ';'(X' n II-l(x), II-l(x»=lJ';'(X', Z') 

by Proposition 4.1, (0.), by Proposition 4.2, (1.), by Proposition 4.5, (ii), 
by Proposition 4.3, (3.) and by Proposition 4.4, (ii). q.e.d. 

References 

[B] B.-M. Bennett, On the characterization of a local ring, Ann. of Math., 91 
(1970), 25-87. 



404 T.Oda 

[EGA] A. Grothendieck and J. Dieudonne, Element de Geometrie Algebrique 
Chapter OIV,l, Inst. Hautes Etudes Sci. PubI. Math., 20, 1964. 

[Gl ] J. Giraud, Etude locale des singularites, Cours de 3eme Cycle, Unlv. de 
Paris XI, U.E.R. Math. 91-0rsay, 25 (1971-72), (mimeographed). 

[G2] --, Contact maximal en caracteristique positive, Ann. Sci. Ecole Norm. 
Sup., (4) 8 (1975),201-234. 

[HI] H. Hironaka, Resolution of singularities of an algebraic variety over a 
field of characteristic zero, I, II, Ann. of Math., 79 (1964), 109-326. 

[H2] --, Desingularization of excellent surfaces (Notes by B.-M. Bennett), 
Advanced Science Seminar in Algebraic Geometry, Bowdoin College, 
Summer, 1967. Reproduced in Springer Lecture Notes, 1101 (1984). 

[H8] --, Additive groups associated with points of a projective space, Ann. 
of Math., 92 (1970),327-334. 

[HJ --, Certain numerical characters of singularities, J. Math. Kyoto 
Univ., 10 (1970), 151-187. 

[HO] M. Herrmann and U. Orbanz, Remark on a paper by B. Singh on certain 
numerical characters of singularities, J. Pure AppI. Algebra, 24 (1982), 
151-156. 

[01] T. Oda, Hironaka's additive group scheme, in Number Theory, Algebraic 
Geometry and Commutative Algebra in honor of Y. Akizuki (Y. Kusu
noki et al., eds.) Kinokuniya, Tokyo, 1973, 181-219. 

[02] --, Hironaka's additive group scheme, II, Pub!. Res. Inst. Math. Sci., 
Kyoto Univ., 19 (1983),1163-1179. 

[08] --, Hironaka group schemes and resolution of singularities, .in Alge-
braic Geometry, Proc. of Japan-France Conf., Tokyo and Kyoto 1982 
(M. Raynaud and T. Shioda, ells.), Lecture Notes in Math. 1016, 
Springer-Verlag, Berlin, Heidelberg, New York, Tokyo, 1983,295-312. 

[04] --, Additive forms having additive initial forms, to appear in a volume 
dedicated to the late Takehiko Miyata. 

[SI] B. Singh, Effect of a permissible blowing-up on the local Hilbert functions, 
Invent. Math., 26 (1974), 201-212. 

[S2] --, A numerical criterion for the permissibility of a blowing-up, 
Compositio Math., 33 (1976), 15-28. 

[S8] --, Relations between certain numerical characters of singularities, 
J. Pure AppI. Algebra, 16 (1980), 99-108. 

[S4] M. Spivakovsky, A counterexample to Hironaka's "hard" polyhedra game, 
Publ. Res. Inst. Math. Sci., Kyoto Univ;, 18 (1982), 1009-1012. 

[So] --, A Solution to Hironaka's polyhedra game, in Arithmetic and 
Geometry, papers dedicated to I. R. Shafarevich on the occasion 
of his sixtieth birthday (M. Artin and J. Tate, eds.) vol. II, Geometry, 
Progress in Math. 36, Birkhiiuser, Boston, Basel, Stuttgart, 1983, 419-
432. 

[Z] O. Zariski, Reduction of singularities of algebraic three dimensional va-
rieties, Ann. of Math., 45 (1944), 47~542; also in Collected Works, 
vol. I, 441-511. 

Mathematical Institute 
Tohoku University 
Sendai,980 
Japan 




