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Gauss Sums and Generalized Theta Series 

Toshiaki Suzuki 

Let K be a totally imaginary number field containing the n-th roots 
of unity. Following Kubota theory [3], we define generalized theta series 
for K as residues of metaplectic Eisenstein series. The Fourier coefficients 
of this Eisenstein series are Dirichlet series whose coefficients are n-th 
Gauss sums. Our problem is to evaluate the coefficients of generalized 
theta series, i.e., the residues of the above Dirichlet series. This problem 
is deeply connected with the distribution of Gauss sums. In case of n = 3, 
for K=Q(-I - 3), it is completely solved ([5]). In [6], we obtained some 
informations in case of n=4 for K=Q(i). In this paper, we shall apply 
the method of [6] to the case of odd prime 1 such that the cyclotomic 
number field Q('), '=e2~i/!, has class number 1 (i.e. 1=3, 5, 7, 11, 13, 17, 
19). 

We consider a family of Dirichlet series of the following type: 

( l(!+1)/2 ) 
'o/(s, fJ-)= 1: g«c), fJ-)N(c)-' (s E C) 

(c) C 

where fJ- E ..9*-{0} (..9*: the inverse ideal of the different of K), l= 1-', 
(c) runs over all the integral ideals of K such that c=1 (l(!+1)/2), (-) is 
the I-th power residue symbol and g«c), fJ-) is a Gauss sum (See Section 1). 
Then, 'o/(s, fJ-) is holomorphically continued to the region Re (s) > 1 except 
possibly a simple pole at s=(I+ 1)//. We put 'o/(fJ-)=Res.=(!+!)/! 'o/(s, fJ-). 
We see that 'o/(fJ-) (fJ- E ..9*-{0}) are coefficients of the theta series for K. 
Our results are stated as follows: . 

(1) 'o/(m1fJ-)='o/{fJ-) for any integer m, 
(2) if (m, fJ-l)= 1, then 'o/(ml-lfJ-) =0, 
(3) ifm is a prime such that m 1'(A(l+!)/2), (m, fJ-)=I, then 

for t=O, 1,2, .. " (/-3)/2 (gt+l«m), fJ-) is also a Gauss sum, see Section 6). 
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S. J. Patterson informed the author that he obtained similar results 
and announced them without proof in his paper: On the distribution of 
general Gauss sums, Recent Progress in analytic number theory, vol. 2, 
Academic Press, 1981. His method depends on the representation theory 
but essentially on the same ideas of ours (for details see Kazhdan and 
Patterson's Metaplectic forms I, to appear). 

§ 1. Cyclotomic fields and the reciprocity law 

Let I denote a rational prime number such that 5<1<19. Put 
C=e2: i / Z E C, and consider the cyclotomic field K=Q(C)cC; K is an 
algebraic number fields with a unique factorization, of degree 1- 1. Let 
.[} be the ring of integers in K, i.e., .[} = Z[~]. Put.i! = 1-C; .i! is the prime 
divisor of I in K. Let U be the group of all units in K; U is generated by 
- I; and the so-called circular units. Let D denote the set of all integral 
divisors in K; we identify D with a set of representatives of .[}' / U (.[)' =.[} 
-{O}), which will be specified later. We take a primitive root g of I. 
The Galois group of the extension K/Q is generated by s which is defined 
by 1;8=1;8. For the sake of brevity, we put 1*=(/-1)/2 and .i!*=.i!(Z+I)/2. 

Lemma 1. We put 

where 

. Then, Ek (k=2, 4, .. . ,1-3) satisfy 

Ek==l+bk.i!k (.i!k+l), 

where bk (k=2, 4, .. ·,1-3) are rational integers prime to I. Furthermore, 
if E is a unit satisfying E == 1 0), then there exist rational integers t k (k = 0, 2, 
4, .. ·,1-3) such that 

Proof. For the first part, see Hilfssatz 29 of [2] .. We prove the second 
assertion. Choose to such that EI;-to is real. There exist rational integers 
r prime to I and t~, t~, "', tf-3 such that (EI;-toY=E~~E!~" 'E:~ii3 (see the 
proof of Satz 154 of [2]). Since (EI;-to)= 1 0!+1), the second assertion fol­
lows. 

We take 
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Y)k = (1-)' k) - g'($ -1)(s - g) ($ - g2) ···(s - gk-l)(S - gk+1) '''($ - gl-2) 

(k=3,5, "', /-2), 

where b~ is a rational integer such that bkb~ = -1 (I) (k= 2, 4, .. " /- 3). 
By Lerp.ma 1, Y)k (k= 1,2,3, .. " /) satisfy 

Let (-) be the l-th power residue symbol for K. If a=f3= 1 (}.), 

(1.1) 

where (t) is the norm residue symbol for K. If 

then 

(1.2) 

(1.3) 

where Bk is the so-called Bernoulli number (see [1]). Especially, if a= 
13= 1 (}.*), then 

(1.4) 

For NED, we define 

UN = the group of units congruent to 1 modulo N in K, 
D N = a set of representatives of i)' 1 UN' 
U(N)=[U: UN], 
A(N) = a set of invertible residues of i) (mod N) which are inequi­

valent to each other under mUltiplication of any unit of i), 

&(N) = the cardinal number of A(N)= W(N)IU(N) 
(W(N): Euler function on K). 

Lemma 2. Let YJo be a unit satisfying YJo=g (}.*), then a camplete set 
af representatives af UI U1* is given by 
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where 

1
1 - 1 if 1=.1 (4), 

2 
1'= 

1-3 
-2- if 1=.3 (4). 

Proof This follows from Lemma 1. 
Now, by Lemma 2, we can choose A(2*) once for all as follows; 

(1.6) A(2*) = {1)~91)~5 ... 1)p:'; 0::::;: tk ~/-l (k= 3, 5, ... , I")} 

where 

1
1 ~ 3 if I=. 1 (4), 

1"= 
I-I . 
-2- If 1=.3 (4). 

For the above fixed A(A*) we can choose the set D of representatives for 
.[)'jU (once for all) satisfying that if rED, (r, A)= 1, then r=.ro (2*) for 
ro E A(A*). 

Lemma 3. Let rED, then r=. 1 (2*) if and only if 

( r~ e ) = 1 for all e E U).,. 

Proof This lemma follows from Lemma 1, (1.2) and (1.6). 

For a given prime divisor m (=FA), we see that U(A*)J U(A*m). We 
can assume that every element of A(A*m) is a residue of some element of 
D. 

We consider the product C l ' of 1* copies of C an R-algebra. For 
Z=(ZI, Z2' ... , z/*) E C l', we put e(z)=exp (2n:i L:r~l (Zk+Zk)). Then e(z) 
is a character of the additive group of C l '. The cyclotomic field K/Q is 
considered a Q-subalgebra of C l ' by the map 

c~(c, c', c", ... , c',*-') E C l ' (c E K). 

Then, e(c) = exp (27riTrK/ic)) for c E K. Considering.[) a lattice in C l ', 

let .[)* be the dual lattice of.[) in Cl< with respect to e( ). 
Now we define Gauss sums as follows. For c E D, c=. I (A*), and 

p. E .[)* (p. =F 0), we put 
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(1.7) gee, /1)= ~ (~)e(i./1) 
omode e e 

where 0 runs through a set of invertible residues (mod c). By Lemma 3, 
gee, /1) is well-defined and satisfies gee, e/1)=g(e, /1) for e E UJ.*. We define 
the Dirichlet series t(s, /1) for /1 E ~*-{O}, which is our object to investi­
gate: 

(1.8) t(s, /1)= e];*) ( ~ )g(e, /1)N(e)-' 
cED 

where N(e)=Nx/Q(e) and SEC. It is easily seen that: 

(1.9) 

(LlO) 

§ 2. T(N) 

t(s, e/1) = t(s, /1) for every e E UJ.*' 

t(s, }.Z/1)= t(s, /1). 

For Z=(ZI, Z2' ... , zz*) E C Z*, we put 2=(21,22, ... , 2z*). We con­

sider matrices of the form u=(~ -~) where Z E C Z*, v=(v l , V2, ... , vZ') 

E (R~)z*. Then, the space of all matrices of this form is identified with 
the product HZ* of 1* copies of the upper half space H. For WE C Z*, we 

put w=(~ ~). Then, SL2(CZ*)~SL2(C)X··· XSL2(C) acts on HZ* by 

(2.1) 

where a= (~ ~) E SL2(C Z*), a, b, e, dE C Z*. The action is transitive and 

the stabilizer of a point is isomorphic to SUlC) X ... X SUz(C). 
For a=(ah a2, ... , a z*) E GL2(CZ*)~GLzCC) X··· X GL2(C) (ak E 

GLlC), k= 1,2, .. . ,1*), we put 

det a = (det aI, det a2, ... , det a z*), 

(det a)-1/2=(±(det a l )-1/2, ... , ±(det a z.)-1/2). 

Then, GLz(cz*)~GL2(C)X··· XGL2(C) acts on H Z* by 

(2.2) a(u) = «det a)-1/2a)(u), u E HZ* 

where a E GL2(C Z*) and (det a)-1/2a E SL2(C Zj. 
For Z=(Zh Z2' ... , zz*) E C Z*, put IlzlI= TIr~IIZkl. We write v(u)=llvll 

for u=(~ -~) E HZ*. Then, for a=(~ ~) E GLlC z*) such that Iidetall 

=1, 
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(2.3) v(au) = j(a, U)-IV(U) 

wherej(a, u)=lIdet(cu+d)lI. 
We can consider GLlFJ) a discontinuous subgroup of GLz(C z*). Then 

GLz(-FJ) acts on HZ' discontinuously, arid has a fundamental domain 
whose volume with respect to the invariant measure of HZ" is finite. Let 
N denote either 1* or l*m once for all where m is a prime divisor (=F1) 
of.FJ. We put 

(2.4) T(N) = {a e GLzC.FJ); a=(6 ?) modN}. 

For the sake of brevity, we put (b/a) = 1 for a= 1,2, .. ·,1-1 (1*) 
and b=O (a). We put . 

(2.5) X(a) = ( :) for a=(: ~) e T(N). 

Lemma 4. Let (~ ~), (~ ~) e GLz(.FJ). If(~ ~)(~ ~) e T{1*) 

andao-fir=1 (1*), then . 

Furthermore, 

X((a fi)(a b)) - ( fie )-I( e ) if a= 1,2, ... , I-I (1*), 
roe d a aa+ fie 

-( a )-I( e ) if a=a=O 0*), - Tc aa+fie 

=( aa~fie fl( :a) if e_I, 2, ·.·,1-1 (1*), 

- ( a )-I( e) if e=fi=O (1*). 
- aa+fie aa 

Proof, By the definition of X and the reciprocity law «1.1), (1.2), 
(1.3», 

( ra+oe) ( a )-I( ara+aoe) 
. n+~ =~+~ n+~ 

_( a )-I( (ao-fir)e) 
aa+ fie aa+ fie 
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If a==: 1,2, ... , /-1 (A*), then a H ==: 1 (A*), (a/(aa + f3C»I-I= (f3c/a)l-l 
and so (a/(aa+ f3c» = (f3c/a). If a==: a==: ° 0*), then aa+ f3c==:f3c (AI +1) and 
so (a/(aa+f3c»=(a/f3c). Now the lemma follows. 

From Lemma 4, we have 

Proposition 1. X is a character on T(N). 

The set of all cusps of GLlfJ) is identified with KU {oo} on which 
GL2(iJ) acts transitively. Two cusps /C=ajr, /C'=a'jr' are T(N)-equivalent 
if and only if there is a unit c E U such that 

For a cusp /C, let T.={a E T(N); a/C=/C} and put 

Then, we have 

(2.6) 

(2.7) 

(2.8) 

(6~) if /C= 00, 

v. if /C=O, ~.= (°1 -01) 
(f ~) E SL2(iJ) if /C=a/r~o. 

/C=a.(oo), 

T=={(6 ~} Cl, C2 E UN' bE NiJ}, 

If the character X is trivial on T" then /C is said to be an essential 
cusp of T(N). This notion depends only on the T(A*)-equivalence class 
of /C. So the set of all essential cusps of T(A*m) is equal to that of 
TO*). It is easily seen that 0, 1,2, .. ·,1-1 and 00 are essential cusps 
of T(A*). Put P(A*)={O, 1,2, .. ·,1-1, oo}. 

Proposition 2. P(A*) is a complete set of T(A*)-inequivalent essential 
cusps. 

Proof Using Lemma 4, we see that /C=a/r is an essential cusp if 
and only if 



370 T. Suzuki 

for all elo e2 e U., and b e ).*.[J. First, let lC=a/r be an essential cusp such 
that ).\ a. Then a=O ().*). For, if ).k \ a and ).1<+I{a (k<I*), and if we 
take elo e2' b such that el = 1, e2= 1, l-rab= 1 +).1 ().I+I), then 

(aoel-r;e2-rah) -I( aoe1-r~e2-rab )=( 1-~ab ) -I( l}rab ) 

=( ).k )*1. 
1+).1 

Now we may assume that reD and a.=(~ ~) where ao=O ().1+1), f3= 

-r- I (AI+1). Then, e21(aoel-rf3e2-rab)=1 (AI+I) and 

(aoel-r~e2-rab) ~I( aoel-r~e2-rab )=C21(aoel-~f3e2-rab») 

So, by Lemma 3, we have r= 1 ().*). This means ajr is T(A*)-equivalent 
to o. 

Similarly we have: if IC = air is an essential cusp such that ).\ r, then 
JC is T().*)-equivalent to 00. 

Next, let JC=ajr be an essential cusp such that (a, ).) = (r, ).)=1. We 

may assume that reD, a.=(~ ~)whereo=O().!+I), f3=-r- 1 ().I+I). 

Then, aoel-rf3e2-rab=e2-rab (AI+I) and 

(aoe1-r~e2-rab) -I( aoe1-r~e2-rab) 
=( e2-r).ab, a rl(~ rl( e2-~ab, r)( ;1) 

Taking b=O, we get r=1 ().*) from Lemma 3. Taking el=e2=1 (A*), we 
have a l - I= 1 (A*), i.e., a= 1,2, .. ·,1-1 ().*). So JC=a/r is T().*)-equiv­
alent to one of 1,2, .. ·,1-1. 

We classify all the essential cusps of TC)'*) into three types and 
choose a. once for all in the following way: 



Gauss Sums and Theta Series 371 

type /C=a/r q·=(f ~) 
A-type a=O (A*), r= 1 (A*) ao_O (Az+l) 

B-type a::::: 1,2, ... , /-1 (A*), r-I (A*) 0=0 (AZ+l) 

C-type a= 1 (A*), r=o (A*) /3r=o (A Z +1) 

In case of N=A*m, we classify them into nine types; an essential 
cusp /C is said to be of (A, )-type (resp. of (B, )-type, of (C, )-type) if /C 

is of A-type (resp. of B-type, of C-type) in the above sense; ( ,A)-type, 
( ,B)-type and ( ,C)-type are defined in the following table:· 

type 

( ,A)-type 

( ,B)-type (a, m)=(r, m)= 1 

( ,C)-type r=O(m) 

In particular, if /C=a/r is of (A, A)-type, then a:::::O (A*m) and r= 1 (A*). 

§ 3. Eisenstein series and theta series 

The greater part of this section is taken from [3] and [4]. See for 
details [3] and [4]. 

Let {/Co, /Cl' /C2' ... } be the set of essential cusps for T(A*). For the 
sake of brevity, we put q.,=qi' T.,=Ti (i=O, 1,2, ... ) and /Co = 00, 

qo=(6 ?). For each cusp /Ci' the Eisenstein series 

(3.1) Ei(u, s, T(N» = 1: X(q)V(qilq(U»' (u E HZ., SEC) 
aeri\r(N) 

is defined; it is absolutely convergent for Re (s) > 2. If we take a/C; 
(q E T(N» instead of /Ci' then EtCu, s, T(N» changes to X(q)Ei(u, s, T(N». 
As a function of u, EtCu, s, T(N» is an eigenfunction of all Laplacians of 
HZ' and satisfies 

(3.2) Et(au, s, T(N»=X(a)EtCu, s, T(N» for every a E T(N). 

We consider the Fourier expansion of E; (u, s, T(N» at every cusp. 
Let 
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(3.3) K(w, s)= L,J( (6 ~), U -;) rs e( -wz)dV(z) 

(we C l ', seC) 

where dV(z) is the Euclidian measure of C l'; then we have 

(3.4) 

where Ks_I(w) is a product of the modified Bessel function K._ I; K._I(w) 
= T1r~IKs-IGWkl) (w=(wl, w2, ... , Wl') e Cl*). Denote by V(N) the 
volume of Cl'jN.fJ. with respect to dV(z). For any two cusps /Ci' /Cj' let 

MilN) be a set of pairs (c,d) eDNx.fJ. such that a;(; ;)ajleT(N) 

and, for a fixed c, d runs through a set of residues mod Nc prime to c. 
For (c, d) e M;lN), we define 

(3.5) X;ic, d)=x(ai(; ;)aj} 

Then we have 

(3.6) 

with 

Proposition 3. Ei(aj, u, s, T(N)) has a Fourier expansion of the form· 

Ei(aju, s, T(N))=o;jv(u)' +t;is, T(N))v(U)2-S 

+ ~ ""'iis, u, T(N))v(U)2-SK(p.vjN, s)e(p.zjN) 
pE~' 
P'pO 

{
I if /Cj is T(N)-equivalent to /Ci' 

O;j= o otherwise, 

tils, T(N)) = (_7C_)l* V(N)-I ~ Xij(c, d)N(c)-', 
s-1 (c,d)EM'j(N) 

""'iis, p., T(N)) = V(N)-I ~ xilc, d)e( dp. )N(C)-s. 
(c,d)EM,,(N) eN· 

Here tiis, T(N) does not depend on the choice of aj such that aj(oo)=/Cj. 

Proof. See [3]. 

Definition 1. For p. e .fJ.*-{O}, we put 

""'tCs, p., T(N) = ""'iOCS, p., T(N); 

we call it the p.-th coefficient of Ei(u, s, T(N»). 



Gauss Sums and Theta Series 373 

Definition 2. For an essential cusp /Cj' tils, T(N» is said to be the 
singular value of Elu, s, T(N» at /C/. 

As we see later, tiis, T(N»'s are expressed by the Dedekind zeta 
function of K. So we get the fact that tij(S, T(N»'s are holomorphic in 
the region Re(s»1 except possibly a simple pole at s=(/+l)/I. More­
over we have 

Proposition 4. Ei(u, s, T(N» and ,yls, fI' r(N» are holomorphically 
continued to the region Re (s» 1 except possibly a simple pole at s= 
(/+1)/1. 

Proof' See [3] and [4]. 

Remark. It is well known that Ei(u, s, T(N»'s are meromorphically 
continued to the whole plane C and satisfy functional equations. But we 
do not use this fact. 

Let E(u, s, T(N» be a linear combination .I;i ciEi(u, s, T(N» (ci E C) 
of Eisenstein series. 

Definition 1'. We define the fI-th coefficient of E(u, s, T(N» by 

,yes, fI' T(N» = .I; Ci,yi(S, fI, T(N». 
i 

Definition 2'. We define the singular value of E(u, s, T(N» at an 
essential cusp ICj by 

By Proposition 3, we can take the residue O(u, T(N» of E(u, s, T(N» 
at s=(I+ 1)/1; we call it a theta series for T(N). The theta series 
O(u, T(N» is a square-integrable automorphic (with respect to the character 
X):function of T(N) and is an eigenfunction of all Laplacians of HI'. 

Definition I". We define the fI-th coefficient of O(u, T(N» by 

,y(p, T(N»=Res,=(I+l)JI,y(s, fI' T(N». 

Definition 2". We define the singular value of O(u, T(N» by 

t(lCj' T(N»=Res 8 =(1+1)/1 t(s, ICj' r(N». 

Then O(u, T(N» has the following Fourier expansion: 

O(u, T(N»=t( 00, T(N»v(u)(I-l)/1 + (21r)(IS-l)/1 T( I+Zl ) -1'IINII- 1/1 
(3.7) 

X .I; ,y(p, T(N»lIflI11/lv(u)KI/I(41rflv/N)e(pz/N). 
pEa' 
p¢O 
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Let 8(u, r().*» be a theta series for r().*) which has p-th coefficients 
t(P, r().*». Regarding 8(u, r(A*» as a theta series for r().*m), let 
t(p, r().*m» be its p-th coefficient. Then, by (3.7), 

(3.8) 

(3.9) 

t(P, T().*»=t(pm, r(A*m», 

t(p, r(A*m» =0 if (p, m)= 1. 

Our argument in this paper is based on the following lemma. 

Lemma 5. 8(u, r(N»=O if and only ift(ICj' r(N»=Ojor all ICj. 

Proof. See [4], Theorem 4.1.2. 

§ 4. Eisenstein series for r(.:l*) and their residues at $=(1+1)// 

For each ICi e P(A*), i.e., ICt=O, 1,2, ... , 1-1,00, put 

(4.1) E(u, s, ICt) = V(A*)Et(u, s, ro.*». 

Let t(s, p, ICt ) be the p-th coefficient of E(u, s, ICt). Now we calculate them. 
If ICt=a (a=O, 1,2, ... , I-I), then 

t(s, p, a)= L; L; (!!")e( dp )N(C)-' 
.",-1(.') elmod.,. C C).* 
.en.' el",a(.') 

(4.2) 

=e(-ap/).*)t(S, p), 

where t(s, p) is defined by (1.8). 
Meanwhile, 

(4.3) 

Here we can write c=eAk' where e e U/U •• , b>(/+ 1)/2, c' e D, (c', ).)= 1. 
There exist A, Be.[). such that A*).bA+c'B= 1. Then d can represented 
by 

d=)'*Ab Ad1+c'Bo 

where d1 runs through a complete set of invertible residues (mod c') and 0 
runs through a set of residues (mod)'* ).b) subject to 0= 1 (A*). Now we 
get 

(4.5) (~ )=( e~b)( ~ )=( e;b)( ;~ )( \C') 
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and so 

(4.6) 
_ L; (eAb)(O,C') ( Op ) -0 dl'l' - -- e --

o~~-'(l*) ° A eA* Ab 

X ( e2 A2b A *) L; (~) e( dIP). 
c' d, mod c· C' C' 

For r E A(AI), we put 

(4.7) 

(4.8) 

Then we have 

'l/rr(S, p)= L; (£)g(c, p)N(c)-', 
cED C 

cErU') 

r pb )_ L; (eAb)( 0, r) ( op ) 
r e ,P - o mod 1*1' T -A- e eA*Ab . 

oEr-'(l*) 

375 

Let t(s, Ki' Kj) be the singular value of E(u, Sj Ki) at an essential cusp 
Kj of r(A*); it is given by 

(4.10) t(s, Ki' Kj)= (_rc_)l* L; xilc, d) N(c)-·. 
s-1 (c,d)EMijU*) 

We put C:{s) = L;CED N(c)-s. 
(c,l) =1 

Lemma 6. We have 

Proof. If we write C=eAbC' as the above argument for t(s, p, 00), 
we get 

L; (~)= L; (~)(~) L; (dl ) 
d mod l*c d 0 mod 1*1' ° A d, mod c' C' 
dE1(1*) 0=1(1*) 
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if e=l, 2, ···,1-1 (A*), lib and 

(c') is a I-th power, 

otherwise. 

This proves Lemma 6. 

Lemma 7. Ijr=I,2, ... , /-1 (A*), then 

2: 2: (~)N(C )-. =r.(ls-/)r.(/s-l+ 1)-1. 
e=r(") a mod '*c C eED.* a=a(") 

for anya. 

Proof It is enough to prove the case r= 1 (A*). We may assume 
c e D, c= 1 (A*). Since 

(d) {tP(C) 2: - = 
~:"(~*1*e c 0 

our assertion follows. 

if (c) is a I-th power, 

otherwise, 

Now let us calculate ,j;{s, te" tej)' We devide it into seven cases [1]-[7]. 
[1] the case of te,=O and tej=a'/r' (A-type). In this case 

M'j(A*)={(C, d) e D1* Xi}; c=O (A*), d= 1 (A*), d mod d*} 

and, if (c, d) e M'j(A*), 

So, by Lemma 6, we have 

[2] the case of te,=O and tej=a'jT' (B-type or C-type). If (c, d) e 
Mtj~A*), then c=-a' (A*) (a' = 1, 2, .·.,1-1) and 

So, by Lemma 7, we have 

(4.12) ,jr(s, 0, a'/T') = ( s': 1 f(;, )WS-/)r.(!S-I+ 1)-1. 
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[3] the case of Kj=a (a=I, 2, ... , I-I) and Kj=a'/r' (A-type). If 
(c, d) E Mjj/*), then c=::a (j/*) and 

So, by Lemma 7, we have 

(4.13) t(s, a, a'jr')=C~ 1 r(~:)Ws-/)~(ls-l+ Itl. 

[4] the case of Kj=a (a= 1,2, .. ·,1-1) and Kj=a'jr' (B-type). If 
a=:: a' (j/*), then 

Mj/j/*) = {(c, d) E D1,Xi); c=O (j/*), d=:: 1 (A*), d mod d*}, 

Xj/c, d)= (:,)( ~) «c, d) E Mjp*)). 

If a$.a' (j/*), then for (c, d) E Mjj(A*), c=:: 1,2, ... , I-I (j/*) and 

So, by Lemma 6 and Lemma 7, we get 

{C~I r(:' )<li(j/)(11S-l-ItlWS-/)WS-I+ Itl 

(4.14) t(s, a, a'jr') = if a=::a' 0*), 

C~Ir(:,)Ws-/K(ls-I+1)-l if a$.a' (j/*). 

[5] the case of Kj=a (a=I, 2, ... , I-I) and Kj=a'/r' (C-type). If 
(c, d) E MjiA*), then c=:: -1 (j/*) and 

So, by Lemma 7, we have 

(4.15) t(s, a, a'/r') = C~ 1 r(:' )~(/S-l)WS-I+ Itl. 
[6] the case Kj= 00 and Kj=a'jr' (A-type or B-type). If (c, d) E 

Mjj(j/*), then c=:: 1 (j/*) and 
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So, by Lemma 7, we have 

(4.16) {res, 00, a'ir') = c~ 1 Y'(;:)WS-/)Ws-I+ 1)-1. 

[7] the case of Ki = 00 and K j = a'lr' (C-type). In this case 

MiiA*)={(e, d) E D.,Xi): e=O 0*), d=1 0*), d mod d*}, 

Xi ie, d)= (:,)(~ ). 

So, by Lemma 6, we have 

Next, we consider the residue (J(u, Ki) of E(u, s, Ki) at s=(l+ 1)1/. 
The singular value of (J(u, Ki) at K j is given by ResS=U+l)/l {res, Ki' Kj) which 
is easily evaluated by (4.11), .. " ( 4.17). Noting that (r' I a') = (a' It) when 
a'lr' is of B-type and that the value of (lj(A)(llS-l_1)-l at s=(l+ 1)1/ is 1, 
we see that the singular values of (J(ll, Ki) at each essential cusp are equal 
to each other. Hence, by Lemma 5, (J(u, Ki) are equal to each other. Now 
we write it simply (J(u); we call it the l-th power theta series for K. We 
restate what we have proved as 

Proposition 5. Let {r(Kj) be the singular value o/(J(u) at an essential 
cusp Kj. Then 

_ j(/tr)1*(;:}:(2)-1 ResS=l '(s) if Kj=a'ir', r'=l (A*), 

t(Kj) = , 
(Itr)1*(:,),(2)-1 Res,=l'(S) if Kj=a'ir', a'=1 (A*). 

Now consider the ,u-th coefficient t(,u) of (J(u). Since (J(u) = (J(u, Ki), 
it follows that t(,u)=ResS=U+l)/l (s,,u, Ki ) for every Ki. So, by (4.2), we 
have 

Proposition 6. t(,u)=O unless e(,u/A*) = 1; and t(,u) = Ress=(l+!)/l t(s, 
,u, 00) where t(s, ,u, 00) is given by (4.9). 

Remark. If we calculate (4.9) explicitly, we can get some relations 
among t(dk,u) (0: E U, (,u, A)= 1, ,u E D). But it is complicated even in 
case of 1=5. 
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§ 5. Eisenstein series for rO.*m) 

As in the second section m is a prime divisor =FA of K (m e D). Let 
P(A*m) be a complete set of r(A*m)-inequivalent essential cusps. We 
consider Eisenstein series of r(A*m) for K£ e P(A*m) such that K£=a/r is 
of (A, A)-type, i.e., reD, r=. 1 (A*), a=O (A*m): We put 

(5.1) E(u, s, n= V(A*m)( ; )EtCu, s, r(A*m)). 

This does not depend upon the choice of a but on r (mod m). 

(5.2) 

(5.3) 

Let t(s, p, n be the p-th coefficient of E(u, s, r). Then we have 

t(s, p, n= L: L: (3...)e(~)N(c)-' 
c"'-r(,'m)dmod,'mc C cA*m 
CED,l.m datx(l*m) 

( A*m) = L: - g(c, p)N(c)-s. 
ceD C 

c"'rO*m) 

Let a be an ideal character of'{}' defined modulo (m). We put 

E(u, s, a)= L: a(nE(u, s, r). 
reA(,'m) 
r=l(l*) 

Let t(s, u, a) be the p-th coefficient of E(u, s, a). Then we have 

Proposition 7. 

t(s, p, a)= L: a(c)(A*m )g(C, p)N(c)-'; 
ceD C 

c",l(,*) 
(c,m)=l 

especially 

t(S, p, 1m) L: - g(c, p)N(c)-S ( A*m) 
ceD C 

<=1(,*) 
(c,m)=l 

where 1m is the trivial character modulo (m). 

In order to calculate the singular values of E(u, s, n, we need the 
following two lemmas. 

Lemma 8. Suppose r=.o (A*), a=1 (A*), (r, a)=1. Then 
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U().*m)U(J.*)-1 (])(J.)(11S-l_I)-1 tl (: r N(m)k(I-S) 

X eft, (])(e)N(e)I-I-IS if 7-0 (m), 
(c,mJ)=l 

L: 1(l-18)b(])(e)N(e)I-I-IS if 7::;:0 (m). 
SAlbc~=r(m) 
b~l,cED 
(c,mA)=l 

\ sE U/U;'*m,s=1,2 ••• ·,l-l(..1.*) 

Proof We write e=8J.bm ke' where 8 E U/U1*m, b?:'(I+ 1)/2, k~O, 
e' E D, (e ' , mJ.)= 1. Then there exist AI, A 2, Ag E ,{) such that 

m k +Ie' Al +J.* J.b e' A 2 +J.* J.bmk +IAg = 1. 

The representations of d can be chosen as follows: 

d=mk +Ie' Aldl +J.* J.b e' A 2d2+J.* J.bmk+IAgdg 

where dl runs through a set of residues (mod J.* J.b) subject to dl = 1 (J.*), 
d2 runs through a set of residues (mod m k + l ) subject to d2-=a (m) and da 

runs through a complete set of invertible residues (mod e'). Then 

and so 

L: (~)= L: (~)(dl,mke') L: (d2 )k L: (dg) 
d mod l.*mc d dlIDOdl*lb d1 A dzmodmk+l m d3 mod c' C' d=a(X*m) dl=l(l*) d,=a(m) 

{
fb(:rN(m)k(])(e') if 8=1,2, "', I-I (A*), lib, 

= mk-= 1 (J.*) and (e') is a loth power, 

o otherwise. 

Hence we may write e=d1bmkd where 8 E U/U1*m, 8= 1,2, .. ·,1-1 (J.*), 
b<I, k?:.O, mk=I (J.*), eo E D, (eo, mJ.)= 1. Ifr=O (m), then e=d1bmkd, 
k> 1. If 7$0 (m), then e=d1bd, d 1bd=7 (m). So our lemma follows. 

Lemma 9. Suppose 7-= 1,2, .. ·,1-1 (J.*), (a, 7)= 1. Then 

e=&'m) dm~*mc (~)N(ets 
cED1*m d=a(l*m) 

=jU(J.*m)U(A*t l mk~x.) (:r N(m)k(I-S) (e~1i~l (])(e)N(e)I-I-IS 

if 7-=0(m). 

ec!~m) (])(e)N(e)I-I-IS if 7$0(m). 
cED,(c,ml)=l 
<e U/Ul*m,<=l(l*) 
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Proof It is enough to prove the case r= 1 0*). We can write 
c=em~c' where e e U/U'*m, k>O, c' e D, (c', mA)= 1. Since c= 10*), 
we have e=l 0*), m k c'=l (A*). Then 

L: (!!) = (!!)k N(m)ktb(c') if (c') is a (-th power, 
dmod.*mc C m 
d=a('*m) 

=0 otherwise. 

Hence we may write c=em~d where e e U/U.*m, e=l 0*), k>O, mk= 
l(A*), Co e D, (co, mA)= 1. If r=o (m), then c=em~d, k> 1, mk= 1 (A*). 
If r$O (m), then c=ec~, ed=r (m). So our assertion follows. 

Let t(s, r, I>J) be the singular value of E(u, s, r) at an essential cusp 
I> J; it is given by 

(5.4) 

MiiA*m) = {(c, d) e D.*m Xi); c= -ra'(A*m), 

d= -rj3'(A*m), dmod d*m} 
(5.5) 

Let us calculate t(s, r, I>J) for each type of I>J' 
[1] I>j=a'/r': (A, A)-type. If(c, d) e Mi/A*m), then c=o (A*m), d= 

rr'-l (A*m) and 

- (a )-l(a')( c ) Xi/c,d)= r 7' d' 

Hence, by Lemma 8, we have 

(5.6) t(s, r, I>J)= C.: Jl*(;:)U(A*m)U(A*t 1tb(A)([!.-l_1)-1 

X L: (I-)'(~)-'N(m)k(1-8) :t tb(c)N(C)Z-1-Z8. 
k=l m m ceD 

mk=lp') (c.m.)=l 

[2] I>J=a'/r': (A, B)-type or (A, C)-type. If (c, d) e Mt/A*m), then 
c=o 0*), c= -ra' (m), d= 1 (A*) and 

- (a )-l(a')( c ) Xtlc,d)= r 7' d' 

Hence, by Lemma 8, we have 
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(5.7) 
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t(s, r, KI)=C.:J lO
(;:) 

X L: [lb(I-8)f/)(c)N(c)I-1-!8. 
SAZlICZera'(m) 
b$;';l,cED, (c,ml)=l 

tE U/Ul*m,a=1,2, ••• ,l-1(1*') 

[3] Kj=a'jr': (B, A)-type or (C, A)-type. If (c, d) e M1iJ..*m), then 
c= 1,2, .. " /-1 (J..*), c=O (m), d=.rr' - I (m) and 

Hence, by Lemma 9, we have 

(5.8) 

t(s, r, Kj)=C.:JlO(:,)U(J..*m)U(J..*)-1 

X i: (I-)k( r' )_kN(m)k(I-S) L: f/)(e )N(e)1 -I-10. 
k=l m m oeD 

mk",l(l') (c,ml)=l 

[4] Kj=a'jr': (B, B)-type, (B, C)-type (C, B)-type or (C, C)-type. If 
(c, d) e M1iJ..*m), then c= 1,2, .. " /-1 (J..*), e= -ra' (m) and 

_ (a)-I(r')(d) Xile, d)= r a' -;. 

Hence, byLemma 9, we have 

(5.9) t(s, r, Kj)=(_7r_)I*(r:) L: f/)(e)N(c)l-1-lo. 
s-I a ec!=-ra'(m) 

se U/U,t"m,sa:l(l*) 
oeD,(c,ml)=l 

Let t(s, a, Kj) be the singular value of E(u, s, a). at an essential cusp 
K j; it is given by 

(5.10) 

We define 

,(s, a)= L: a(e)N(c)-·. 
oeD 

(c,ml)=l 

Then, by (5.6), "', (5.9) and (5.10), we have 

Proposition 8. Suppose a l =f=.I m• Then 
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t(s, a, ICj ) 

C~ 1 r(;:)a(a')dJ(A)«a(A)l)Z-ZS -I)-I1;(ls-l, aZ)1;(ls-l+ 1, aZ)-1 

if IC j=a'/r' is of (A, B)-type or of (A, C)-type, 

C 7C 1 r(:' )a(a')1;(IS-I, a Z)1;(ls-l+ 1, aZ)-1 

o 

ifICj=a'/r' is of(B, B)-type, of(B, C)-type, 

of (C, B)-type or of (C, C)-type, 

otherwise. 

Proposition 9. t(s, 1"" ICj) is given by: if ICj=a'/r' is of (A, A)-type, 

c~ 1 r(;:)dJ(A)U(A*m)U(A*)-I(/ZS-Z-1)-I~(,{*m) 

X~(A*)-I(N(m)ZS-Z-I)-I1;(ls-l, 1",)1;(ls-l+ 1,1",)-1; 

if ICj = a'/r' is of (A, B)-type or (A, C)-type, 

C~ 1 r(;:)dJ(,{)([ls-Z-I)-I1;(IS-I, 1",)1;(ls-l+ 1, 1",)-1; 

if ICj=a'/r' is of(B, A)-type or of(C, A)-type, 

C~ 1 )z*(:' )U(A*m)UO*)-I~o*m)rbO*tl(N(m)IS-I-I)-1 
x1;(ls-l, I",)1;(ls-l+l, 1",)-1; 

if ICj = a'/r' is of(B, B)-type, (B, C)-type, (C, B)-type or (C, C)-type, 

C~ JZ*(:' )WS-I, 1",)1;(ls-l+ 1, 1",)-1. 

§ 6. Main results 

We put 

(6.1) O(u, a)=Ress~(z+I)/zE(u, s, a). 

Then the singular value tea, ICj) of O(u, a) at an essential cusp ICj is given 
by Res.=(z+I)/lt(s, a, ICj). 

Proposition 10. Suppose a1 * 1"" then 

O(u, a)=O. 
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Proof Since Ress~(l+l)llr;(ls-l, al)r;(ls-l+ 1, al)-l=O, we get, by 
Proposition 8, 

f(a, Kj)=O for all Kj. 

This implies (}(u, a)=O from Lemma 5. 

Theorem 1. Suppose al =1-= 1m , then the Dirichlet series 

.z:::; a(c)g(c, fl)N(c)-S 
cED 

(c.m)~1 

c=IU*) 

is holomorphically continued to the region Re(s» 1. 

Proof This theorem follows from Proposition 7 and Proposition 10. 

We consider (}(u) a theta series for F().*m). Then we have 

Proposition 11. 

Proof The singular values of (}(u) are given in Proposition 5, and 
those of (}(u, 1m) are derived from Proposition 9. Meanwhile, the values 
of q)(A)(lls-l_I)-l and U(2*m)U(2*)-Id}(2*m)d}(2*)-1(N(m)LS-l_1)-1 at 
s=(l+ 1)// are equal to 1, and that of Ws-l)r;(ls-l+ 1)-lr;(ls-l+ 1, 1m) 
r;(/s-l, Imt 1 at s=(/+l)/1 is l+N(m)-l. So the singular values of (}(u) 
and (I+N(mt 1)(}(u, 1m) at each K j are equal to each other. This proves 
Proposition 11. 

Proposition 12. If (fl, m) = 1, then 

In other words, if (fl, m) = 1, then the Dirichlet series 

c=fd*) (~)g(c, fl)N(c)-S 
(c,m)=l 

cED 

is holomorphically continued to the region Re(s» 1. 

Proposition 13. 

Proof of Proposition 12 and Proposition 13. These follow from 
Proposition 11 and (3.8), (3.9). 
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Theorem 2. We have 

'-/r(mLp)='I/I{p), 

Proof Since '-/res, mL+lp, 1m)='-/r(s, mp, 1m), our assertion follows 
from Proposition 13. 

Theorem 3. If(p, m)= 1, then 

'-/r(ml-1p)=0. 

Proof Since '-/res, p, 1m)='-/r(s, ml-1mp, 1m), our assertion follows 
from Proposition 12 and Proposition 13. 

In (1.8) of Section 1, we replace p by mtp (t~O, (p, m)= 1) and 
rearrange the right hand side in the following way: 

(6.2) 

We put 

(6.3) gim, p)= L: (~)k e(~) 
ilmodm m m 

for k=l, 2, ···,1-1. It is easy to see that, for t=O, 1,2, ···,1-2, 

(6.4) 1 (1n~ e r glm, p)N(m)k -I gee, mL - k -Ip) 

g(mke, mtp)= g(e mtp) 

o 
Then (6.2) is written in the following form: 

'-/res, mtp) = fei, (3~)g(e, mtp)N(e)-S 
c=l(l*) e 
(c,m)=l 

(6.5) 

for t =0, 1,2, .. ·,1-2. If m= 10*), then 

'-/res, mtp)='-/r(S, mt+lp, 1m) 
(6.6) 

ifk=t+1, 

if k=O, 

otherwise. 
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for t = 0, 1, 2, .. " 1- 2. Taking residues of both sides of (6.6) and using 
Proposition 13, we have 

Theorem 4. Ifm=:=1 (2*), (m, ,u)=1, then 

t(m! -t -2,u) = ( ~~ rt- 1gt + lm, ,u)N(m)-I+(t +I)/Zt(mt,u) 

for (=0, 1, .. " (/- 3)/2. 
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