Chapter 5

Lecture 16

Ezample 1(e). We have X; iid ae~®@~9"  with a,b > 0 chosen so that this is a density
and Varg(X;) = 1. Then

1) = uls) exo o[ (430 7)o - (30 x2)0" + 430 X)) + 40,

which is not a one-parameter exponential family. It is called a “curved exponential
family”.

Sufficient conditions for the Cramér-Rao and Bhattacharya
inequalities

As usual, we have (S, A4, P), 6 € ©, where O is an open subset of R!. u is a fixed
measure on S and dPy(s) = £y(s)du(s).

Condition 1. £¢(s) > 0 and 6 — £;5(s) has, for each s € S, a continuous derivative
d — l5(s). Let

!
M o(s) _ 1
§) = ——= = Ly(s).

Yo ( ) 80(8) 0( )
Condition 2. Given any § € ©, we may find an € = €(f) > 0 such that Ey(m3) < +oo,
where

mo(s) = sup |7} (s)|

[6-0|<e

—i.e., mg € Vj, which implies that () = Eg("y,(,l))2 < +o0.

Condition 3. 1(6) > 0.

12E Exact statement of Cramér-Rao inequality: Under conditions 1-3 above, if U,
is non-empty, then g is differentiable and

(4'(9))?

Vary(t) > 1)

Vo € ©,t € U,.
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Proof.

Qsp = Qoo+ (6 —0)75) =1+ (5 — 0)7f

for some 6* between § and 6. By Condition 2, Q54 € Vj for |0—6| sufficiently
small.

ii.
Qs6(5) — 1
—5—_9——751)( 8) =75 (s) =1 (s) = 0
as 0 — 6 for all s € S. (From Condition 1, fyél) is continuous.) Also,
&) =Pl < 2mp € V4

and hence Eg(’Yé}) — 75” )2 — 0 as § — 0 (by dominated convergence) —

ie., Q
50— 1 v, (1)
—— S, .
5-9
From this it follows that 751) € Wp.
iii. Choose ¢t € U,. If we let (-,-) and ||-|| be the inner product and norm,

respectively, in Vj, then Ej(t) = Ep(tQs4) = 9(d) and so

(t, Q56 — 1) = g(6) — g(6) = (¢ — 9(6), Q6 — 1) = g(6) — 9(6)
(since Ey(S256 — 1) = 0), whence

(t—g(@), Qs — 1) _ 9(5):3(9) V5 £ 0.

From (ii) %}g@ has a finite limit (¢ — g(9),7§1)) as 6 — 6. Thus g is
differentiable and ¢'(6) = (t—g(6), "), so that |¢'(8)] < |[t—g(8)]| |||

- i.e., Vary(t) > IT(%" O

Note. To know that [, fydu =0 = [, €5dp, it suffices to show that ¢5(s) exists and
is continuous for each s and that

[{masx 16} du(s) < +o0
for some ¢ = €(0) > 0.

Note. Under Conditions 1-3, Spa,n{l,'y((,l)} = ) CWyand 1 L 'y( ) in Vj. (Take
= 1; then (1,€54) = 1 and hence

Qo — 1Y) _
(1, + >_ov5¢a.

Letting d — 6, we have that (1, fy(l) )=0.)
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Let k be a positive integer.

Condition 1. For each fixed s, 0 — £4(s) is positive and is k-times continuously
differentiable.

Condition 2. Given any 8 € ©, we may find an ¢ = £(8) > 0 such that Ey(m3) < +o0,
where

ma(s) = sup |s(s)).
|6-0]<e

(From the above, we have that 1 L fyéj) forj=1,...,k —ie, Eg(’)/éj)) =0.)
(1)
7o
Let Egk) be the covariance matrix of
¥

Condition 3y. E((,k) is positive definite.

11E. If conditions 1;-3; hold and U, is non-empty, then g is k-times continuously
differentiable and

Vary(t) > b (0) Vt € Uy, 0 € O,

()

gV (0)

where b;(8) = #'(6)[Z(7] 'h(6) and h() = ; (Of course g =
9®)(6)

@y )

der

Proof (outline). 1,7(51), .. .,’yék) € Wy and so Wa(k) C Wy and

Varg(t) > |65 412 — [9(0)]".

Lecture 17

Note.

i. Ly, Ly, ... are derivatives of log, £y, but ,yél) = %/Eg,%(,?) = /g, ... are not
the same as Ly, Ly, . . ..

ii. Condition 2 in (12E) can be weakened slightly to:
Condition 2’. Given any 6 € ©, we may find an € = £(6) > 0 such that

g [maxgs—oze lffs(s)l] ’

< +00.

and condition 2 in (11E) can be weakened to:
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Condition 2j. Given any 6 € ©, we may find an € = ¢(f) > 0 such that

max|s—g|<e |d*4s(s)/do"| i
lo(s)

iii. Suppose that U, is non-empty; then (8) implies that the projection of any
t € Uy to Wy is the (fixed) t € UyNWy. Also, t; , is the projection of any ¢ € U,

to W(k) = Span{l,'y((;l), ,"yek)} C Wy —ie, ty, is the (affine) “regression” of
any ¢t € Uy on {'y(l), ..,fygk)}. Thus

FE < 400.

(k)

i+t

toe = 9(0) + a1y,

where ay, ..., ar are determined as in our discussion of regression, and

be(8) = Eo(t} )% — [9(9)]” = Varg(aryy” + -+ + axny?)
dg  dg (=) (99 .. LAY
d6 " d@k 0 do’ " dok

by the regression formula.

iv.

bi(0) < by(f) <--- < be() <

(where b;(6) is the C-R bound) because Wg(k) C Wg(k“) . If we define b(0) :=
limy_, o0 b (6), then )
b(8) < Vary(t),

the actual lower bound at 6 for an unbiased estimate of g. We have that
b(#) = Vary(%) iff £ € Span{1, 'yg ,'yo ,...}. This does hold for any g with non-

empty U, if the subspace spanned by {1, fyél), .. ,'yo , ...} is Wy. This sufficient
condition for by — b and tj , — ¢ is plausible since, by the Taylor expansion,

§ — 6)?
Qa,a=1+(5—9)’>’(gl)+"—( o ) ’Y§2)+

It holds rigorously in the following case:
15. (One-parameter exponential family) Suppose that
EB (8) — C(S)eA(O)-f-B(@)T(s)

where C(s) > 0, T is a fixed statistic and B is a continuous strictly monotone
function on © C R; then, under Condition (*) below, we have

a. W =Span{1,T,..., TF} for k=1,2,3,....
b. Span{1,T,T?,...} = Wy (under 6).
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W, is the space of all Borel functions f of T' such that Eq( f(T))2 < +o00.
If U, is non-empty, then b(8) — b(8) = Var(%).
t=FEy(t|T)foralfe®andtel,

SUFFICIENCY OF T: Given any A C S, we may find an h(T') independent
of 0 such that h(T) = Ps(A | T) for all § € ©.

- ® £ 0

Proof. (f) follows from (e) by defining g(6) = Pyp(A) and t = I4 € U, and
applying (c).

(e) follows from (c) since projection to Wy is then the same as taking conditional
expectation.

(d) follows from (a) and (b) and the above notes.

It now remains only to prove (a)—(c). To this end, let £ = B(§) — B(#). Then
¢ is the parameter, and takes values in a neighborhood of 0. We have

AP ) _ OO0 e

P, s)= C(5)eA®+BOT()

Suppose that

Condition (*). £ = B(d) — B(0) takes all values in a neighborhood of 0 as ¢
varies in a neighborhood of 6.

Under this condition,

/ efTEO-Kqpy(s) = / dP(s) = 1
S S

and hence the MGF of T exists for £ in a neighborhood of 0, and

K=K = loge/efT(s)dPo(s)

is the cumulant generating function of T under P,.

Thus the family of probabilities on S is {P : £ in a neighborhood of 0}, where
dP:(s) = efT()-K()dPy(s) - i.e., a one-parameter exponential family with £ as
the “natural” parameter and T'(s) as the “natural” statistic. Wy = Span{{s :
6 € ©}; the spanning set includes {eT®)=%(©) : ¢ in a neighbourhood of 0}, so
Wy contains the subspace spanned by {e¢T : £ in a neighborhood of 0}. Now

e - o (e<"-€>T - 1) _er (L (1 =T + 5(n - 1% 9T — 1)
n—=¢§ n—¢§ n—¢§

for some n* between 7 and £&. We have, however, that 1(n — &)T2e( 87T Lo
since the MGF's of T exist around 0. Hence

1
TefT = lim —— (e — efT) € W,.
n—>€n—§( ) 6
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Similarly, T2e¢T, T3¢, ... are in Wy. Taking £ = 0, we get {1,T,T?,...} C W,,
so that the subspace spanned by {1,T,T?, ...} is in Wp; but this subspace is the
subspace of all square-integrable Borel functions of T, so Span{1,7,T?,...} =
Wy actually, since each 254 is a (square-integrable Borel) function of 7. a

Ezample 2. Here s = (Xi,...,Xn), N the total number of trials in a Bernoulli
sequence, and £g(s) = 87) (1 — §)N()-T() where T, the total number of successes, is
X1+ Xo+ -+ Xyn. In general, this is a curved exponential family.

In Example 2(a), since N = n (a constant),

0y = Mo (1=0)+Tlog, (6/(1~0))

so that T is sufficient and any function of T is the UMVUE of its expected value.
C = Npeco Ws is the set of all estimates of the form f(T'). The C-R bound b, is
attained essentially only for g(8) = —A'()/B'() = 6, i.e., for g(f) = a + 8. The
k*® Bhattacharya bound by is attained iff g(#) is a polynomial of degree k < n. If
k > n, then b, = b, = b.

Lecture 18

Note. In the context of (15), it is sometimes necessary to look at the distribution of
the (sufficient) statistic 7. Suppose that we have found the distribution function of
T for a particular @ — say Fy; then Fj is given by

dFs(z) = elPO-BONHAG-AON gy (1),

where z = T'(s) (so that the distributions of T are a one-parameter exponential family

with statistic the identity). (Please check, by computing, that Ps(T < z) =: Fs(z) =
)

Ezample 2(a).

Homework 4

1. U, is non-empty iff g is a polynomial of degree < n (in the case of Example
2(a)).

Wy does not depend on 6; it is the class of all functions of_ X, and hence an
estimate is a UMVUE of its expected value iff it is a function of X.

2
Varg(X) = % — % =: 0%(0).

We will show that o*(f) has a UMVUE when n > 2. This UMVUE should be a
function of X. % may be estimated by % How about 62? Let

1 if X;and Xo=1
0 otherwise;
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then Ept = 62. We know that the projection to Wy, which is Ey(t | T), will give # for
g(0) = 6%. (Taking Ey(t | T) is called “Blackwellization”.)

Py(t=1,T =k)
Py(T = k)
Py(X; =1 = X,, exactly k — 2 successes in subsequent n — 2 trials)
Po(T = k)
_ PGP0t (G5) _ k(k—1)
B (Mex(L—om*t (7 n(n—1)’

which is independent of 6, as expected. Thus

T(T - 1)
nn—1)’

Eo(t| T =k) =

t=

which is the UMVUE of 62, and therefore 0%(f) may be estimated by

_)?_X nX —1 _X 1_nY-—l
n n N ’

n—1 n n—1

which is a function of X and hence is the UMVUE of ¢2(6).

Consider the odds ratio g(d) = ;%;. This has no unbiased estimate. Since 6
has MLE X, ¢, the MLE for this g, is 1—’%{— Since Py(X = 1) = 6™ > 0, we have
Ey(t) = +00, so the expectation breaks down. If, however, I(§) = aiog 18 large -
i.e., n is large — then

<
t=X++X + —==X+4--+ X" +Rn,
1-X
where R, = ©—=. For each 6 € (0,1), R, is very small with large probability, and
R, 1
o 1 g

in Py-probability as n — oo.
Ezample 2(b) (Negative binomial sampling). Here

by =651 - )N = exp{klog 1 _0_ + klog(1l —0) -y},

6
where y = N/k, so that

T=y, A=klog(0/(1—6)) and B =klog(l—6),

and hence —A'(0)/B'(0) = 1/6. Thus Ey(y) = 1/0 and Vare(y) is the C-R bound,
and the C-R bound is attained only for g(6) = a + b/6.
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Now assume k > 3. We know (even for k£ > 2) that £=L is an unbiased estimate
of 6. Since £=L1 = % is a function of y, it is in fact the UMVUE of 4.
Let 0%() = Varg(£=L). Since ¢ = £=L is not a polynomial in y — in fact,

t ¢ Wy Vk — we have (for g(6) = 0)
b1(0) < bz(e) < e < bk+1(9) < 0’2(0),

but bx(8) — o%(6) as k — oo. We can, however, find a UMVUE for ¢2(6) (without
knowing what the bys are).

Suppose that we can find an unbiased estimate u of #2. Then v = ¢ — u is an
unbiased estimate of 02(0) (02(0) = Vary(t) = E(£?) — 62).

Let

1 lf X1 =1= X2
0 otherwise.

Then (even at present) Ey(t) = 8% and hence u = Ey(t | N) (the Blackwellization of
t) is the UMVUE of 6% (when k > 3).

_ P(X1=1=X3,N=m)
- Pg(N = m)
_ PG5S0 (75 (k-1)(k—2)

(k)o@ —orre (7)) (m-1)(m-2)

Eg(t | N =m)

-ie, u=§=3%=% is the UMVUE of 62, so that the UMVUE of o*(6) is

(k—1>2_ (k—1)(k-2)  (k—1)(N—k)
N -1 (N-1)(N-2) (N-12(N-2)

Homework 4

2. Does every polynomial in § have an unbiased estimate? (Yes?) Does tZ; have
an unbiased estimate? (No?)
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