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VARIATIONAL AND BOUNDARY VALUE
PROBLEMS WITH PERTURBATIONS

Stanis law Walczak

Abstract. In the paper an optimization problem with parameters is con-

sidered. Some sufficient conditions under which the solutions of the problem
continuosly depend on parameters (in the weak or the strong topology of a

Banach space) are proved. Moreover, some applications to the eigenvalue

and boundary value problems for differential operators are given.

Introduction

Consider an optimization problem with parameters

(1.1) min
x∈X

F (x, u) subject to x ∈ G(u).

Denote by V = V (u) a set of solutions of problem (1.1). We shall prove some
sufficient conditions under which problem (1.1) possesses at least one solution
i.e. V (u) is a nonempty set and the set-valued mapping V = V (u) is continuous
or semicontinuous. Throughout this paper, X is a reflexive Banach space, while
the perturbation u belongs to some metric space. In particular cases when we
consider boundary value and eigenvalue problems X is a Sobolev space.

The problem of the existence of a solution for (1.1) and its dependence on
a variable parameter u was considered in many papers and monographs and is
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usually referred to as the sensitivity analysis of systems. One of the first results
in this direction was published in [5]–[7].

In most of the papers devoted to the finite dimensional optimization prob-
lems with perturbations one considers the question of the continuous (or Lip-
schitz continuous) dependence and the directional differentiability of optimal
solutions with respect to parameters (cf. [2], [8], [15], [18], [19]). Recently in the
journal SIAM Review there appeared a paper “Optimization problems with per-
turbations: A guided tour” (cf. [3]). In this work, one can find wide information
on recent results and the development of the stability and sensitivity analysis of
optimization problems. In this analysis two assumptions are crucial. Namely:

(1.2) the linear independence of gradients of active constraints,
(1.3) the strong second-order sufficient optimality condition.

In our paper we give a direct method of the stability analysis for problem
(1.1) which allows us to omit strong optimality condition (1.3) and, in many
cases, condition (1.2). We prove some sufficient conditions under which the set
of optimal solutions of problem (1.1) is a continuous or semicontinuous function
of parameters with respect to the weak or strong topology in X and the metric
topology in the set of parameters. In the concluding part of the paper we consider
some boundary value and eigenvalue problems for differential operators with
variable parameters defined in the Sobolev spaces.

The question of the existence of a solution for boundary value problem was
considered in several monographs and papers, (cf. [14], [13], [20] and references
therein). The literature devoted to the question of the continuous dependence on
parameters of the solutions of nonlinear boundary value problems is not exten-
sive. Some papers based on direct methods and deal with the scalar equations
only were published on seventh’s years (cf. [12], [17]). Multi-dimensional systems
with variable parameters and boundary data of the Dirichlet type were investi-
gating in [4], [10], [21], [22]. In this papers based on variational methods some
sufficient conditions under which solutions of the Dirichlet problem continuously
depend on variable parameters and boundary data are proved.

2. Optimization problems with perturbations

Let X be a reflexive Banach space and U a metric space with metric ρ =
ρu(u1, u2). The space U will be referred to as the set of parameters, X – the
space of states or arguments. On X and U there are defined two functions:

F : X× U → R and G : U → 2X.

For a fixed u ∈ U, consider an optimization problem

(2.1) minF (x, u) subject to x ∈ G(u).
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We shall impose the following conditions on F and G:

(2.2) F (x, · ) and F ( · , u) are continuous in the metric and the norm topology,
respectively for any x ∈ X and u ∈ U,

(2.3) F ( · , u) is lower semicontinuous in the weak topology of X for any u ∈ U,
(2.4) G(u) ⊂ X is a nonempty and weakly closed set for any u ∈ U,
(2.5) there exist x ∈ X, r > 0 and s > 0, such that L(s, u) 6= φ and L(s, u) ⊂

B(x, r), for all u ∈ U, where L(s, u) = {x ∈ G(u) : F (x, u) ≤ s} is the
Lebesgue set for the functional F ( · , u), B(x, r) = {v ∈ X : ‖v−x‖ ≤ r},

(2.6) F ( · , u) tends to F ( · , u0) uniformly on B(x, r) if u tends to u0 in U,
(2.7) the set-valued mapping G(u) is locally continuous i.e. G(u)∩B(x, r) →

G(u0) ∩ B(x, r) with respect to the Hausdorff distance dH provided
u→ u0 in U,where x and r are the same as in (2.5) and (2.6).

Remark 2.1. Let us recall that the Hausdroff distance is defined by the
formula

(2.8) dH(A(u), A(u0)) = max{ sup
x∈A(u)

dist(x,A(u0)), sup
x∈A(u0)

dist(x,A(u))},

where dist(x,A(u)) = inf
v∈A(u)

‖x− v‖.

Let {uk} ⊂ U be a fixed sequence and

(2.9) Vk = V (uk) = {v ∈ G(uk) ⊂ X : F (v, uk) = minF (x, uk), x ∈ G(uk)}
for k = 0, 1, 2, . . .

Remark 2.2. The set Ṽ of all cluster points of sequences {xk}, xk ∈ Vk

is denoted by Ṽ = Lim supVk and referred to as the upper limit in the sense
of Poinleve–Kuratowski cf. [16]. In the case when cluster points are understood
in the sense of the weak topology or the strong topology of X, we shall write
(w)Lim sup or (s)Lim sup, respectively.

Now we prove

Theorem 2.1. If the functional F and the multifunction G satisfy assump-
tions (2.2)–(2.7) and uk tends to u0 in U, then

(1) the set V (uk) is not empty for any uk ∈ U,
(2) V (uk) ⊂ B(x, r) for any uk ∈ U and x, r as in assumption (2.5), k =

0, 1, . . . ,
(3) (w)Lim supV (uk) 6= φ,
(4) (w)Lim supV (uk) ⊂ V (u0).

Moreover, if F ( · , u) is strictly convex and G(u) is convex for u ∈ U, then V (uk)
is a singleton xk, and xk → x0 weakly in X.

Conditions (3) and (4) mean that the set-valued mapping V : U → 2X is upper
semicontinuous with respect to the metric topology in the set of parameters and
the weak topology in X.



106 S. Walczak

Proof. By assumptions (2.3)–(2.5), the functional F ( · , u) is weakly lower
semicontinuous, while the set L(s, u) is nonempty and weakly compact. Thus
V (uk) 6= φ and V (uk) ⊂ B(x, r) for any uk ∈ U, i.e. we have proved assertions (1)
and (2). Denote by µk the optimal value for u = uk i.e. µk = min{F (x, uk) : x ∈
G(uk)} = min{F (x, uk) : x ∈ L(s, uk) ⊂ B(x, r)}, k = 0, 1, . . . Since V (uk) 6= φ,
there exists xk ∈ V (uk) such that µk = F (xk, uk) for k = 0, 1 . . . We have

µk − µ0 =F (xk, uk)− F (x0, u0)

= [F (xk, uk)− F (xk, u0)] + [F (x, u0)− F (yk
0 , u0)]

+ [F (yk
0 , u0)− F (x0, uk)] + [F (x0, uk)− F (x0, u0)],

where yk
0 ∈ G(u0) ∩ B(x, r) and is arbitrarily close to xk. Such a point yk

0 does
exist by (2.7). More precisely, for any ε > 0 there exists K > 0 such that,
for all xk ∈ G(uk) with k > K, there exists yk

0 ∈ G(u0) ∩ B(x, r) such that
‖xk − yk

0‖ < ε. It is easy to notice that the terms in the first and third brackets
tend to null by (2.6), while the second and fourth one by (2.2). Thus we have
proved that

(2.10) µk → µ0 as k →∞.

Let {xk} be any sequence of minimizers i.e. xk ∈ V (uk), k = 1, 2, . . . . We have
just noticed that V (uk) ⊂ B(x, r)). This implies that {xk} is weakly compact
and without lost of generality, we can assume that xk tends to some x̃ ∈ X in
the weak topology of the space X. By (2.7) we have x̃ ∈ G(u0). This means that
(w)Lim supVk = Ṽ 6= φ and condition (3) is fulfilled. Suppose that x̃ does not
belong to V (u0). The set V (u0) is not empty, thus there exists x0 ∈ V (u0) and
F (x̃, u0)− F (x0, u0) = c > 0.

We have

µk − µ0 = F (xk, uk)− F (x0, u0)

= [F (xk, uk)− F (xk, u0)] + [F (xk, u0)− F (x̃, u0)] + c.

It is easy to see that lim(µk − µ0) = 0 by (2.10), lim[F (xk, uk)− F (xk, u0)] = 0
by (2.6) and lim inf[F (xk, u0) − F (x̃, u0)] ≥ 0 by (2.3). We have thus got a
contradiction. This means that x̃ ∈ V (u0) and (w)Lim sup Vk ⊂ V0. In this way
we have completed the proof of Theorem 2.1. �

In the next theorem we shall consider a special case of problem (2.1), namely,

(2.11) minF (x, u) subject to gi(x, u) ≤ 0, i = 1, . . . , p, where gi : X×U → R.

If we put

(2.12) G(u) = {x ∈ X : gi(x, u) ≤ 0, i = 1, . . . , p}
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then (2.11) reduces to problem (2.1) with G = G. In this case we assume that

(2.13) gi(x, u) tends to gi(x, u0) uniformly on B(x, r) as u → u0 in U, where
B(x, r) is the ball defined in (2.5) with G = G. Moreover, gi( · , u) are
weakly lower semicontinuous on B(x, r) and for any ũ ∈ U there exists
x̃ ∈ X, such that gi(x̃, ũ) ≤ 0 for i = 1, . . . , p.

(2.14) The functional F ( · , · ) and the multifunction G( · ) satisfy assumption
(2.2), (2.3), (2.5) and (2.6) with G = G. (Let us notice that (2.4)
immediately follows from (2.13)).

(2.15) For α > 0 and (x0, u0) ∈ B0(x, r) × U such that gi(x0, u0) ≤ 0, i =
1, . . . , p there exists x̃ ∈ B0(x, r) such that ‖x̃−x0‖ < α and gi(x̃, u0) ≤
0, for i = 1, . . . , p, where B0 = IntB (the local Slater condition). In
the case when gi( · , · ) are convex it is enough to assume that, for any
u ∈ U, there exists x̃ ∈ B0(x, r) such that gi(x̃, u0) ≤ 0, for i = 1, . . . , p,
(the local Slatler condition). (It is easy to show that the global Slater
condition implies the local one.) For a given uk ∈ U, denote by V k =
V (uk) the set of solutions of problem (2.11) described by formula (2.9)
with G = G, i.e.

(2.16) V (uk) == {v ∈ X : F (v, uk) = minF (x, uk)

subject to gi(x, uk) ≤ 0, i = 1, . . . , p}.

Theorem 2.2. If the functionals F and gi i = 1, . . . , p satisfy assumptions
(2.13)–(2.15) and uk → u0 in U, then the sets V k = V (uk) (cf. (2.16)) of solu-
tions of problem (2.11) satisfy assertions (1)–(4) of Theorem 2.1 with V = V .

Proof. Let uk → u0 in U and x0 ∈ G(u0) ∩ B0(x, r) i.e. gi(x0, u0) ≤ 0 for
i = 1, . . . , p, and x0 ∈ B0(x, r). By the local Slater condition (2.15) for any
α > 0 there exists x̃ ∈ B0(x, r) with ‖x0 − x̃‖ < α and gi(x̃, u0) < −a < 0 for
some a > 0 and i = 1, . . . , p. Assumption (2.13) implies that there exists K > 0
which depends only on α, such that gi(x̃, uk) < −a/2 < 0 for k > K and i =
1, . . . , p. This means that x̃ ∈ G(uk)∩B(x, r) and dist(x0, G(uk)∩B(x, r)) < α

for k > K and for any x0 ∈ G(u0) ∩ B(x, r). Similarly we can show that
dist(xk, G(u0) ∩ B(x, r)) < α for k > K and for each xk ∈ G(uk) ∩ B(x, r).
Passing with α to null, we see that G(uk) ∩ B(x, r) tends to G(u0) ∩ B(x, r)
with respect to the Hausdorff distance (2.8). In this way, we have shown that
the functional F and the multifunction G satisfy assumptions (2.2)–(2.7) with
G = G. Applying Theorem 2.1, we get the assertions of this one. �

Next, let us consider a finite-dimensional optimization problem where, be-
sides the inequality constraints, there can also appear an equality one i.e.

(2.17) minF (x, u) subject to gi(x, u) = 0 for i = 1, . . . , q and gi(x, u) ≤ 0 for
i = q + 1, . . . , p. By Ia(x, u) we shall denote the set of active indices
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at the point (x, u), i.e. k ∈ Ia(x, u) if and only if 1 ≤ k ≤ p and
gk(x, u) = 0.

Denote by

(2.18) G0(u) = {x ∈ X : gi(x, u) = 0 for i = 1, . . . , q

and gi(x, u) ≤ 0 for i = q + 1, . . . , p}

and

(2.19) V 0
k = V 0(uk) = {v ∈ X : F (v, uk) = min

x∈G0(uk)
F (x, uk)}.

We assume that G0(u) is a nonempty set for u ∈ U.
The following theorem holds:

Theorem 2.3. If X = Rn, U is an open subset of a Banach space,

(1) the functionals F and gi, i = 1, . . . , p, satisfy conditions (2.13), (2.3),
(2.5) and (2.6),

(2) the functionals gi are C1 class on some open overset of B(x, r) × U,
i = 1, . . . , p,

(3) the gradients ∇xgi(x, u) = ∂gi(x, u)/∂x are linearly independent for
i ∈ Ia(x, u) and (x, u) ∈ B(x, r)× U,

(4) the sequence of parameters uk → u0 in U,

then the sequence V 0
k = V 0(uk) (cf. (2.19) of optimal solutions of problem (2.17)

satisfies conditions (1)–(4) of Theorem 2.1 with Vk = V 0
k . (With respect to the

finite dimension of X, the weak and the strong topologies coinside in this case.)

Proof. Similarly as in the previous theorem it is enough to show that
G0(uk) tends to G0(u0) locally with respect to the Hausdorff distance. Let
x0 ∈ G0(u0) ∩ B(x, r). This means that gi(x0, u0) = 0 for i ∈ Ia(x0, u0) and
gi(x0, u0) < 0 for i /∈ Ia(x0, u0). Since gi(x, uk) ⇒ gi(x, u0) on B(x, r) (cf. (1)
and (2,13)), one can find a neighbourhood N(x0, α) = {x : ‖x−x0‖ < α}, α > 0,
such that gi(x, uk) < 0 for i /∈ Ia(x0, u0) and k > K(α). Consider a system of
equations

(2.20) gi(x, u) = 0, i ∈ Ia(x0, u0).

Taking into account assumptions (2) and (3), it is easy to see that system (2.20)
satisfies the conditions of the Graves implicit function theorem (cf. [9]). Thus
for any α > 0 and uk, k > K(α), there exists at least one xk, ‖xk − x0‖ < α,
such that gi(xk, uk) = 0 for i ∈ Ia(x0, u0). This means that xk ∈ G0(uk)
and ‖xk − x0‖ < α. Since our space X is finite-dimensional, the K(α) can
be chosen independently of x0 ∈ G0(u0). In this way we have proved that
dist(x0, G

0(uk) ∩B(x, r)) < α for all x0 ∈ G0(u0).
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Similarly one can show that dist(xk, G
0(u0) ∩ B(x, r)) < α for k > K(α).

Passing with α→ 0 we see that G0(uk)∩B(x, r) → G0(u0)∩B(x, r) with respect
to the Hausdorff distance. Thus, applying Theorem 2.1, we have completed our
proof. �

In Theorems 2.1 and 2.2 we have proved that the sequence of optimal solu-
tions V (uk) tends to V (u0) weakly in X, provided that uk tends to u0 in the
metric space of parameters. In Theorem 2.3, with respect to the finite dimension
of X, the weak convergence implies the strong one.

For a special class of functionals defined on a Hilbert space, we are able to
show that the convergence of uk to u0 in U implies the strong convergence of
optimal solutions. We shall consider functionals of the form

(2.21) F (x, u) =
1
2
‖x‖2 + f(x, u)

and an optimization problem

(2.22) minF (x, u) subject to gi(x, u) ≤ 0, i = 1, . . . , p, where x ∈ X, u ∈ U,
X is a Hilbert space and F is given by (2.21).

Denote by

(2.23) Gs(u) = {x ∈ X : gi(x, u) ≤ 0, i = 1, . . . , p}

and

(2.24) V s
k = V s(uk) = {v ∈ X : F (v, uk) = min

x∈Gs(uk)
F (x, uk)},

where F is given by (2.21) and Gs by (2.23).
In the next theorem we impose the following conditions on f and gi:

(2.25) The functions ∂f/∂x, ∂gi/∂x, i = 1, . . . , p, are continuous with respect
to the weak topology of X and the metric topology in U.

(2.26) The functional F given by (2.21) and the sets Gs(u) (cf. (2.23)) satisfy
conditions (2.2), (2.3), (2.5) and (2.6) with G = Gs.

(2.27) The functionals gi satisfy (2.13) and the global Slater condition (cf.
(2.15)).

Let {uk} ⊂ U be a sequence and uk → u0 ∈ U . We shall assume that

(2.28) the gradients ∂gi(x0, u0)/∂x are linearly independent for active con-
straints where x0 ∈ V s(u0).

Theorem 2.4. If the above assumptions (2.25)–(2.27) are satisfied and uk →
u0 in U, then the sets of optimal solutions V s

k , k = 0, 1, . . . (cf. (2.24)), satisfy
the conditions

(1) the sets V s
k = V s(uk) are not empty and commonly bounded, i.e. there

exists a ball B(x, r) such that V s
k ⊂ B(x, r) for k = 0, 1, . . .
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(2) (s)Lim supV s(uk) is a nonempty set and (s)Lim supV s(uk) ⊂ V s(u0)
where (s)Lim sup denotes the upper limit with respect to the strong topol-
ogy of X.

Moreover, if F ( · , u) is a strictly convex functional then V s(uk) is a singleton
{xk} for k = 0, 1, 2, . . . , and xk tends to x0 in the strong topology of X.

Proof. It is easy to check that all the assumptions of Theorem 2.2 are
satisfied. Thus (w)Lim supV s(uk) ⊂ V s(u0), i.e. the set-valued mapping U 3
u → V s(u) ⊂ 2X is upper semicontinuous with respect to the weak topology in
X. We shall show that, in our case, the weak convergence of xk to x0 implies
the strong one. Let {xk}, xk ∈ V s(uk), be any sequence weakly converging
to x0 ∈ V s(u0). It is easy to check that, in our case, all the assertions of the
Kuhn–Tucker theorem are fulfilled (cf. [11]). Thus

(2.29) L′x(xk, uk, λ
k) = xk + f ′x(xk, uk) +

p∑
i=1

λk
i g
′
i(xk, uk) = 0

where λk
i ≥ 0, λk

i gi(xk, uk) = 0 for k = 1, . . . , p, and L(x, u, λ) = ‖x‖2/2 +
f(x, u) +

∑p
i=1 λigi(x, u).

Denote by Ia(x0, u0) = Ia
0 the set of active indices at the point (x0, u0). For

k = 0, equality (2.29) takes the form

(2.30) L′x(x0, u0, λ
0) = x0 + f ′x(x0, u0) +

p∑
i∈Ia

0

λ0
i g
′
i(x0, u0) = 0.

By (2.25), for sufficiently large k(k > K), we have

(2.31) L′x(xk, uk, λ
k) = xk + f ′x(xk, uk) +

p∑
i∈Ia

0

λk
i g
′
i(xk, uk) = 0,

because gi(xk, uk) < 0 for k > K and i /∈ Ia
0 . Taking into account (2.25)

and (2.28), we see that the gradients g′i(xk, uk), i ∈ Ia
0 , k > K, are linearly

independent and equalities (2.30) and (2.31) imply that λk
i → λ0

i for i ∈ Ia
0 as

k →∞. It is easy to check, that for k > K,

(2.32) 〈L′x(xk, uk,λ
k)− L′x(x0, u0, λ

0), xk − x0〉
= ‖xk − x0‖2 + 〈f ′x(xk, uk)− f ′x(x0, u0), xk − x0〉

+
∑
i∈Ia

0

〈λk
i g
′
i(xk, uk)− λ0

i g
′
i(x0, u0), xk − x0〉 = 0.

We know that uk → u0 in U, xk → x0 weakly in X and λk
i → λ0

i in R. Thus
assumption (2.25) and equality (2.32) imply that ‖xk − x0‖ → 0. �

Remark 2.3. Condition (2) of Theorem 2.4 means that the set-valued map-
ping U 3 u → V s(u) ⊂ X is upper semicontinuous with respect to the metric
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topology in U and the norm topology in X provided that the assertions of The-
orem 2.4 are satisfied.

Example 2.1. Let X = L2([0, 1],R) and U = {u : [0, 1] → R : u( · ) is mea-
surable and |u(t)| ≤ 1/2} with ρu(u1 , u2) = (

∫ 1

0
|u1(t)− u2(t)|2 dt))1/2. Define

F (x, u) =
1
2

1∫
0

x2(t) dt+
1
4

1∫
0

(
u(t)

t∫
0

x(τ) dτ
)2

dt+

1∫
0

(u(t) + 1)x(t) dt

and

g1(x, u) =

1∫
0

(
a

( t∫
0

x(τ) dτ
)3

+ u(t)x(t)− 1
4

)
dt

for (x, u) ∈ X× U, a ∈ [0, 1] and consider an optimization problem with pertur-
bation

(2.33) minF (x, u) subject to g1(x, u) ≤ 0.

It is easy to check that for a ∈ [0, 1] problem (2.33) satisfies the assertions of
Theorem 2.2 and the functional F ( · , u) is strictly convex. Thus, for any u ∈ U ,
there exists exactly one solution xu of problem (2.33) and xu tends to xv weakly
in L2 as u tends to υ in U. In the case of a = 0, the functionals F and g1 satisfy
the assumptions of Theorem 2.4. In this case xu tends to xv in the norm of L2

provided u → v in U. For u = 0 and a = 0, problem (2.33) possesses a unique
solution x0 = −1. Thus xu tends to −1 in L2 if u tends to 0 in U and a = 0.

3. Applications to the eigenvalue problem
and to the boundary value problem

Denote by X = H1
0 (Ω,RN ) the Sobolev space of functions defined on Ω ⊂ Rn,

n ≥ 1, where Ω is a bounded domain with a Lipschitzian boundary, N ≥ 1 (if
n = 1 we put Ω = [a, b]). Let the metric space of parameters be defined by the
formula U = {u ∈ L∞(Ω,Rm) : u(t) ∈M} with ρ(u1 , u2) = vraisup|u1(t)−u2(t)|
where M is a bounded subset of Rm, t = (t1, . . . , tn). Consider an optimization
problem

(3.1) min
x∈X

F (x, u) subject to
∫
Ω

|x(t)|2dt− 1 ≤ 0

where

F (x, u) =
∫
Ω

1
2
|∇x(t)|2dt+

∫
Ω

ϕ(t, x(t), u(t)) dt,
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(3.2)

ϕ : Ω× RN × Rm → R,

x = (x1, . . . , xN ),

∇x = (∇x1, . . . ,∇xN ),

∇xi =
(
∂

∂t1
xi, . . . ,

∂

∂tn
xi

)
.

We shall assume that

(3.3) the functions ϕ and ϕx are measurable with respect to t and continuous
with respect to (x, u),

(3.4) if n > 1, we assume that, there exists C > 0 such that

|ϕ(t, x, u)| ≤ C(1 + |x|s), |ϕx(t, x, u)| ≤ C(1 + |x|s−1)

for t ∈ Ω, u ∈ M and x ∈ RN with s ∈ [1, 2n/(n− 2)) if n ≥ 3 and
s > 1, if n = 2, if n = 1 we assume that, for any bounded set A ⊂ RN ,
there exists an integrable function h : Ω → R+ such that

|ϕ(t, x, u)| ≤ h(t) and |ϕx(t, x, u)| ≤ h(t)

for all x ∈ A, u ∈M and t ∈ [a, b] a.e.
(3.5) there exists some constants a, b, c such that

ϕ(t, x, u) ≥ a|x|2 + b|x|+ c,

(3.6) for α > 0, ϕ(t, αx, u) = α2ϕ(t, x, u) for x ∈ X, t ∈ Ω a.e. and any u ∈M ,
i.e. the function ϕ is a homogeneous function of order two with respect
to x,

(3.7) if n > 1,we assume that,for any ũ ∈ M and δ > 0, there exists L > 0,
such that

|ϕ(t, x, u1)− ϕ(t, x, u2)| ≤ L(1 + |x|2)|u1 − u2|,
|ϕx(t, x, u1)− ϕx(t, x, u2)| ≤ L(1 + |x|)|u1 − u2|,

for t ∈ Ω a.e. x ∈ RN and for any u1, u2 with |u1 − ũ| < δ, and
|u2 − ũ| < δ, if n = 1 it is enough to assume that for any bounded set
A ⊂ RN , any ũ ∈ M and δ > 0, there exists h( · ) ∈ L1([a, b],R+) such
that

|ϕ(t, x, u1)− ϕ(t, x, u2)| ≤ h(t)|u1 − u2|,
|ϕx(t, x, u1)− ϕx(t, x, u2)| ≤ h(t)|u1 − u2|,

for t ∈ [a, b] a.e. u1, u2 ∈M such that |u1 − ũ| < δ and |u2 − ũ| < δ.

Remark 3.1. Let us recall that, in the space H1
0 , the norm is defined by

the formula
‖x‖2 =

∫
Ω

|∇x(t)|2 dt
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and the Poincare inequality has the form∫
Ω

|x(t)|2dt ≤ d2

∫
Ω

|∇x(t)|2 dt,

where d is the diameter of Ω (cf. [20, Theorem A8]). In the one-dimensional case
usually Ω = [0, π] and, in this case,

π∫
0

|x(t)|2 ≤
π∫

0

|ẋ(t)|2 dt.

This estimate is sharp. Let P : X → Y be an operator where X and Y are some
Hilbert spaces. Suppose that there exist λ ∈ R and x ∈ X with ‖x‖ = 1, such
that P (x) = λx. In such a case, the number λ is called an eigenvalue of the
operator P , while the vector x an eigenvector of P , corresponding to λ.

We shall prove.

Theorem 3.1. Let uk tend to u0 in U. If

(a) the function ϕ satisfies conditions (3.3)–(3.7),
(b) for any u ∈ U, there exists x ∈ H1

0 such that F (x, u) < 0,

then the set V e(uk) of optimal solutions of problem (3.1) with u = uk ∈ U
satisfies the conditions

(1) V e(uk) 6= φ and V e(uk) ⊂ S where S is the unit sphere in L2(Ω,RN ),
(2) (s)LimsupV e(uk) 6= φ and (s)LimsupV e(uk) ⊂ V e(u0) provided uk( · )

→ u0( · ) in L∞(Ω,RN ),
(3) for any uk, there exist λk < 0 and xk ∈ V e(uk) such that ∆xk(t) −

ϕk(t, xk(t), uk(t)) = λkxk(t), k = 0, 1, . . . , and λk → λ0 if uk → u0

in L∞, i.e. xk is an eigenvector and λk is an eigenvalue of the elliptic
differential operator ∆x−ϕk(t, x, uk) where ∆x = (∆x1, . . . ,∆xN ) and
∆xi =

∑n
s=1 ∂

2xi/∂(ts)2, i = 1, . . . , N .

Proof. For an arbitrary ball B(0, r) ⊂ H1
0 (Ω,RN ), any x ∈ B(0, r) and

ε > 0, we have

|F (x, uk)− F (x, u0)| =
∣∣∣∣ ∫
Ω

(ϕ(t, x, uk)− ϕ(t, x, u0)) dt
∣∣∣∣

≤
∫
Ω

L(1 + |x(t)|2)|uk(t)− u0(t)| dt.

By the Poincare inequality (cf. Remark 3.1), we get

|F (x, uk)− F (x, u0)| ≤ L(1 + r2)ε
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for k sufficiently large. Since ε > 0 is an arbitrarily small number, the last
inequality means that F (x, uk) tends to F (x, u0) uniformly on B(0, r) for any
r > 0. By (3.5),

(3.8) F (x, u) ≥ 1
2
‖x‖2 + C for all u ∈ U and x ∈ G(u),

where

(3.9) G(u) = G =
{
x :

∫
Ω

|x(t)|2 dt ≤ 1
}
.

Let us put (by (3.4))

(3.10) s = sup
u∈U

F (0, u) = sup
∫
Ω

ϕ(t, 0, u(t)) dt <∞.

Inequalities (3.8) and (3.10) imply that the sets L(s, u) and G(u) = G satisfy
the conditions: L(s, u) ∩ G 6= φ and L(s, u) ⊂ B(0, r) for some r > 0 where G
is given by (3.9) and L(s, u) = {x ∈ G : F (x, u) ≤ s}. It is well known that
the space H1

0 is compactly embedded into Ls if n > 1 and into C0 if n = 1
(cf. [1]). Basing ourselves on this fact and the Krasnosiel’skĭı theorem on the
continuity of the Nemyckĭı operator we can easily show that all the remaining
assumptions of Theorem 2.4 are fulfilled (cf. Theorem 1.4 [14] and Theorem C1
[20]), (conditions (2.27) and (2.28) are trivial in this case). We have thus proved
assertion (2) of our theorem. Moreover, (3.6) and assumption (b) imply that the
functional F given by (3.2) attains its minimum on the boundary of the set G
(cf. (3.9)) for any fixed u ∈ U. Thus

V e
k = V e(uk) ⊂ S =

{
x ∈ H1

0 :
∫
Ω

|x(t)|2 dt = 1
}

for all uk ∈ U. Let h be an arbitrary test function, i.e. h ∈ C∞0 (Ω,RN ). Consider
a scalar function

(3.11) ψ(τ) =
1

‖xk(τ)‖2
F (xk(τ), uk) = F

(
xk(τ)
‖xk(τ)‖

, uk

)
,

where τ ∈ R, xk(τ) = xk + τh, xk ∈ V e
k ⊂ S. It is easy to see that ψ( · ) is a C1-

class function and ψ(0) = minψ(τ). Thus ψ′(0) = 0 and by a direct calculation,
using formula (3.11), we obtain

(3.12) 2F (xk, uk)〈xk, h〉 = Fx(xk, uk)h.

Let us put λk = 2µk where µk = F (xk, uk) = minF (x, uk) < 0 (by (b)). We have
proved (cf. (2.10)) that µk → µ0. Since equality (3.11) holds for any h ∈ C∞0 ,
therefore xk is a generalized solution of the equation

∆x(t)− ϕx(t, x(t), uk(t)) = λkx(t),
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i.e. λk is an eigenvalue and xk is an eigenvector of the nonlinear elliptic differ-
ential operator ∆x − ϕx(t, x, uk), where ∆x = (∆x1, . . . ,∆xN ) and ∆xi(t) =∑n

s=1 ∂
2xi/∂(ts)2(t), i = 1, . . . , N . Thus, our proof is concluded. �

Next, let us consider a Dirichlet boundary value problem with parameter

(3.13) ∆x(t) = ϕx(t, x(t), u(t)), x(t) = 0 for t ∈ ∂Ω.

It is easy to see that (3.13) is the Euler–Lagrange system for the functional of
action

(3.14) F (x, u) =
∫
Ω

[
1
2
|∇x(t)|2 + ϕ(t, x, (t), u(t))

]
dt

where x( · ) ∈ H1
0 (Ω,RN ), u( · ) ∈ U and the sets Ω and U are described at the

beginning of this section. The following theorem on the continuous dependence
on parameters of the solutions of boundary value problem (3.13) holds.

Theorem 3.2. Let uk tend to u0 in U. If the function ϕ satisfies conditions
(3.3), (3.4), (3.7) and condition (3.5) with a > −1/2d2, then the set V b(uk) of
solutions of boundary value problem (3.13) satisfies the conditions

(1) V b(uk) 6= φ and there exists a ball B(0, r) ⊂ H1
0 such that V b(uk) ⊂

B(0, r) for k = 0, 1, . . . ,
(2) (s)LimsupV b(uk) 6= θ and (s)LimsupV b(uk) ⊂ V b(u0).

If functional (3.14) is strictly convex, then, for any uk ∈ U, problem (3.13)
possesses a unique solution xk ∈ H1

0 and xk tends to x0 in H1
0 provided uk tends

to u0 in U. In the case when n = 1 and Ω = [0, π], it is enough to assume that
a > −1/2.

Proof. We shall apply Theorem 2.4 with Gs(u) = X. Identically as in the
previous theorem, one can show that F (x, uk) tends to F (x, u0) uniformly on
any ball B(0, r) provided that uk tends to u0 in U. From assumption (3.5) with
a > −1/2d2 and the Poincare inequality we obtain

F (x, u) =
1
2
‖x‖2 +

∫
Ω

ϕ(t, x(t), u(t)) dt(3.15)

≥ 1
2
‖x‖2 +

∫
Ω

[a|x(t)|2 + b|x(t)|2 + c] dt

≥
(

1
2

+ ad2

)
‖x‖2 + α

for some α ∈ R, all u ∈ U and x ∈ H1
0 .

On the other hand, by (3.4),

(3.16) F (0, u) ≤ C
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for all u ∈ U, where C is some constant. Since 1/2 + ad2 > 0, inequalities (3.15)
and (3.16) imply that there exist r > 0 and s = C, such that L(s, u) ⊂ B(0, r)
for all u ∈ U where L(s, u) = {x ∈ X : F (x, u) ≤ s}. Thus all the assumptions
of Theorem 2.4 are satisfied and applying this one, we get the assertions of
Theorem 3.2. �

Example 3.1. Let X = H1
0 ([0, π],R2) and M = [0, l] with l > 0. Consider a

functional

(3.17) F (x, u) =

π∫
0

[
1
2
|ẋ(t)|2 + a(t)x1(t)

√
(x1(t))2 + (x2(t))2u(t)

]
dt,

where x( · ) ∈ H1
0 , u( · ) ∈ L∞([0, π], [0, l]), a( · ) ∈ L∞([0, π],R),

∫ π

0
a(t) dt 6= 0.

Let us notice that, for any u, there exists x = ±(1, 0) such that F (x, u) < 0.
It is easy to check that functional (3.17) satisfies all the remaining assumptions
of Theorem 3.2. Thus, for any admissible parameter uk, there exist an eigenvalue
λk and at least one eigenvector xk, ‖xk‖ = 1 such that

..
x1(t)− a(t)

√
(x1)2 + (x2)2u(t)− a(t)

(x1)2√
(x1)2 + (x2)2u

(t) = λx1(t),

..
x2(t)− a(t)

x1x2u√
(x1)2 + (x2)2u

(t) = λx2(t),

for t ∈ [0, π] a.e. x = xk = (x1
k, x

2
k) and λ = λk, k = 0, 1, . . . Moreover, if

uk → u0 in L∞, then λk tends to λ0 and any cluster point of the sequence {xk}
is an eigenvector corresponding to the eigenvalue λ0.

Example 3.2. Let Ω = {t ∈ R2 : |t| ≤ 1} and let M ⊂ R2 any bounded
set. Consider an elliptic boundary value problem with control

(3.18)

 ∆x1(t)− 6h(t)(x1(t))5(x2(t))2 +
1
8
x2(t) = u1(t),

∆x2(t)− 2h(t)(x1(t))6x2(t) +
1
8
x1(t) = u2(t),

subject to x(t) = 0 for t ∈ S = {t ∈ R2 : |t| = 1}, where h( · ) ∈ Lp(Ω,R+),
p > 1, u(t) ∈ M for t ∈ Ω a.e. It is easy to notice that the functional of action
for system (3.18) is of the form

F (x, u) =
∫
Ω

[
1
2
|∇x(t)|2 + h(t) · (x1(t))6 · (x2(t))2

− 1
8
x1(t) · x2(t) + u2(t) · x(t)

]
dt,

x( · ) ∈ H1
0 (Ω,RN ), and satisfies all the conditions of Theorem 3.2. Moreover, this

functional is strictly convex because h(t) ≥ 0 for t ∈ Ω a.e. Thus Theorem 3.2
implies that, for any parameter uk, k = 0, 1, 2 . . . , there exists a unique solution
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xk ∈ H1
0 and xk tends to x0 in H1

0 provided uk → u0 in L∞(Ω,M). If u0 = 0
system (3.17) possesses only a trivial solution x0 = 0. In this case xk tends to
0 in H1

0 provided that uk tends to null in L∞. The strong convergence of xk to
x0 in H1

0 means that ∇xk tends to ∇x0 and xk tends to x0 in L2(Ω,R2). Since
H1

0 (Ω,RN ) with Ω ⊂ R2 is continuously embedded into Ls(Ω,RN ) for any s > 1,
therefore xk → x0 in Ls with s > 1.
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