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QUASIFACTORS OF MINIMAL SYSTEMS

Eli Glasner

Abstract. The theory of quasifactors of minimal dynamical systems is
surveyed and several new examples based on ideas of H. Furstenberg are

introduced. In particular the open question whether a minimal quasifactor

of a minimal proximal system is necessarily proximal is answered in the
negative.

1. Introduction

In the ring of integers Z two integers m and n have no common factor if
whenever k|m and k|n then k = ±1. They are disjoint if whenever m|k and
n|k, then also mn|k. Of course in Z these two notions coincide. In his seminal
paper of 1967 [9], H. Furstenberg introduced the same notions in the context
of dynamical systems, both measure preserving transformations and homeomor-
phisms of compact spaces, and asked whether in these categories as well the two
are equivalent. In 1979 D. Rudolph provided the first counter example in the
category of measure preserving transformations [32], and in [19] a topological
counter example consisting of two horocycle flows which have no nontrivial com-
mon factor but are nevertheless non-disjoint, is produced using the results of
M. Ratner concerning these kind of flows [31]. More recently an even more strik-
ing example was given by E. Lindenstraus, where two minimal dynamical systems
with no nontrivial factor share a common almost 1–1 extension ([29]). The no-
tion of joining was introduced in order to deal with the relationship of two not
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necessarily disjoint dynamical systems. Beginning with the pioneering works of
H. Furstenberg and D. J. Rudolph, the notion of joinings was exploited by many
authors; H. Furstenberg 1977 [10] and 1981 [11], W. A. Veech 1982 [36], H. Rat-
ner 1983 [31], A. del Junco and Rudolph 1987 [25], B. Host 1991 [22], J. King
1992 [26], E. Glasner, B. Host and D. J. Rudolph 1992 [16], J.-P. Thouvenot
1993 [34], V. V. Ryzhikov 1994 [33], A. del Junco, M. Lemańczyk and M. Mentzen
1995 [24], and M. Lemańczyk, F. Parreau and J.-P. Thouvenot 1999 [28], to men-
tion a few.

The abstract theory of minimal Z topological dynamical systems generalizes
easily to actions of a general group of transformations. Accordingly, when dealing
with topological dynamical systems, unless we say otherwise, the letter T stands
for a general (countable discrete) group (rather than a single transformation).
Thus a (topological) dynamical system consists of a compact metric space X
and a representation of T as a group of homeomorphisms of X. We write (X,T )
to denote such a system and we denote by (x, t) 7→ tx the action of the element
of H(X) corresponding to t ∈ T . (This is a slight abuse of notation as the
representation T → H(X) need not be 1–1). We let e be the identity element
of T and id will denote the identity homeomorphism of X; again we will often
identify the two. When Y ⊂ X is a closed and T -invariant subset of the system
(X,T ) we say that the system (Y, T ) is a subsystem of (X,T ). We say that
the system (Y, T ) is a factor of the system (X,T ) if there exists a continuous
onto map π : X → Y such that π(tx) = tπ(x) for every x ∈ X and t ∈ T . If
(X,T ) and (Y, T ) are two dynamical systems their product system is the system
(X × Y, T ), where t(x, y) = (tx, ty). The systems (X,T ) and (Y, T ) are disjoint
if whenever (X,T ) and (Y, T ) are factors of a system (Z, T ), say φ : Z → X and
ψ : Z → Y , then the map

(φ, ψ) : Z → X × Y

is onto, i.e. (X × Y, T ) is also a factor of (Z, T ).
A joining of (X,T ) and (Y, T ) is any closed invariant subset (subsystem) W

of X × Y which projects onto both X and Y . It is easy to see that disjointness
of (X,T ) and (Y, T ) is equivalent to the requirement that X × Y is the only
joining of these systems. If a non-trivial system (Z, T ) is the common factor of
two systems: φ : (X,T ) → (Z, T ) and ψ : (Y, T ) → (Z, T ), then the relation

X × Y ⊃W = {(x, y) : φ(x) = ψ(y)}

is a subsystem of the product system (X × Y, T ) and the non-triviality of (Z, T )
implies that W & X × Y , so that (X,T ) and (Y, T ) are not disjoint.

Mostly we will be interested in minimal systems. The dynamical system
(X,T ) is minimal if each orbit, Tx = {tx : t ∈ T} is dense. Zorn’s lemma
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implies the existence of a minimal subsystem in every compact system. For
minimal systems (X,T ) and (Y, T ) any non-empty closed T -invariant subset of
X × Y projects onto both X and Y . Thus for such systems disjointness is
equivalent to the condition that the product system (X × Y, T ) be minimal.
Usually when dealing with minimal systems, unless we say otherwise all joinings
are assumed to be minimal joinings, i.e. minimal subsets of the product system.

Can one find the information about all the possible joinings of a system (X,T )
within the system itself? The key to this question is the notion of a quasifactor.

For a minimal dynamical system (X,T ), a quasifactor of X is any minimal
subsystem of the system (2X , T ) induced by the action of T on the compact
metric space of closed subsets of X with its Hausdorff metric.

Up to almost 1–1 extensions (see below) every factor is canonically isomorphic
to a quasifactor and to every minimal joining W ⊂ X × Y corresponds a quasi-
factor X of X, an almost 1–1 extension Y ∗ of Y and a factor map Y ∗ → X .
Moreover the quasifactor X is the trivial one point system if and only if X and Y
are disjoint. Thus if X and Y are not disjoint then a nontrivial quasifactor of X
is “almost” a factor of Y . (The quasifactor X which corresponds to the joining
W is the closure of the collection of sets {W [y] : y ∈ Y0}, where for y ∈ Y the set
W [y] is the set {x ∈ X : (x, y) ∈ W} and the set Y0 ⊂ Y is the set of points of
continuity of the upper-semi-continuous map y 7→W [y] from Y to the space 2X).

Not every quasifactor arises from a joining and we call those that do “joining
quasifactors”. Even more special are the “group quasifactors”. Our main concern
in this work is to analyze these notions and to investigate the following question
of J. Auslander.

If (X,T ) is a minimal system then a proper minimal quasifactor of X can
not be disjoint from X. Are there any further restrictions on a quasifactor?

The notion of a joining quasifactor in ergodic theory was investigated in [21]
and in the present paper I follow some of the ideas developed there.

The examples described in the last section are elaboration on ideas of H. Furs-
tenberg. I thank him and B. Weiss for many fruitful conversations on these
subjects.

2. A brief survey of abstract topological dynamics

We begin with a brief survey on the basic definitions and results of abstract
topological dynamics and Ellis’ algebraic theory of minimal systems (see e.g.
[3], [12], [1] and [15]). A topological dynamical system or briefly a system is
a pair (X,T ), where X is a compact Hausdorff space and T an abstract group
which acts on X as a group of homeomorphisms. For a point x ∈ X, we let
OT (x) = {tx : t ∈ T}, and OT (x) = cls {tx : t ∈ T}. These subsets of X
are called the orbit and orbit closure of x, respectively. We say that (X,T ) is
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point transitive if there exists a point x ∈ X with a dense orbit. In that case
x is called a transitive point. If every point is transitive we say that (X,T )
is a minimal system. If (Y, T ) is another system then a continuous onto map
π : X → Y satisfying t ◦ π = π ◦ t for every t ∈ T is called a homomorphism
of dynamical systems. In this case we say that (Y, T ) is a factor of (X,T ) and
also that (X,T ) is an extension of (Y, T ). With the system (X,T ) we associate
the induced action (the hyper system associated with (X,T )) on the compact
space 2X of closed subset of X. The system (X,T ) can be considered as a sub-
system (i.e. a closed invariant subset) of the system (2X , T ), by identifying x

with {x}. Recall that if (X,T ) π−→ (Y, T ) is a homomorphism then in general
π−1 : Y → 2X is an upper-semi-continuous map and that π : X → Y is open if
and only if π−1 : Y → 2X is continuous. When there is no room for confusion
we write X for the system (X,T ).

We assume for simplicity that our acting group T is a countable discrete
group. βT will denote the Stone–Čech compactification of T . The universal
properties of βT make it

(1) a compact semigroup with right continuous multiplication (for a fixed
p ∈ βT the map q 7→ qp, q ∈ βT is continuous), and right continuous
multiplication by elements of T , considered as elements of βT (for a fixed
t ∈ T the map q 7→ tq, q ∈ βT is continuous),

(2) a dynamical system (βT, T ) under left multiplication by elements of T .

The system (βT, T ) is universal point transitive T -system; i.e. for every point
transitive system (X,T ) and a point x ∈ X with dense orbit, there exists a ho-
momorphism of systems (βT, T ) → (X,T ) which sends e, the identity element
of T , onto x. For p ∈ βT we let px denote the image of p under this homo-
morphism. This defines an “action” of the semigroup βT on every dynamical
system. When dealing with the hyper system (2X , T ) we write p ◦ A for the
image of the closed subset A ⊂ X under p ∈ βT , to distinguish it from the
(usually non-closed) subset pA = {px : x ∈ A}. We always have pA ⊂ p◦A. The
compact semigroup βT has a rich algebraic structure. E.g. there are 2c minimal
left (necessarily closed) ideals in βT all isomorphic as systems and each serving
as a universal minimal system. Each such minimal ideal, say M , has a subset J
of 2c idempotents such that {Mv : v ∈ J} is a partition of M into disjoint iso-
morphic (non-closed) subgroups and M is the union of these groups. The group
of dynamical system automorphisms of (M,T ), G = Aut (M,T ) can be identified
with any one of the groups vM as follows: with α ∈ vM we associate the auto-
morphism α̂ : (M,T ) → (M,T ) given by right multiplication α̂(p) = pα, p ∈M .
The group G plays a central role in the algebraic theory. It carries a natural T1

compact topology called by Ellis the τ -topology. The τ -closure of a subset A of



Quasifactors of Minimal Systems 355

G consists of those β ∈ G for which the set graph (β) is a subset of the closure
in M ×M of the set

⋃
{graph (α) : α ∈ A}.

It is convenient to fix a minimal left idealM in βT and an idempotent u ∈M ;
we then identify G with uM . In this way we can consider the “action” of G on
every system (X,T ) via the action of βT on X. With every minimal system
(X,T ) and a point x0 ∈ X we associate a τ -closed subgroup

G(X,x0) = {α ∈ G : αx0 = x0},

the Ellis group of the pointed system (X,x0). For a homomorphism with π(x0) =
y0 we have

G(X,x0) ⊂ G(Y, y0).

For a τ -closed subgroup F of G the derived group F ′ is given by

F ′ :=
⋂
{τ -closure V : V τ -open neighbourhood of u in F}.

F ′ is a τ -closed normal (in fact characteristic) subgroup of F and it is charac-
terized as the smallest τ -closed subgroup H of F such that F/H is a compact
Hausdorff topological group.

A pair of points (x, x′) ∈ X × X for a system (X,T ) is called proximal if
there exists a net ti ∈ T and a point z ∈ X such that lim tix = lim tix

′ = z

(if and only if there exists p ∈ βt with px = px′). We denote by P the set of
proximal pairs in X ×X. A system (X,T ) is called proximal when P = X ×X

and distal when P = ∆, the diagonal in X × X. A minimal system (X,T ) is
called point distal if there exists a point x ∈ X such that if x, x′ is a proximal
pair then x = x′.

More generally, an extension (X,T ) π−→ (Y, T ) of minimal systems is called
a proximal extension if the relation Rπ = {(x, x′) : π(x) = π(x′)} satisfies Rπ ⊂
P and a distal extension when Rπ ∩ P = ∆. One can show that every distal
extension is open. π is an almost 1–1 extension if there is a point y ∈ Y with
π−1(y) = {x} a single point of X. It is easy to see that an almost 1–1 extension
is proximal. π is called (in the metrizable case) an isometric extension if there
exists a continuous function d : Rπ → R+ whose restriction, for each y ∈ Y , to
π−1(y)× π−1(y) is a metric and is t× t-invariant for every t ∈ T . The extension
π is called weakly mixing when Rπ is topologically transitive

The algebraic language is particularly suitable for dealing with such notions.
For example an extension (X,T ) π−→ (Y, T ) of minimal systems is a proximal
extension if and only if the Ellis groups G(X,x0) = A and G(Y, y0) = F coincide.
It is distal if and only if for every y ∈ Y , and x ∈ π−1(y), π−1(y) = G(Y, y)x;
if and only if for every y = py0 ∈ Y , p an element of M , π−1(y) = pπ−1(y0) =
pFx0, where F = G(Y, y0). In particular (X,T ) is distal if and only if Gx = X for
some (hence every) x ∈ X. π is an isometric extension if and only if it is a distal
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extension and, denoting G(X,x0) = A and G(Y, y0) = F , F ′ ⊂ A in which case
the compact group F/F ′ is the group of the group extension associated with the
isometric extension π (see [12]).

A minimal system (X,T ) is called incontractible if the union of minimal
subsets is dense in every product system (X × . . . × X,T ). This is the case if
and only if p ◦ Gx = X for some (hence every) x ∈ X, if and only if (X,T ) is
disjoint from every minimal proximal system. We say that π is a RIC (relatively
incontractible) extension if for every y = py0 ∈ Y , p an element of M , π−1(y) =
p◦uπ−1(y0) = p◦Fx0, where F = G(Y, y0). It is not hard to see that every RIC
extension is open. Every distal extension is RIC and it follows that every distal
extension is open.

We say that a minimal system (X,T ) is a strictly PI system if there is
a (countable) ordinal η and a family of systems {(Wι, wι)}ι≤η such that (i)
W0 is the trivial system, (ii) for every ι < η there exists a homomorphism
φι : Wι+1 → Wι which is either proximal or isometric, (iii) for a limit ordi-
nal ν ≤ η the system Wν is the inverse limit of the systems {Wι}ι<ν , and (iv)
Wη = X. We say that (X,T ) is a PI-system if there exists a strictly PI system
X̃ and a proximal homomorphism θ : X̃ → X.

If in the definition of PI-systems we replace proximal extensions by almost
1–1 extensions we get the notion of AI-systems. If we replace the proximal
extensions by trivial extensions (i.e. we do not allow proximal extensions at all)
we have I-systems. In this terminology the Furstenberg structure theorem for
distal systems ([8]) can be stated as follows

Theorem 2.1. A minimal system is distal if and only if it is an I-system.

And the Veech–Ellis structure theorem for point distal systems ([35] and [4])

Theorem 2.2. A minimal dynamical system is point distal if and only if it
is an AI-system.

Finally, we have the structure theorem for minimal systems ([6] and [30]).

Theorem 2.3. Given a metric minimal system (X,T ), there exists a count-
able ordinal η and a canonically defined commutative diagram (the canonical
PI-tower)

X

π

��

X0

eθ0oo

π0

��

σ1

  A
AA

AA
AA

A X1

eθ1oo

π1

��

··· Xν

πν

��

σν+1

""D
DD

DD
DD

D Xν+1

πν+1

��

eθν+1oo ··· Xη = X∞

π∞

��
pt Y0

θ0

oo Z1ρ1
oo Y1

θ1

oo ··· Yν Zν+1ρν+1
oo Yν+1

θν+1

oo ··· Yη = Y∞

where for each ν ≤ η, πν is RIC, ρν is isometric, θν , θ̃ν are proximal and π∞
is RIC and weakly mixing. For a limit ordinal ν , Xν , Yν , πν etc. are the
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inverse limits (or joins) of Xι, Yι, πι etc. for ι < ν. Thus X∞ is a proximal
extension of X and a RIC weakly mixing extension of the stictly PI-system Y∞.
The homomorphism π∞ is an isomorphism (so that X∞ = Y∞) if and only if X
is a PI-system.

3. Joining quasifactors in topological dynamics

We are now ready to develop a theory of joining quasifactors analogous to
the measure theoretical one developed in [21]. As usual the topological analogue
of a measure theoretical construction is complicated by the necessity to pass
to almost 1–1 or even proximal extensions. Some of the statements (and their
proofs) of this section can be found in [14] (Section 5). The examples whose
existence is claimed in Proposition 3.10 will be constructed in Section 5 below.

If (X,T ) is a minimal metrizable dynamical system, then a quasifactor of X
is any minimal subsystem of the system (2X , T ) induced by the action of T on
the compact metric space of closed subsets of X with its Hausdorff metric.

Let (X,T ) and (Y, T ) be minimal metric systems, W ⊂ X × Y a minimal
subset of the product system (a minimal joining).

Proposition 3.1.

(1) The subset cls {W [y] : y ∈ Y } of the system (2X , T ) contains a unique
minimal subset X ; a quasifactor of (X,T ).

(2) W [y] ∈ X when y is in the residual subset Yc of Y which consists of the
continuity points of the upper-semi-continuous map W [ · ] : y 7→ W [y]
and X = cls {W [y] : y ∈ Yc} = {p ◦W [y0] : p ∈M}, for every y0 ∈ Yc.

(3) For every y ∈ Yc and every x ∈W [y] = ξ ∈ X ,

ξ = {px : p ∈M, py = y}.

Proof. By the upper-semi-continuity of the map y 7→W [y], it follows that
p◦W [y] ⊂W [py] for every y ∈ Y and p ∈ βZ. Now for a continuity point y0 ∈ Yc,
p ◦W [y0] = W [py0] and it follows that for any such y0, X = {p ◦W [y0] : p ∈M}
is the unique minimal subset of cls {W [y] : y ∈ Y } ⊂ 2X . This proves assertions
(1) and (2). For part (3), W [y] ⊃ {px : p ∈ M, py = y} is clear and if we pick
any x ∈W [y] then (x, y) ∈W and, since W is a minimal set, there exists p ∈M
with p(x, y) = (x, y). �

Fix y0 ∈ Yc and x0 ∈W [y0] = ξ0 as above, and put

Y ∗ = X ∨ Y = OT (ξ0, y0) ⊂ X × Y

and
W ∗ = X ∨ Y ∗ = OT (x0, ξ0, y0).
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Then we have the following commutative diagram:

W ∗

↙
y ↘

X W Y ∗y ↙ ↘
y

X Y .

Proposition 3.2. In the above diagram

(1) W ∗ = {(x, ξ, y) : x ∈ ξ ∈ X , (ξ, y) ∈ Y ∗}.
(2) Y ∗ and W ∗ are minimal systems and they are independent of the choice

of points y0 ∈ Yc and x0 ∈W [y0].
(3) The extension W ∗ → Y ∗ is an open map.
(4) The extensions Y ∗ → Y and W ∗ →W are almost 1–1 extensions. They

are both isomorphisms if and only if the map y 7→W [y], from Y to 2X ,
is a continuous map.

Proof. Given x ∈W [y0] = ξ0, from part (3) of the previous proposition we
can choose p ∈M with p(x0, y0) = (x, y0). The fact that y0 is a continuity point
implies: p(x0, ξ0, y0) = (x, ξ0, y0) ∈W ∗. In particular for x = x0, p(x0, ξ0, y0) =
(x0, ξ0, y0) so that (x0, ξ0, y0) is an almost periodic point. This shows that W ∗

and hence also Y ∗ are minimal. If we let W ′ = {(x, ξ, y) : x ∈ ξ ∈ X , (ξ, y) ∈
Y ∗}, then clearly W ∗ ⊂ W ′. On the other hand if (x, ξ, y) is in W ′ then there
exists p ∈ M with p(ξ0, y0) = (ξ, y); i.e. py0 = y and p ◦ W [y0] = ξ. Since
we have already shown that W [y0]× {(ξ0, x0)} ⊂ W ∗, it follows that (x, ξ, y) ∈
p◦(W [y0]×{(ξ0, x0)}) ⊂W ∗. The independence of X , Y ∗ and W ∗ on the choice
of generating points is now clear.

Denoting by φ the projection map from W ∗ to Y ∗, we now see that

φ−1((ξ, y)) = ξ × {(ξ, y)}

(where in the last expression ξ appears first as a subset of X then as a point
of X ). This clearly implies that φ−1 : Y ∗ → 2W∗

is a continuous set-valued map,
which is equivalent to the fact that φ is an open map.

Finally the assertions of part (4) are easy consequences of the continuity of
W [ · ] at the points of Yc. �

Thus starting from a minimal joining W of two minimal metric systems
X and Y , replacing Y by an almost 1–1 extension Y ∗, we can always obtain
a “nicer” minimal joining W ∗ of X and Y ∗, where now in the diagram

W ∗

↙ ↘
X Y ∗,
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the map y∗ 7→ W ∗[y∗] is a continuous homomorphism of Y ∗ onto X ⊂ 2X , and
the map W ∗ → Y ∗ is open.

Now put
X∗ = X ∨ X = {(x, ξ) : x ∈ ξ} ⊂ X ×X ,

and

W ∗∗ = X∗ ∨ Y ∗ = X∗ ×
X
Y ∗ = {((x, ξ), (ξ, y)) : x ∈ ξ ∈ X , (ξ, y) ∈ Y ∗}.

Then we have the following commutative diagram:

W ∗∗

↙ ↘
X∗ Y ∗

↙ ↘ ↙ ↘
X X Y .

and the proof of next proposition follows easily from that of Proposition 3.2.

Proposition 3.3. In the above diagram

(1) X∗ is a minimal system.
(2) The system W ∗∗ is canonically isomorphic to the system W ∗ and in

particular W ∗∗ is a minimal system; i.e. the systems X∗ and Y ∗ are
relatively disjoint over their common factor X .

(3) The extensions X∗ → X and W ∗∗ → Y ∗ are open maps.

Proposition 3.4. Let (X,T ) be a minimal metric system, X a minimal
quasifactor of X. The following conditions on X are equivalent:

(1) There exists a minimal system (Y, T ) and a minimal set W ⊂ X × Y

(i.e. a minimal joining) such that X is the unique minimal subset of the
closed invariant set cls {W [y] : y ∈ Y } in 2X .

(2) There exists a minimal system (Y, T ), a point y0 ∈ Y and a point ξ0 ∈ X
such that for every x0 ∈ ξ0

ξ0 = {px0 : p ∈M, py0 = y0}.

(3) There exists a point ξ0 ∈ X such that for every x0 ∈ ξ0

ξ0 = {px0 : p ∈M, p ◦ ξ0 = ξ0}.

(4) The set X∗ = {(x, ξ) : x ∈ ξ ∈ X}, is a minimal subset of X ×X .

Definition. A quasifactor satisfying the equivalent conditions (1)–(4) of
Proposition 3.4 will be called a joining quasifactor.

Without proofs we state the following propositions (refer to [7] and [14]).
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Proposition 3.5. Let (X,T ) be a minimal metric system and X any min-
imal quasifactor of X. Then there exists a minimal joining quasifactor Z of X
with the following properties.

(1) Z � X (i.e. for every ζ ∈ Z there exists ξ ∈ X with ζ ⊂ ξ) and Z = X
if and only if X is joining quasifactor.

(2) There exist ζ0 ∈ Z, ξ0 ∈ X such that ζ0 ⊂ ξ0, X ∨ Z = OT (ξ0, ζ0) :=
X ∗ is a minimal system and the extension X ∗ → X is an almost 1–1
extension. Thus an almost 1–1 extension of X has Z as a factor. Since
in particular an almost 1–1 extension is a proximal extension, denoting
B = G(X , ξ0) and C = G(Z, ζ0), we have

G(X ∨ Z, (ξ0, ζ0)) = B ∩ C = B,

and therefore B ⊂ C.

Let X be a joining quasifactor of the minimal system (X,T ). Choose x0 ∈
ξ0 ∈ X with ux0 = x0 and u ◦ ξ0 = ξ0. As usual we let A = G(X,x0) and let
B = G(X , ξ0). Then for β ∈ B we have βx0 ∈ βξ0 ⊂ u ◦ ξ0 = ξ0. Conversely,
if γx0 ∈ ξ0 then the joining quasifactor property of X implies that there exists
p ∈M with p◦ξ0 = ξ0 and γx0 = px0. If we write δ = up then clearly δ ◦ξ0 = ξ0
i.e. δ ∈ B, and δx0 = γx0, hence δ−1γ ∈ A and γ ∈ BA. We have shown that
for a joining quasifactor uξ0 = Bx0. Warning: this of course does not mean that
A ⊂ B.

Definition. A joining quasifactor X with Ellis group B = G(X , ξ0) is called
a group quasifactor, if ξ0 = u ◦Bx0 = u ◦ uξ0.

Proposition 3.6. Let (X,T ) be a minimal metric system, X a minimal
quasifactor of X with A = G(X,x0) and B = G(X , ξ0) (ux0 = x0 ∈ u ◦ ξ0 = ξ0).
Then the following conditions are equivalent.

(1) X is a group quasifactor.
(2) For every ξ ∈ X and v = v2 ∈ M with v ◦ ξ = ξ, v ◦ vξ = ξ; in other

words for every p ∈M , p ◦ ξ0 = p ◦ uξ0.
(3) The extension X∗ → X is a RIC-extension.

Note that from Proposition 3.6(3) it follows that every group quasifactor is
a joining quasifactor.

Proposition 3.7. Let (X,T ) be a minimal metric system with A = G(X,x0),
X a group quasifactor of X with B = G(X , ξ0) (x0 ∈ ξ0). Then AB :=⋂
{βAβ−1 : β ∈ B} ⊂ B and B is a maximal τ -closed subgroup of BA. In

particular, if AB is a group then A ⊂ B, ([7], see also [2]).
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Proposition 3.8. Let (X,T ) be a minimal metric system with A = G(X,x0),
X a joining quasifactor of X with B = G(X , ξ0) (x0 ∈ ξ0). Put ζ0 = u ◦ uξ0 =
u ◦ Bx0 and let Z = {p ◦ ζ0, p ∈ M}. Then the quasifactor Z of X has the
following properties.

(1) Z is a group quasifactor.
(2) Z � X and Z = X if and only if X is a group quasifactor.
(3) B ⊂ G(Z, ζ0) ⊂ AB and G(Z, ζ0) is the largest τ -closed subgroup satis-

fying these inclusions, ([7]). In particular

G(Z, ζ0) ⊃ AB :=
⋂

β∈B

βAβ−1.

(4) Put X̃ = X ∨ Z = OT (ξ0, ζ0) and X̃ = X∗ ∨ Z = OT (x0, ξ0, ζ0) then
the diagram

X̃

↙ ↘
X∗ X̃
↘ ↙

X
is the RIC-shadow diagram of the map X∗ → X .

Proposition 3.9. Notations as in the previous proposition. If (X,T ) is
a point distal system then every joining quasifactor of X is a group quasifactor
and in particular AB ⊂ B for every joining quasifactor X of X.

Proof. Use Lemma 5.2 in [14] to conclude that uξ0 is dense in ξ0 for some
ξ0 ∈ X , whence u ◦ uξ0 = ξ0. �

Proposition 3.10. Notations as in Proposition 3.7.

(1) There exists a minimal proximal system (X,T ) with A = G(X,x0) =
G that admits a non-proximal joining quasifactor X , hence with B =
G(X , ξ0) 6⊃ G = AB = AG. In particular X is not a group quasifactor.

(2) There exists a minimal Z-action (X,Z) with normal Ellis group A =
G(X,x0) C G and a joining quasifactor X of X for which

B = G(X , ξ0) 6⊃ A = AB = AG.

In paticular X is not a group quasifactor.

4. How far can a quasifactor of a system be from the system?

If (X,T ) is a minimal system then a proper minimal quasifactor of X can
not be disjoint from X. Are there any further restrictions on a quasifactor?
Of course this question is meaningful in both the measure and the topological
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categories. Here are some cases where results restricting the variety and size of
quasifactors can be proven. We mainly discuss the topological category and in
parentheses comment on the measure case.

(1) A quasifactor of a minimal equicontinuous system is isomorphic to a factor
of the system, when the acting group T is abelian. In particular it is itself
equicontinuous. (This is also true for discrete spectrum).

(2) A minimal quasifactor of a minimal distal system X is a factor of the
enveloping group of X. In particular it is itself distal, [27]. (The latter statement
applies also to measure distal systems, see [20]).

(3) By Proposition 3.9 above, every minimal joining quasifactor X of a point
distal minimal system X is a group quasifactor. In particular AB ⊂ B, where A
and B are the Ellis groups of X and X , respectively.

(4) A quasifactor of a uniformly rigid system is uniformly rigid. (The same
holds for rigidity in the ergodic theoretical sense).

(5) Take X to be Chacon’s system. By [23] there exists a subset X0, whose
complement is the union of two orbits (hence Xc

0 is a countable set) such that for
every x = (x1, . . . , xk) with xi ∈ X0 and belonging to k different orbits, the orbit
closure of x in Xk is Xk. It is now clear that for every closed uncountable subset
A of X, its orbit closure in 2X contains the fixed point {X}. Thus the only
non-trivial minimal quasifactors are those whose elements are finite or countable
subsets of X, and every such quasifactor is isomorphic to X. (The quasifactors
of minimal-self-joinings systems or more generally of simple systems are treated
in [13], see also [25] and [16]).

(6) For almost simple (AS) systems it is shown in [14] that every minimal
joining quasifactor is, up to almost 1–1 extension, a quasifactor corresponding
to a group factor.

(7) As was shown above (Proposition 3.7), for every minimal system X (say
with Ellis group A), for any group quasifactor X , the Ellis group B = G(X ) must
contain the τ -closed group AB =

⋂
{βAβ−1 : β ∈ B}. In particular when A is

a normal subgroup of G, it follows that B ⊃ A. Thus in that case every group
quasifactor of X is proximally equivalent to a factor of X.

(8) A quasifactor of a metrizable system is metrizable (separable in the mea-
sure category).

(9) Call a τ -closed group Ametrizable if there exists a metric minimal pointed
system (X,x0) with G(X,x0) = A. Otherwise we say that A is nonmetrizable.
Thus A is nonmetrizable if whenever A = G(X,x0) then the system X is neces-
sarily nonmetrizable. Here are few examples of nonmetrizable groups:

(a) A = {u} is nonmetrizable.
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Proof. If G(X) = {u} for a minimal T -system then the extension M → X

is a proximal extension. Now we have M → K, where K is the Bohr compact-
ification of T . Since K is distal we also have X → K, hence for groups T with
nonmetrizable K, also X is nonmetrizable. �

(b) One can construct uncountably many Chacon-like minimal systems {Xι :
ι ∈ I} such that any finite collection of them is disjoint. Let {Aι : ι ∈ I} be the
corresponding collection of Ellis groups and let X =

∏
Xι. Then G(X) = A =⋂

Aι, is nonmetrizable.

Proof. If G(Y ) = A for some minimal system Y , then for each ι, Aι ⊃ A,
implies that Y extends Xι; whence Y extends X which is nonmetrizable. �

(c) In [5] (Proposition 4.2 and Lemma 4.3) it is shown that the Ellis groups
Ai of the maximal weakly mixing minimal systems, are all nonmetrizable groups.

Claim. If A is a nonmetrizable τ -closed group and X is a metrizable mini-
mal system then A can not appear as Ellis group of a minimal quasifactor of X.

Proof. A quasifactor of a metrizable system is metrizable. �

On the other hand the following results show that a quasifactor can some-
times be surprisingly “remote” from the system itself.

(1) There are minimal weakly mixing systems with minimal non weakly mix-
ing quasifactors In [13] and [25] there is a construction of a (measure) weakly
mixing group extension of a simple system (hence with zero entropy), which
admits an ergodic joining quasifactor having −1 as an eigenvalue. The same
construction yields a minimal topologically weakly mixing system with a mini-
mal, joining quasifactor having the two point system as a factor.

(2) It is shown in [21] that each ergodic system of positive entropy admits
every ergodic system of positive entropy as a quasifactor.

(3) For the (non-minimal) system X = Z ∪ {∞}, the one point compactifi-
cation of Z with the shift, the system 2X is isomorphic to the Bernoulli system
{0, 1}Z.

(4) In [20] a minimal metric system of zero topological entropy is constructed
possessing a minimal joining quasifactor of positive topological entropy. (This is
in contrast to the situation for ergodic measure preserving systems here a quasi-
factor of a zero entropy system has zero entropy as well, [20]).

(5) The systems of Proposition 3.10 above provide examples of a minimal
nonproximal quasifactor of a metric minimal proximal system. And for Z-actions,
an example of a minimal metric X with normal Ellis group A C G and a joining
quasifactor X of X with Ellis group B that does not contain A.
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Problems. Does there exist a minimal metric Z-system (X,T ) with any of
the following properties?

(1) Every minimal metrizable system Y which is not disjoint from X ap-
pears as a quasifactor of X.

(2) For every minimal metrizable system Y which is not disjoint from X

there is a quasifactor Y ∗ ofX which is almost 1–1 equivalent to Y (i.e. Y
and Y ∗ have a common almost 1–1 extension).

(3) For every minimal metrizable system Y which is not disjoint from X

there is a quasifactor Y ∗ of X which is proximally equivalent to Y .
In other words, denoting A = G(X,x0) we want for every metrizable
τ -closed subgroup B ⊂ G with AB 6= G, a quasifactor Y of X with
G(Y ) = B.

One can ask the same questions about joining quasifactors or group quasi-
factors instead of quasifactors.

5. The examples of Proposition 3.10

Our first example will present a minimal action (X,G) of a discrete countable
group G with the following properties

(1) (X,G) is non-proximal and moreover does not admit a nontrivial prox-
imal factor.

(2) (X,G) does not admit a nontrivial incontractible factor.
(3) (X,G) admits a nontrivial minimal proximal quasifactor X .
(4) The minimal proximal system X admits the nonproximal system X as

a quasifactor.

We let X = {0, 1, 2}Z and σ will denote the shift on X. The symmetric
group S3 acts on X by permuting values of the zero coordinate of a point x ∈ X.
For every pair of integers n and m we let τ = τn,m be the homeomorphism of
X defined by (τx)n = xm, (τx)m = xn and (τx)p = xp for p 6∈ {n,m}. We
let G = 〈σ, τn,m, S3 : n,m ∈ Z〉 be the subgroup of homeomorphisms of X
generated by σ, S3 and the various τn,m. Notice that the group generated by the
homeomorphisms τn,m is the group of homeomorphisms given by permutations
of Z with finite support. We call elements of this subgroup τ -permutations.

Clearly every homeomorphism g ∈ G has the property

(∗) ∀x, y ∈ X [xn 6= yn ∀n ∈ Z ⇒ (gx)n 6= (gy)n ∀n ∈ Z].

It can be shown that in fact G is the group of all homeomorphisms ofX satisfying
this property.
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To facilitate our description we introduce the following terminology. Call
a pair of points x, y ∈ X an edge if xn 6= yn for every n ∈ Z. If xn 6= yn for
infinitely many n ∈ Z we say that x and y are opposed.

Claim 1. (X,G) is minimal.

Proof. This is clear already when one considers the action of the subgroup
H = 〈σ, S3〉. �

Claim 2. Every edge is an edge of a unique triangle.

Proof. Clearly an edge{x, y} determines a unique point z such that{x, y, z}
is a triangle; i.e. {x, y}, {x, z} and {z, y} are edges. �

Let 0, 1 and 2 denote the points of X whose coordinates are constantly 0, 1
and 2, respectively.

Claim 3. Given four points {x0, x1, x2, x3} in X, there exists a sequence
gn ∈ G with lim gnx

j ∈ {0,1,2} for j = 0, 1, 2, 3.

Proof. By minimality we can assume that x0 = 0. If there exists j with xj

opposed to 0 (i.e. xj has infinitely many coordinates different from zero) we can
apply a sequence of τ -permutations, elements of S3 and various powers of σ to
the pair {0, xj} to get in the limit the pair {0,1}. Otherwise 0 = x1

n = x2
n = x3

n

for all but finitely many n, and then limk→∞ σkxj = 0 for j = 0, 1, 2, 3. In either
case passing to a further subsequence we now have:

{ lim
n→∞

gnx
j} ⊂ {0,1, y2, y3}

for some y2, y3 ∈ X. If either y2 or y3 has infinitely many coordinates with the
value 2, we can similarly pass to a limit which is a subset of {0,1,2, z3} for some
z3 ∈ X. Otherwise we can pass to a subset of {0,1}. Finally, from {0,1,2, z3}
we can get into {0,1,2}. �

Recall that a subset A of the dynamical system (X,G) is called an almost
periodic set if for every finite subset {x1, . . . , xn} ⊂ A, the point (x1, . . . , xn) is
an almost periodic point of the n-fold product system Xn; i.e the orbit closure
of (x1, . . . , xn) in Xn is minimal.

Claim 4. The maximal almost periodic subsets of X are exactly the triangles.
In particular (X,G) is not proximal.

Proof. Clear from the previous claim and the property (∗) of homeomor-
phisms in G. �
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Claim 5. The collection of triangles X is a minimal proximal quasifactor of
(X,G).

Proof. Clearly the set X of triangles in X is a closed invariant subset
of 2X . From the previous claims it is clear that the triangle {0,1,2} is in the
orbit closure of any other triangle. On the other hand it is also easy to see
that conversely, every triangle is in the orbit closure of {0,1,2}. Thus X is
a minimal quasifactor. Finally if {x0, x1, x2} is an arbitrary triangle then the
set {x0, x1, x2,0,1,2} can be squeezed into {0,1,2}, whence X is a proximal
system. �

Claim 6. The system (X,G) admits no nontrivial proximal factors.

Proof. Suppose π : X → Y is a homomorphism with (Y,G) proximal. First
note that for any triangle {x0, x1, x2} we have π(x0) = π(x1) = π(x2). Next let
x, x′ be distinct points in X. There is a point z ∈ X such that {x, z} is an edge
and z is free of say, zeroes. Likewise there is a point z′ ∈ X such that {x′, z′}
is an edge and z′ is free of ones. Then the chain: {x, z}, {z,0}, {0,1}, {1, z′},
{z′, x′} shows that π(x) = π(x′), so that Y is a one point system. �

Recall that a minimal system (X,G) is called incontractible if for every ε > 0
there exists an ε-dense almost periodic subset of X. An equivalent condition is
that (X,G) admits no nontrivial minimal proximal quasifactor.

Claim 7. The system (X,G) admits no nontrivial incontractible factors.

Proof. Suppose π : X → Y is a homomorphism with (Y,G) incontractible.
Then π({0,1,2}) = Y . Since clearly P [0], the proximal cell of 0, is dense in X,
it follows that {π(0)} = Y . �

Claim 8. Let X be the quasifactor of triangles. Then X is isomorphic to
a quasifactor of X .

Proof. Set, for x ∈ X, Ax = {ξ ∈ X : x ∈ ξ}. Clearly {Ax : x ∈ X} is
a quasifactor of X which is isomorphic to X via the map x 7→ Ax, with inverse
Ax 7→

⋂
{ξ : ξ ∈ Ax} = {x}. �

Our next example is of a similar nature, but with a Lie group as the acting
group. Let G be the closed subgroup of the Lie group GL(4,R) consisting of all
4× 4 matrices of the form(

A 0
0 B

)
and

(
0 A

B 0

)
,

with A,B ∈ GL(2,R). We let G act on the subspace Y of the projective space P3

consisting of the disjoint union of the two one dimensional projective spaces P1,
which are naturally embedded in P3, where P3 is considered as the quotient



Quasifactors of Minimal Systems 367

space of R4 = R2×R2. Call these two copies Y1 and Y2, respectively. There is a
natural projection from (Y,G) onto the two points G-system ({Y1, Y2}, G) and
it is easy to see that the system (Y,G) is a minimal proximal extension of this
two points system. It is also easy to see that the maximal almost periodic sets
of (Y,G) are the sets of the form {y1, y2} with yi ∈ Yi, i = 1, 2. It is now easy
to establish the remaining assertion of the following:

Claim 9. The G-system (Y,G) is a minimal non-proximal system, admitting
the isometric factor which is the “flip” on two points. The system (Y,G) admits
no nontrivial proximal system as a factor.

Let Y be the quasifactor of (Y,G) defined by

Y = {{y1, y2} : yi ∈ Yi, i = 1, 2}.

Again it is easy to check that the system (Y, G) is a minimal and proximal G-
system. Next consider the quasifactor Ŷ of the system (Y, G) which consists of
all closed subsets of Y of the form

Fy = {{y1, y2} ∈ Y : y ∈ {y1, y2}}, y ∈ Y.

We clearly have an isomorphism of G-systems between Y and Ŷ given by y 7→ Fy

(the inverse of this map is given by Fy 7→
⋂
Fy = {y}). We have thus established

the following

Claim 10. The proximal minimal G-system (Y, G) admits a non-proximal
minimal quasifactor (Ŷ , G), isomorphic to the original system (Y,G).

Next we take up the setup of [18] and consider a minimal infinite system
(Z, σ) with Z zero dimensional and σ a homeomorphism of Z. Thus we let
X = Z × Y and consider the subset SG(X) of the Polish group H(X), of self
homeomorphisms of X, given by

SG(X) = {h◦(σ×id)◦h−1 : h ∈ H(X) & ∀z ∈ Z, h({z}×Y ) = {z}×Y, hz ∈ G},

where for such h we write hz for the element of H(Y ) defined by the restriction of
h to the set {z}×Y . Theorems 1 and 3 of [18] assert that under certain assump-
tions on the action of G on Y , there exists a residual subset R of cls SG(X), such
that for each member T ∈ R, the system (X,T ) is minimal and the extension
π : (X,T ) → (Z, σ) is a proximal extension. The requirements on the G-action
on Y are as follows:

(1) (Y,G) is minimal.
(2) For every pair of points y1, y2 ∈ Y there exist neighbourhoods U and V

of y1 and y2, respectively, such that for every ε > 0, there exits g ∈ G

with diam (g(U ∪ V )) < ε.
(3) G is pathwise connected.
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We would like to apply these results to the G-actions (Y,G) and (Y, G) above.
Since these actions are minimal and the action (Y, G) is proximal in the strong
sense stated in (2), we have the requirements (1) and (2) satisfied. However
the requirement (3) is not satisfied, as the topological group G has two path
components. In order to overcome this difficulty, let us go back to the proof
of, say Theorem 1 in [18]. The point where one uses the connectivity of G is
in Lemma 2.1, where the map t 7→ ht, from the finite set {0, 1/n, . . . , n − 1/n}
into G, is extended to a continuous map of I = [0, 1] into G.

Now instead of dealing with one interval I we work here with two disjoint
closed intervals, say I = [0, 1] and J = [2, 3]. The set {h0, h1/n, . . . , h1−1/n} is
then replaced by two sets, {h0, h1/n, . . . , h1−1/n} and {h2, h2+1/n, . . . , h3−1/n},
where the first is contained in the identity path component of G and the second
in the other component. The map t 7→ ht can now be extended to a continuous
map from I ∪ J into G. The proof proceeds as before and we only have to
notice that, since Z is zero dimensional, the map θ̃ :

⋃m−1
i=0 σiK → I ∪ J can be

extended continuously to a map θ̃ : Z → I ∪ J . Lemma 4.1 in [18], needed for
the proof of Theorem 3, is treated similarly.

We first apply our modified Theorem 1 of [18], to obtain a residual subset R
of cls SG(X), such that for each member T ∈ R, the Z-system (X,T ) is minimal.
Next consider for any T ∈ cls SG the corresponding quasifactor (X , T ) of the
system (X,T ), consisting of all subsets of X of the form

X = {{z} × {y1, y2} : z ∈ Z, yi ∈ Yi, i = 1, 2} ⊂ Z × Y.

Applying the modified Theorems 1 and 3 of [18], we obtain a residual subset
of R with the property that for every T in this subset, (X , T ) is minimal and
the extension (X , T ) → (Z, σ) is a proximal extension. Since an extension of
minimal systems preserves Ellis groups if and only if it is a proximal extension,
it follows that A = G(X , ξ0) = G(Z, z0). On the other hand, since (Y,G) is
not proximal, it follows that the extension (X,T ) → (Z, σ) is not a proximal
extension, whence B = G(X,x0) ⊂

6=
A = G(Z, z0).

Finally we form the quasifactor X̂ of the system (X , T ) which consists of all
closed subsets of X of the form:

F(z,y) = {{z} × {y1, y2} ∈ X : y ∈ {y1, y2}}, (z, y) ∈ X.

There is an isomorphism of G-systems between X and X̂ given by (z, y) 7→ F(z,y)

(the inverse of this map is given by F(z,y) 7→
⋂
F(z,y) = {(z, y)}), and we have

thus proved the following:

Claim 11. There exists a residual subset R of cls SG(X), such that for each
member T ∈ R, the Z-systems (X,T ) and (X , T ) are minimal, and the extension
(X , T ) → (Z, σ) is a proximal extension while the extension (X,T ) → (Z, σ) is
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not. Each of these two systems is a quasifactor of the other. In particular,
for the quasifactor (X,T ) of (X , G), denoting A = G(Z, z0) = G(X , ξ0) and
B = G(X,x0), we have B & A, hence B 6⊃ AB = A. If we choose Z to
be a normal system (i.e. a minimal system whose Ellis group is normal; every
regular system is normal, see e.g. [17]), say the dyadic adding machine, we have
B 6⊃ AG = A.
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[28] M. Lemańczyk, F. Parreau and J.-P. Thouvenot, Gaussian automorphisms whose

ergodic self-joinings are Gaussian (to appear).

[29] E. Lindenstrauss, Lowering topological entropy, J. Anal. Math. 67 (1995), 231–267.

[30] D. C. McMahon, Weak mixing and a note on the structure theorem for minimal trans-
formation groups, Illinois J. Math. 20, 186–197.

[31] M. Ratner, Horocycle flows, joinings and rigidity of products, Ann. Math. 118 (1983),
277–313.

[32] D. J. Rudolph, An example of a measure-preserving transformation with minimal self-

joinings and applications, J. Anal. Math. 35 (1979), 97–122..

[33] V. V. Ryzhikov, Joinings, intertwining operators, factors and mixing properties of

dynamical systems, Russian Acad. Izv. Math. 42 (1994), 91–114.

[34] J.-P. Thouvenot, Some properties and applications of joinings in ergodic theory, Pro-

ceedings of the 1993 Alexandria Conferece (K. E. Petersen and I. A. Salama, eds.),
vol. 205, Ergodic Theory and its Connections with Harmonic Analysis, LMS Lecture

Note Series; Cambridge University Press, 1995, pp. 207–238.

[35] W. A. Veech, Point-distal flows, Amer. J. Math. 92 (1970), 205–242.

[36] , A criterion for a process to be prime, Monatsh. Math. 94 (1982), 335–341.

Manuscript received November 17, 2000

Eli Glasner
Mathematics Department

Tel Aviv University

Tel Aviv, ISRAEL

E-mail address: glasner@math.tau.ac.il

TMNA : Volume 16 – 2000 – No 2


