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EXISTENCE AND MULTIPLICITY RESULTS
FOR SEMILINEAR ELLIPTIC EQUATIONS

WITH MEASURE DATA AND JUMPING NONLINEARITIES

Alberto Ferrero — Claudio Saccon

Abstract. We study existence and multiplicity results for semilinear el-

liptic equations of the type −∆u = g(x, u) − te1 + µ with homogeneous

Dirichlet boundary conditions. Here g(x, u) is a jumping nonlinearity, µ is
a Radon measure, t is a positive constant and e1 > 0 is the first eigenfunc-

tion of −∆. Existence results strictly depend on the asymptotic behavior

of g(x, u) as u → ±∞. Depending on this asymptotic behavior, we prove
existence of two and three solutions for t > 0 large enough. In order to find

solutions of the equation, we introduce a suitable action functional It by

mean of an appropriate iterative scheme. Then we apply to It standard re-
sults from the critical point theory and we prove existence of critical points

for this functional.

1. Introduction

Let Ω ⊂ Rn be a connected open bounded domain with smooth boundary
and let n ≥ 2. We denote by M(Ω) the space of Radon measures, i.e. the dual
space of the Banach space C0(Ω) of continuous functions which vanish on the
boundary, endowed with the uniform norm. We study existence and multiplicity
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results for the Dirichlet problem

(1.1)

{
−∆u = g(x, u)− te1 + µ in Ω,

u = 0 on ∂Ω,

where g: Ω× R → R is a Caratheodory function, t > 0, e1 > 0 is the first eigen-
function of −∆ with Dirichlet boundary conditions and µ ∈ M(Ω). In general,
we will denote by λ1 < λ2 ≤ λ3 ≤ . . . the eigenvalues of −∆ with Dirich-
let boundary conditions and by ei the corresponding eigenfunctions normalized
with respect to the L2-norm.

According with [8], [11], [19], by solution of (1.1), we mean a function u ∈
L1(Ω) such that g(x, u) ∈ L1(Ω) and

(1.2)
∫

Ω

−u∆ϕ dx =
∫

Ω

g(x, u)ϕ dx− t

∫
Ω

e1ϕ dx +
∫

Ω

ϕ dµ for all ϕ ∈ C2
0 (Ω)

where C2
0 (Ω) denotes the space of C2 functions which vanish on the boundary.

Existence and nonexistence of solutions for second order semilinear and quasi-
linear elliptic equations with measure data is a widely studied problem, see for
example [4]–[6], [8]. These papers deal with Dirichlet problems of the form

(1.3)

{
−∆u = g(x, u) + µ in Ω,

u = 0 on ∂Ω,

with a nonlinearity g(x, s) essentially satisfying the assumption g(x, s)s ≤ 0 for
large s. In these papers, existence of solutions of (1.3) is obtained by solving the
“regularized” problems

(1.4)

{
−∆um = gm(x, um) + µm in Ω,

um = 0 on ∂Ω,

where gm(x, s) is a suitable sequence of truncated functions of g(x, s) and {µm}
is a sequence of regular functions which converges to µ weakly in the sense of
measures. Assuming suitable growth restrictions at infinity on the nonlinearity
g(x, s), the existence of a solution u of (1.3) follows passing to the limit in (1.4).

Thanks to the sign assumption g(x, s)s ≤ 0, existence of solutions of (1.4) is
obtained via global minimization for the corresponding action functional. There-
fore the results in [4]–[6], [8] deal with the existence of at most one solution of
(1.3) and uniqueness is obtained in [8] assuming that s 7→ g(x, s) is a concave
function.

In [11] some existence and multiplicity results are obtained for problem
(1.3) essentially with a nonlinearity satisfying g(x, s)s ≥ 0 for large s. In [11]
both asymptotically linear and superlinear nonlinearities are considered. In the
asymptotically linear case, suitable nonresonance assumptions are needed in or-
der to obtain existence of at least one solution.
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Other existence results for (1.3) are obtained in [16] when g(x, s) = λs and
µ ∈ L1(Ω).

In the present paper we study problem (1.1) when g(x, s) is asymptotically
linear at infinity but with different asymptotic behavior at +∞ and −∞. In
other words we assume that g(x, s) satisfies the so called “jumping” condition

(1.5)


lim

s→+∞

g(x, s)
s

= α for a.e. x ∈ Ω,

lim
s→−∞

g(x, s)
s

= β for a.e. x ∈ Ω,

with α, β ∈ R and α 6= β. More precisely we assume in our results that the
nonlinearity g(x, s) is a perturbation of the function s 7→ αs+−βs− in the sense
given in (2.1)–(2.2) with s+ = max{s, 0} and s− = −min{s, 0}.

A large number of results about the jumping problem (1.1) were obtained in
the classical case with a function h ∈ L2(Ω) in place of the measure µ, see for
example [2], [3], [9], [10], [13]–[15], [18]. See also [16] for some results concerning
problem (1.1) with µ ∈ L1(Ω). The existence of solutions strictly depends on the
pair (α, β) with α, β as in (1.5) and in particular on their position with respect
to the eigenvalues of −∆.

Our main purpose is to prove multiplicity results for problem (1.1) for any
µ ∈ M(Ω). We study both the cases α < β, α > β and we prove for t large
existence of two and three solutions depending on the pair (α, β). Critical point
theory is the main tool used in our proofs and precisely some extensions [14] of
the classical linking theorem [17].

The main difficulty here is that problem (1.1) does not admit an action
functional defined in the whole Sobolev space H1

0 (Ω) due to the measure term
µ. The functional associated to the Euler–Lagrange equation (1.1) would be

(1.6) Jt(u) =
1
2

∫
Ω

|∇u|2 dx−
∫

Ω

G(x, u) dx + t

∫
Ω

e1u dx−
∫

Ω

u dµ

for all u ∈ H1
0 (Ω) ∩ C0(Ω) with G(x, s) =

∫ s

0
g(x, t) dt. It is clear that the

integral with respect to the measure µ which appears in (1.6) is well defined
for continuous functions which vanish on the boundary but not for all functions
in H1

0 (Ω). In order to overcome this problem, we define in the spirit of [11] a
new functional It obtained from Jt formally by It(u) = Jt(γ + u) − Jt(γ) for a
suitable γ. It is worth noting that γ will not belong to H1

0 (Ω), so Jt(γ + u) and
Jt(γ) do not make sense separately but their difference does. With this definition
the functional It is defined in the whole H1

0 (Ω) and its critical points w are such
that u = w + γ is a solution of (1.1).

In order to obtain multiplicity results for (1.1), the first attempt is to apply
the well known classical variational results for jumping type problems to the
functional It. A main difficulty in this family of problems is the verification
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of the Palais–Smale condition. If the pair (α, β) does not belong to the Fucik
spectrum

ΣΩ = {(α, β) ∈ R2 : there exists u ∈ H1
0 (Ω)\{0} such that −∆u = αu+−βu−}

then it is standard to see that the Palais–Smale condition holds for It for any
t ∈ R. Unfortunately the Fucik spectrum is still widely unknown (see [10], [12]
for some results concerning ΣΩ) so that this condition is very difficult to check.
In the case µ ∈ L2(Ω) [14] proved that the Palais–Smale condition holds true
for t large without assuming that (α, β) /∈ ΣΩ. This result can be extended to
our case, provided µ is a nonnegative Radon measure and g(x, s) = αs+ − βs−.
Hence, in this particular case one can prove directly the existence of two or three
critical points for It applying for example the results in [14] (see Section 8).

When µ ∈ M(Ω) is a sign changing measure, we do not apply critical point
theory directly to the functional It but we introduce a sequence of regular func-
tions {µm} such that µm ⇀ µ weakly in the sense of measures and we define
the corresponding functionals J

(m)
t and I

(m)
t (u) = J

(m)
t (γ(m) + u)− J

(m)
t (γ(m))

for a suitable function γ(m) depending on the measure µm. Here J
(m)
t is defined

by (1.6) with µm in place of µ. We show that the functionals I
(m)
t satisfy the

Palais–Smale condition for any t > t0 where t0 is a positive number independent
of m. Then we prove existence of two or three critical points for I

(m)
t at different

levels and we show that these critical points converge as m → ∞ to distinct
critical points for the limit functional It. The existence of solutions of (1.1) then
follows immediately.

This paper is organized as follows. In Section 2 we give the statements of
the main results the first two of which are devoted to the case α < β and the
other two to the case α > β. Then in Section 3 we define the main tools which
will be fundamental in the proofs. Sections 4–5 and Sections 6–7 are devoted
to the proofs of existence of two and three solutions for (1.1) respectively in the
cases α < β and α > β. Finally in Section 8 we give an alternative proof to our
results when µ is a nonnegative Radon measure.

2. Main results

Suppose that there exist α, β ∈ R such that

g(x, s) = αs+ − βs− + δ(x, s)(2.1)

|δ(x, s)| ≤ a(x) ∈ Lp(Ω) for a.e. x ∈ Ω, for all s ∈ R(2.2)

with p > (n/2). Note that under the assumptions (2.1)–(2.2) the function g(x, s)
also satisfies (1.5).
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We recall that by a solution of (1.1) we mean a function u ∈ L1(Ω) such that
g(x, u) ∈ L1(Ω) and

(2.3)
∫

Ω

−u∆ϕ dx =
∫

Ω

g(x, u)ϕ dx− t

∫
Ω

e1ϕ dx+
∫

Ω

ϕ dµ for all ϕ ∈ C2
0 (Ω).

Note that if u ∈ L1(Ω) then the fact that g(x, u) ∈ L1(Ω) follows immediately
by (2.1) and (2.2).

Moreover by Theorem 8.1 in [19], it follows that any solution u of (2.3)
belongs to the Sobolev space W 1,q

0 (Ω) for any q < n/(n− 1) so that all solutions
found in our results have this regularity.

We introduce some notations. We endow the Hilbert space H1
0 (Ω) with the

scalar product defined by

(u, v) =
∫

Ω

∇u∇v dx for all u, v ∈ H1
0 (Ω).

For any index i ≥ 1 we set Hi = span{e1, . . . , ei} and H⊥
i = {u ∈ H1

0 (Ω) :
(u, v) = 0 for all v ∈ Hi}. We recall that λ1 < λ2 ≤ λ3 ≤ . . . denote the eigen-
values of −∆ and that ei denote the corresponding eigenfunctions normalized
with respect to the L2-norm. In the rest of the paper we introduce the following
notations for balls and spheres in Hi and H⊥

i :

B−
i (ρ) = {v ∈ Hi : ‖v‖H1

0
≤ ρ}, S−i (ρ) = {v ∈ Hi : ‖v‖H1

0
= ρ},

B+
i (ρ) = {v ∈ H⊥

i : ‖v‖H1
0
≤ ρ}, S+

i (ρ) = {v ∈ H⊥
i : ‖v‖H1

0
= ρ}.

For any α, β ∈ R let us set, for any v ∈ H1
0 (Ω),

Qα(v) =
1
2

∫
Ω

(|∇v|2 − αv2) dx

and Qα,β(v) =
1
2

∫
Ω

(|∇v|2 − α(v+)2 − β(v−)2) dx.

We start with the case β > α. According with [14], for any index i ≥ 1 we
introduce the numbers

Mi(α, β) = sup
v∈Hi

{
Qα(v) +

1
2
(α− β)

∫
Ω

((e1 + v)−)2 dx

}
,(2.4)

(2.5) mi(ρ, α, β) = inf
w∈S+

i (ρ)

{
Qα(w) +

1
2
(α− β)

∫
Ω

((e1 + w)−)2 dx

}
and the set

(2.6) Ei = {(α, β) ∈ R2 : α < β, there exists ρi > 0

such that Mi(α, β) < mi(ρi, α, β)}.
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Finally, for i ≥ 1 and e ∈ H⊥
i \ {0} we define

Σ−i (e) = {z = σe + v : ‖z‖H1
0

= 1, v ∈ Hi, σ ≥ 0},

αi+1 = sup
{ ∫

Ω

|∇v|2 dx : v ∈ Hi,

∫
Ω

v2 dx = 1, v ≥ 0
}

,

µi+1(α) = inf
{

β ∈ R : inf
e∈H⊥i \{0}

max
z∈Σ−i (e)

Qα,β(z) < 0
}

.

One can easily check that α2 = λ1, αi+1 ∈ [λ1, λi) and that the function α 7→
µi+1(α) is finite if and only if α > αi+1, see Lemma 4.12 in [14] for more details.
In our first result we prove existence of two solutions for (1.1).

Theorem 2.1. Let n ≥ 2 and µ ∈M(Ω). Let i ≥ 1 be such that λi < λi+1.
Assume that g(x, s) satisfies (2.1)–(2.2). If α ∈ [λi, λi+1) and β > µi+1(α)
(⇒ β > α) then there exists t0 > 0 such that (1.1) admits at least two solutions
for any t > t0.

Before the statement of the next result we point out the following fact taken
from [14]:

Remark 2.2. Let k ≥ j ≥ 2 be such that λj−1 < λj = . . . = λk < λk+1.
Then the set of the pairs (α, β) such that (α, β) ∈ Ek ∩ Ej−1 and β > µk+1(α)
is an open nonempty set.

Thanks to Remark 2.2, the statement of the next result becomes meaningful.

Theorem 2.3. Let n ≥ 2 and let µ ∈ M(Ω). Let k ≥ j ≥ 2 be such that
λj−1 < λj = . . . = λk < λk+1. Assume that g(x, s) satisfies (2.1)–(2.2). If
(α, β) ∈ Ek ∩ Ej−1 and β > µk+1(α) (⇒ β > α) then there exists t0 > 0 such
that (1.1) admits at least three solutions for any t > t0.

Now we consider the case α > β. We define

Ni(ρ, α, β) = sup
v∈S−i (ρ)

{
Qα(v) +

1
2
(α− β)

∫
Ω

((e1 + v)−)2 dx

}
,(2.7)

ni(α, β) = inf
w∈H⊥i

{
Qα(w) +

1
2
(α− β)

∫
Ω

((e1 + w)−)2 dx

}
(2.8)

and the set

(2.9) Fi = {(α, β) ∈ R2 : α > β, there exists ρi > 0

such that Ni(ρi, α, β) < ni(α, β)}.

Finally, for i ≥ 1 and e ∈ Hi \ {0} we define

Σ+
i (e) = {z = σe + w : ‖z‖H1

0
= 1, w ∈ H⊥

i , σ ≥ 0},

νi(α) = sup
{

β ∈ R : sup
e∈Hi\{0}

inf
z∈Σ+

i (e)
Qα,β(z) > 0

}
.
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The map α 7→ νi(α) is defined for any α ∈ R as one can see by Lemma 6.5 in [14].
We prove

Theorem 2.4. Let n ≥ 2 and µ ∈M(Ω). Let i ≥ 1 be such that λi < λi+1.
Assume that g(x, s) satisfies (2.1)–(2.2). If α ∈ (λi, λi+1] and β < νi(α) (⇒ β <

α) then there exists t0 > 0 such that (1.1) admits at least two solutions for any
t > t0.

As in the case β > α, before the statement of the next result concerning the
existence of three solutions, we point out the following fact taken from [14]:

Remark 2.5. Let k ≥ j ≥ 2 be such that λj−1 < λj = . . . = λk < λk+1.
Then the set of the pairs (α, β) such that (α, β) ∈ Fk ∩Fj−1 and β < νj−1(α) is
an open nonempty set.

Then we establish

Theorem 2.6. Let n ≥ 2 and let µ ∈ M(Ω). Let k ≥ j ≥ 2 be such that
λj−1 < λj = . . . = λk < λk+1. Assume that g(x, s) satisfies (2.1)–(2.2). Let
α > λ1. If (α, β) ∈ Fk ∩ Fj−1 and β < ν j − 1(α) (⇒ β < α) then there exists
t0 > 0 such that (1.1) admits at least three solutions for any t > t0.

�λj−1 λj=λk λk+1 λn

2 3

2 3νj−1

µj−1 νj

2 3

2 µj νk+1
2

2 µk+1

2

3 3 2

Figure 1. Multiplicity map for the solutions
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3. Preliminary results

Consider the equation

(3.1)

{
−∆u = g(x, u)− te1 + µ in Ω,

u = 0 on ∂Ω,

where g(x, s) satisfies (2.1)–(2.2) and µ ∈M(Ω).
Let v1 be the unique solution of

(3.2)

{
−∆v1 = µ in Ω,

v1 = 0 on ∂Ω,

and by iteration define for k = 1, 2, . . .

(3.3)

 −∆vk+1 = g

(
x,

k∑
i=1

vi

)
− g

(
x,

k−1∑
i=1

vi

)
in Ω,

vk+1 = 0 on ∂Ω.

The functions vk are well defined in view of (2.1)–(2.2) and Theorem 8.1 in [19].
Moreover, for any k ≥ 1 they satisfy

(3.4) vk ∈ Lq(Ω) for all q ≥ 1 if n = 2 and all q ∈
[
1,

n

n− 2

)
if n > 2.

Suppose that u is a solution of (3.1). We introduce the functions uk+1 = uk−vk+1

for k = 0, 1, 2, . . . where u0 = u. Then uk+1 solves

(3.5)

 −∆uk+1 = g

(
x, uk+1 +

k+1∑
i=1

vi

)
− g

(
x,

k∑
i=1

vi

)
− te1 in Ω,

uk+1 = 0 on ∂Ω.

Let γk =
∑k

i=1 vi for k ≥ 1 and γ0 = 0. For k ≥ 1, introduce the function
hk(x, s) defined by

(3.6) hk(x, s) = g(x, s + γk)− g(x, γk) for all x ∈ Ω and all s ∈ R

and the function fk defined by

(3.7) fk = g(x, γk)− g(x, γk−1).

Then, by adding and subtracting g(x, γk+1) in (3.5), we see that w = uk+1 solves

(3.8)

{
−∆w = hk+1(x, w)− te1 + fk+1 in Ω,

w = 0 on ∂Ω.

We recall that by a solution of (3.8) we mean a function w ∈ L1(Ω) such that
hk+1(x,w) ∈ L1(Ω) and, for all ϕ ∈ C2

0 (Ω),∫
Ω

−w∆ϕ dx =
∫

Ω

hk+1(x,w)ϕ dx− t

∫
Ω

e1ϕ dx +
∫

Ω

fk+1ϕ dx.

Then we prove
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Lemma 3.1. Let n ≥ 2 and assume that g(x, s) satisfies (2.1)–(2.2). Then
there exists N ∈ N such that vN ∈ L∞(Ω) and fN ∈ Lp(Ω) with p as in (2.2).

Proof. By (2.1)–(2.2) we have

(3.9) |g(x, γk)− g(x, γk−1)| ≤ max{|α|, |β|}|vk|+ 2a(x)

for almost every x ∈ Ω and for all k = 1, 2, . . . with a(x) ∈ Lp(Ω) and p > n/2.
By (3.4) we may suppose that vk ∈ Lqk(Ω) for some qk > 1 and some k ≥ 1.

Case 1. If qk > n/2 then we are done. Indeed by (3.3), (3.9), elliptic
regularity [1] and Sobolev embedding we obtain vk+1 ∈ W 2,qk(Ω) ⊂ L∞(Ω).

Case 2. If qk = n/2 with the same procedure we arrive to vk+1 ∈ W 2,qk(Ω) ⊂
Lq(Ω) for any q ≥ 1 and with another iteration we obtain vk+2 ∈ L∞(Ω).

Case 3. If qk < n/2, as in Cases 1–2, we obtain vk+1 ∈ W 2,qk(Ω) ⊂ Lqk+1(Ω)
with qk+1 = (nqk)/(n− 2qk). After a finite number of iterations we find k ∈ N
such that qk ≥ n/2 and applying Case 1 or Case 2 we obtain vk+2 ∈ L∞(Ω).
Choosing N = k + 2 we obtain vN ∈ L∞(Ω).

The fact that fN ∈ Lp(Ω) follows immediately by (3.7), (3.9) and the fact
that vN ∈ L∞(Ω). �

From now on we fix N ∈ N as given by Lemma 3.1. By (2.1)–(2.2) we have

(3.10) |hN (x, s)| = |g(x, γN + s)− g(x, γN )| ≤ max{|α|, |β|}|s|+ 2a(x)

for all s ∈ R and for almost every x ∈ Ω and hence in view of Lemma 3.1, we
can look for solutions of the problem

(3.11)

{
−∆w = hN (x,w)− te1 + fN in Ω,

w = 0 on ∂Ω,

in the space H1
0 (Ω). Therefore by a solution of (3.11) we mean a function w ∈

H1
0 (Ω) such that∫
Ω

∇w∇z dx =
∫

Ω

hN (x,w)z dx− t

∫
Ω

e1z dx +
∫

Ω

fNz dx for all z ∈ H1
0 (Ω).

Conversely if we find a solution w ∈ H1
0 (Ω) of (3.11) for a suitable t then it is

easy to see that the function u = w + γN solves (3.1) in the sense given in (1.2).
By (2.1), (2.2) and (3.6) we see that the function hN (x, s) satisfies

(3.12)


lim

s→∞

hN (x, s)
s

= α for a.e. x ∈ Ω,

lim
s→−∞

hN (x, s)
s

= β for a.e. x ∈ Ω.

Introduce the functional

(3.13) IN,t(u) =
1
2

∫
Ω

|∇u|2dx−
∫

Ω

HN (x, u) dx + t

∫
Ω

e1u dx−
∫

Ω

fNu dx
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for all u ∈ H1
0 (Ω) where HN (x, s) =

∫ s

0
hN (x, t) dt. Then by Lemma 3.1 and

(3.10) we deduce that IN,t ∈ C1(H1
0 (Ω)) for any t ∈ R and its critical points

solve problem (3.11).

4. Proof of Theorem 2.1

In the rest of this section we assume that g(x, s) satisfies (2.1)–(2.2). Given
µ ∈M(Ω), we introduce a sequence {µm} ⊂ L2(Ω) such that µm ⇀ µ weakly in
the sense of measures as m →∞. Applying the same iterative scheme introduced
in (3.2), (3.3), (3.6) and (3.7) with µm in place of µ, we define the functions
v
(m)
k , γ

(m)
k , h

(m)
k (x, s), H

(m)
k (x, s) and f

(m)
k .

Next we define the sequence of functionals given by

I
(m)
N,t (u) =

1
2

∫
Ω

|∇u|2dx−
∫

Ω

H
(m)
N (x, u)dx + t

∫
Ω

e1u dx−
∫

Ω

f
(m)
N u dx

for all u ∈ H1
0 (Ω). Our purpose is to prove the existence of a sequence of critical

points wm of the functional I
(m)
N,t . First we show that the functionals I

(m)
N,t satisfy

the Palais–Smale condition for any large t uniformly with respect to m.
We recall that a functional I satisfies the Palais–Smale condition if any se-

quence {uk} such that

I ′(uk) → 0 in H−1(Ω), |I(uk)| ≤ C for all k

admits a strongly convergent subsequence in H1
0 (Ω).

We start with the following preliminary lemma

Lemma 4.1. Let α 6= β or (α, β) 6= (λi, λi) for any i > 1. Then for any
M > 0 there exists t > 0 such that for any t > t any solution z ∈ H1

0 (Ω) of

(4.1) −∆z = αz+ − βz−

which satisfies

(4.2)
∣∣∣∣t ∫

Ω

e1z dx

∣∣∣∣ ≤ M‖z‖L∞

is identically equal to zero. We recall that by elliptic regularity estimates, ‖z‖L∞

< ∞ for any solution z ∈ H1
0 (Ω) of (4.1).

Proof. Suppose by contradiction that there exist tk →∞, zk∈H1
0 (Ω)\{0}

such that (4.1)–(4.2) hold respectively with tk, zk in place of t, z. Then (4.2)
becomes

(4.3)
∣∣∣∣tk ∫

Ω

e1zk dx

∣∣∣∣ ≤ M‖zk‖L∞ .

Replacing zk with zk/‖zk‖H1
0

if necessary, we may suppose that ‖zk‖H1
0

= 1 and,
up to a subsequence, that zk ⇀ z in H1

0 (Ω). Since the functions zk solve the
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equation (4.1), by compact embedding H1
0 (Ω) ⊂ Lq(Ω) for any q ∈ [1,∞) if n = 2

and for any q ∈ [1, 2n/(n− 2)) if n > 2, by elliptic regularity estimates [1] we
deduce that zk → z in W 2,q(Ω) with q in the given range. If n > 2 after a finite
number of iterations which involve Sobolev embeddings and elliptic regularity
estimates we also obtain zk → z in W 2,q(Ω) for any q ∈ [1,∞). Therefore for
any n ≥ 2 by Sobolev embedding we obtain zk → z in L∞(Ω) and hence the
right hand side of (4.3) is bounded. Since tk →∞, this implies

(4.4)
∫

Ω

e1z dx = lim
k→∞

∫
Ω

e1zk dx = 0.

If α = β and α, β do not belong to the spectrum of −∆, since z solves (4.1) it
follows that z ≡ 0. If α = β = λ1 by (4.1) and (4.4) we obtain z ≡ 0. If α 6= β

we proceed as follows. By (4.4) we obtain

(4.5)
∫

Ω

z+e1 dx =
∫

Ω

z−e1 dx

and since z ∈ H1
0 (Ω) solves (4.1) we also have

(4.6)
∫

Ω

(αz+ − βz−)e1 dx =
∫

Ω

∇z∇e1 dx = λ1

∫
Ω

e1z dx = 0.

Since α 6= β, combining (4.5) and (4.6) we obtain z ≡ 0.
On the other hand we just proved before that zk → z in W 2,q(Ω) for any

q ∈ [1,∞) and in particular zk → z in H1
0 (Ω). Since ‖zk‖H1

0
= 1 for any k we

obtain ‖z‖H1
0

= 1, a contradiction with z ≡ 0. �

We are ready to prove the following

Lemma 4.2. There exists t > 0 such that for any t > t and any m ∈ N then
the functional I

(m)
N,t satisfies the Palais–Smale condition.

Proof. Suppose that {uk} is a Palais–Smale sequence for the functional
I
(m)
N,t . Suppose by contradiction that {uk} is not bounded in H1

0 (Ω). Up to
a subsequence we may assume that ‖uk‖H1

0
→ ∞ as k → ∞. Define ûk =

uk/‖uk‖H1
0

so that {ûk} is bounded in H1
0 (Ω) and assume up to a subsequence

that ûk ⇀ û in H1
0 (Ω). Since {uk} is a Palais–Smale sequence then (I(m)

N,t )′(uk) →
0 in H−1(Ω) as k →∞ and in particular for any w ∈ H1

0 (Ω) we have

(4.7) 0 = lim
k→∞

〈(I(m)
N,t )′(uk), w〉
‖uk‖H1

0

= lim
k→∞

( ∫
Ω

∇ûk∇w dx

−
∫

Ω

h
(m)
N (x, uk)
‖uk‖H1

0

w dx + t

∫
Ω

e1

‖uk‖H1
0

w dx−
∫

Ω

f
(m)
N

‖uk‖H1
0

w dx

)
.
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By (3.10), (3.12) and dominated convergence we deduce that

h
(m)
N (x, uk)
‖uk‖H1

0

w → (αû+ − βû−)w in L1(Ω) as k →∞ for all w ∈ H1
0 (Ω).

And this with (4.7) implies that û ∈ H1
0 (Ω) is a solution of (4.1) and hence

∈̂L∞(Ω).
Define

ϕ(m)(x, s) = δ(x, s + γ
(m)
N )− δ(x, γ

(m)
N )

and

Φ(m)(x, s) =
∫ s

0

ϕ(m)(x, t) dt.

Since {uk} is a Palais–Smale sequence with ‖uk‖H1
0
→∞ and ûk ⇀ û in H1

0 (Ω),
by (2.1)–(2.2) we have

(4.8) 0 = lim
k→∞

2I
(m)
N,t (uk)− 〈(I(m)

N,t )′(uk), uk〉
‖uk‖H1

0

= lim
k→∞

−α

∫
Ω

[(
ûk +

γ
(m)
N

‖uk‖H1
0

)+

γ
(m)
N − (γ(m)

N )+ûk −
((γ(m)

N )+)2

‖uk‖H1
0

]
dx

+ lim
k→∞

−β

∫
Ω

[
−

(
ûk+

γ
(m)
N

‖uk‖H1
0

)−
γ

(m)
N +(γ(m)

N )−ûk−
((γ(m)

N )−)2

‖uk‖H1
0

]
dx

− lim
k→∞

1
‖uk‖H1

0

∫
Ω

[2Φ(m)(x, uk)− ϕ(m)(x, uk)uk] dx

+ lim
k→∞

(
−

∫
Ω

f
(m)
N ûk dx + t

∫
Ω

e1ûk dx

)
= − α

∫
Ω

[û+γ
(m)
N − (γ(m)

N )+û] dx− β

∫
Ω

[−û−γ
(m)
N + (γ(m)

N )−û] dx

−
∫

Ω

f
(m)
N û dx + t

∫
Ω

e1û dx

− lim
k→∞

1
‖uk‖H1

0

∫
Ω

[2Φ(m)(x, uk)− ϕ(m)(x, uk)uk] dx.

The last identity is an immediate consequence of the fact that γ
(m)
N ∈ L2(Ω) and

f
(m)
N ∈ Lp(Ω) with p as in (2.2).

Since û ∈ L∞(Ω) and since by Theorem 8.1 in [19] and Lemma 3.1, we have
that the sequences {γ(m)

N } and {f (m)
N } are bounded in L1(Ω), the we obtain

(4.9)
∣∣∣∣α ∫

Ω

[û+γ
(m)
N − (γ(m)

N )+û] dx

+ β

∫
Ω

[
− û−γ

(m)
N + (γ(m)

N )−û

]
dx +

∫
Ω

f
(m)
N û dx

∣∣∣∣
≤ 2(α + β)‖γ(m)

N ‖L1‖ût‖L∞ + ‖f (m)
N ‖L1‖û‖L∞ ≤ M‖û‖L∞
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for a suitable M > 0 independent of m.
On the other hand by (2.1)–(2.2) we also have

(4.10)
∣∣∣∣ lim

k→∞

1
‖uk‖H1

0

∫
Ω

[2Φ(m)(x, uk)− ϕ(m)(x, uk)uk] dx

∣∣∣∣
≤ 6

∫
Ω

a (x) |û| dx ≤ 6 ‖a‖L1 ‖û‖L∞ .

Inserting (4.9) and (4.10) into (4.8) we obtain∣∣∣∣t ∫
Ω

e1û dx

∣∣∣∣ ≤ (M + 6‖a‖L1)‖û‖L∞ .

Therefore Lemma 4.1 applies and hence there exists t > 0 independent of m such
that if t > t then û ≡ 0. Then by compact embedding H1

0 (Ω) ⊂ Lq(Ω) we deduce
that ûk → 0 in Lq(Ω) for any q ≥ 1 if n = 2 and for any q ∈ [1, 2n/(n− 2)) if
n > 2. Therefore, since {uk} is Palais–Smale sequence we obtain by (3.1) and
Lemma 3.1

0 = lim
k→∞

I
(m)
N,t (uk)
‖uk‖2H1

0

=
1
2
− lim

k→∞

1
‖uk‖2H1

0

∫
Ω

H
(m)
N (x, uk) dx

+ lim
k→∞

(
t

‖uk‖H1
0

∫
Ω

e1ûk dx− 1
‖uk‖H1

0

∫
Ω

f
(m)
N ûk dx

)
=

1
2

a contradiction. This proves that {uk} is bounded and converges weakly in
H1

0 (Ω) up to a subsequence.
Then by (3.10) it follows by standard arguments that {uk} converges strongly

in H1
0 (Ω) up to a subsequence. This completes the proof of the lemma. �

Next we prove that the functionals I
(m)
N,t have a linking structure for large t

uniformly with respect to m. First we prove the following technical lemma.

Lemma 4.3. Let Γ(m)(x, s) = H
(m)
N (x, s)+f

(m)
N s− (α/2)(s+)2− (β/2)(s−)2.

Then for any ε > 0 there exists M > 0 independent of m such that∫
Ω

|Γ(m)(x, u)| dx ≤ ε‖u‖2H1
0

for all ‖u‖H1
0

> M and all m ∈ N.

Proof. Suppose by contradiction that there exist ε > 0, a sequence {uk}
with ‖uk‖H1

0
→∞ and a sequence mk →∞ such that

(4.11)
∫

Ω

|Γ(mk)(x, uk)|dx > ε‖uk‖2H1
0
.

Define ûk = uk/‖uk‖H1
0

and assume up to a subsequence that ûk ⇀ u in H1
0 (Ω).

Since γ
(mk)
N converges almost everywhere in Ω as k →∞ then by (2.1)–(2.2) one

sees that
Γ(mk)(x, uk)
‖uk‖2H1

0

→ 0 for a.e. x ∈ Ω as k →∞.
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On the other hand, by compact embedding H1
0 (Ω) ⊂ L2(Ω) we have ûk → u in

L2(Ω) and by the proof of Lemma 3.1 we obtain f
(mk)
N → fN in Lp(Ω) with p as

in (2.2). And this with (3.10) yields∣∣∣∣Γ(mk)(x, uk)
‖uk‖2H1

0

∣∣∣∣ ≤ max{|α|, |β|}(ûk(x))2

+
2a(x)|ûk(x)|
‖uk‖H1

0

+
|f (mk)

N (x)||ûk(x)|
‖uk‖H1

0

≤ η(x) ∈ L1(Ω)

for almost every x ∈ Ω and for all k ∈ N. By dominated convergence we deduce
that

lim
k→∞

∫
Ω

∣∣∣∣Γ(mk)(x, uk)
‖uk‖2H1

0

∣∣∣∣ dx = 0

which contradicts (4.11). �

Arguing as in [14] we establish

Lemma 4.4. Let i ≥ 1 be such that λi < λi+1. Let α, β be such that β >

α > λ1. For any t > 0 define st = t/(α− λ1). For any ε > 0 small enough there
exists d > 0 such that:

(a) For any ρ > 0, t > 0 and m ∈ N we have

(4.12) inf
w∈S+

i (ρst)
{I(m)

N,t (ste1 + w)− I
(m)
N,t (ste1)}

≥ s2
t (mi(ρ, α, β)− 3ελ1 − 2ερ2)− d.

(b) If Mi(α, β) < ∞ then there exists C > 0 such that for any t > 0 and
m ∈ N we have

(4.13) sup
v∈Hi

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)} ≤ s2

t (Mi(α, β) + 3ελ1 + εC) + d.

(c) If we assume that α ∈ (αi+1, λi+1) and β > µi+1(α) then there exist
σi > 0, t > 0, e ∈ H⊥

i \ {0} all independent of m such that for any
σi > σi, t > t and m ∈ N, we have

(4.14) sup
v∈σitΣ

−
i (e)

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)} ≤ 0.

Proof. We follow closely the proof of Lemma 4.5 in [14]. For any z ∈ H1
0 (Ω)

let u = z/st. We write

(4.15) I
(m)
N,t (ste1 + z)− I

(m)
N,t (ste1)

= s2
t{Qα(u) +

α− β

2

∫
Ω

((e1 + u)−)2 dx}+ R(m)(t, z)

= s2
t{Qα,β(u) +

α− β

2

∫
Ω

[((e1 + u)−)2 − (u−)2] dx}+ R(m)(t, z)
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where R(m)(t, z) =
∫
Ω
[Γ(m)(x, ste1)− Γ(m)(x, ste1 + z)] dx with Γ(m)(x, s) as in

Lemma 4.3.
Then by Lemma 4.3 we infer that for any ε > 0 there exists d > 0 independent

of m such that

(4.16) |R(m)(t, z)| ≤ ε(‖ste1 + z‖2H1
0

+ ‖ste1‖2H1
0
) + d for all z ∈ H1

0 (Ω).

(a) Choosing z = w ∈ H⊥
i with ‖w‖H1

0
= ρst, by (2.5), (4.15) and (4.16) we

immediately obtain (4.12).
(b) Since Mi(α, β) < ∞ then by Lemma 5.1(b2) in [14] we have

c = − max
v∈S−i (1)

Qα,β(v) > 0

so that by (4.15) and (4.16), it follows that for any v ∈ Hi

(4.17) I
(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)

≤ −c‖v‖2H1
0

+ (β − α)
∫

Ω

ste1v
−dx + 3ελ1s

2
t + 2ε‖v‖2H1

0
+ d

and, by (2.4), we also have

(4.18) I
(m)
N,t (ste1 + v)− I

(m)
N,t (ste1) ≤ s2

t Mi(α, β) + 3ελ1s
2
t + 2ε‖v‖2H1

0
+ d.

Using (4.17) with ‖v‖H1
0
≥ st((β − α)/(

√
λ1(c− 2ε))) we obtain

(4.19) I
(m)
N,t (ste1 + v)− I

(m)
N,t (ste1) ≤ 3ελ1s

2
t + d

and using (4.18) with ‖v‖H1
0
≤ st((β − α)/(

√
λ1(c− 2ε))) we also have

(4.20) I
(m)
N,t (ste1 + v)− I

(m)
N,t (ste1) ≤ s2

t

(
Mi(α, β)+3ελ1 +2ε

(β − α)2

λ1(c− 2ε)2

)
+ d.

Since Mi(α, β) ≥ 0 then by (4.19) we deduce that (4.20) holds for any v ∈ Hi.
(c) Since β > µi+1(α) then there exists e ∈ H⊥

i \ {0} such that −c =
maxΣ−i (e) Qα,β < 0. Then by (4.15) and (4.16) we obtain for v ∈ σitΣ−i (e)

I
(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)

≤ s2
t

(
− c

∥∥∥∥ v

st

∥∥∥∥2

H1
0

+ (β − α)
∫

Ω

e1
v−

st
dx + 3ελ1 + 2ε

∥∥∥∥ v

st

∥∥∥∥2

H1
0

)
+ d.

Therefore, if ε is small enough and ‖v/st‖H1
0

= σi(α − λ1) and st are large
enough, then (4.14) follows. �

In the next lemma we prove that the functionals I
(m)
N,t have the geometrical

structure “links and bounds” described in [14] for large t uniformly with re-
spect to m and we prove that they admit at least two critical points under this
restriction on t.
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Lemma 4.5. Let i ≥ 1 be such that λi < λi+1. Let (α, β) ∈ Ei (⇒ β > α) be
such that α ∈ (αi+1, λi+1) and β > µi+1(α). For any t > 0 let st = t/(α− λ1).
Then there exist ρi > 0, t0 > 0, e ∈ H⊥

i \ {0}, σi > ρi/(α− λ1) all independent
of m such that if σi > σi, t > t0 and m ∈ N then I

(m)
N,t admits two critical points

w1,m, w2,m, respectively at levels c1,m, c2,m with

(4.21) inf
z∈B+

i (ρist)
I
(m)
N,t (ste1 + z) ≤ c2,m ≤ sup

Σ−i

I
(m)
N,t

< inf
z∈S+

i (ρist)
I
(m)
N,t (ste1 + z) ≤ c1,m ≤ sup

∆−i

I
(m)
N,t

where

Σ−i = {ste1 + v : v ∈ B−
i (σit)} ∪ {ste1 + v : v ∈ σitΣ−i (e)},

∆−
i = {z = v + σe : v ∈ Hi, σ ≥ 0, ‖z‖H1

0
≤ σit}.

Proof. Since (α, β) ∈ Ei by (2.6) (see also Lemma 5.1(d) in [14]) it follows
that there exists ρi > 0 small enough such that mi(ρi, α, β) > Mi(α, β) ≥ 0 so
that if we choose ε > 0 small enough and t > 0 large enough in (4.12)–(4.13),
we obtain

inf
w∈S+

i (ρist)
{I(m)

N,t (ste1 + w)− I
(m)
N,t (ste1)} > 0,(4.22)

sup
v∈Hi

I
(m)
N,t (ste1 + v) < inf

w∈S+
i (ρist)

I
(m)
N,t (ste1 + w).(4.23)

By (4.14), (4.22) and (4.23) we also obtain

(4.24) sup
Σ−i

I
(m)
N,t < inf

z∈S+
i (ρist)

I
(m)
N,t (ste1 + z) for all m ∈ N.

By Lemma 4.2 we infer that there exists t > 0 such that for any t > t and any
m ∈ N the functional I

(m)
N,t satisfies the Palais–Smale condition. We may choose

t0 ≥ t large enough so that also (4.24) holds true. Now the existence of two
critical points and the estimates in (4.21) follows immediately from Theorem 8.2
in [14]. �

The next step is to prove that any sequence of critical points {wm} of I
(m)
N,t

such that I
(m)
N,t (wm) is uniformly bounded with respect to m, admits a subse-

quence strongly convergent in H1
0 (Ω).

Lemma 4.6. Let {wm} be a sequences of critical points for I
(m)
N,t such that

I
(m)
N,t (wm) is bounded. Then there exists w ∈ H1

0 (Ω) such that wm → w strongly
in H1

0 (Ω) up to a subsequence. Moreover, w is a critical point for IN,t.

Proof. First we prove that {wm} is bounded in H1
0 (Ω). Suppose by con-

tradiction that {wm} is not bounded in H1
0 (Ω) and assume up to a subsequence
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that ‖wm‖H1
0
→ ∞. Let ŵm = wm/(‖wm‖H1

0
) so that we may assume up to a

subsequence that ŵm ⇀ ŵ in H1
0 (Ω). Since wm is a critical point for I

(m)
N,t then

ŵm ∈ H1
0 (Ω) solves the equation

−∆ŵm =
h

(m)
N (x, wm)
‖wm‖H1

0

− t
e1

‖wm‖H1
0

+
f

(m)
N

‖wm‖H1
0

in H−1(Ω).

By (3.4) and the proof of Lemma 3.1 we infer that

γ
(m)
i → γi in Lq(Ω)(4.25)

for all q ∈ [1,∞) if n = 2,

for all q ∈ [1, n/(n− 2)) if n > 2,

for all i = 1, . . . , N,

f
(m)
N → fN in Lp(Ω)(4.26)

with p as in (2.2).
If n = 2 then by (3.10), (4.25), (4.26), compact embedding H1

0 (Ω) ⊂ Lq(Ω)
for any q ∈ [1,∞) and elliptic regularity estimates [1], we have ŵm → ŵ in
W 2,q(Ω) for any q ∈ [1, p].

If n > 2 at the first step we have ŵm → ŵ in Lq(Ω) and in turn ŵm → ŵ in
W 2,q(Ω) for any q ∈ [1,min{p, 2n/(n− 2)}). Then by iteration, using Sobolev
embeddings and elliptic regularity estimates we obtain the strong convergence
ŵm → ŵ in W 2,q(Ω) for any q ∈ [1, p] also for n > 2. Since p > n/2 by Sobolev
embedding we infer that

ŵm → ŵ in L∞(Ω)as m →∞,(4.27)

ŵm → ŵ in H1
0 (Ω) as m →∞.(4.28)

By (3.10), (3.12) and dominated convergence we also obtain

h
(m)
N (x,wm)
‖wm‖H1

0

z → (αŵ+ − βŵ−)z in L1(Ω) as m →∞ for all z ∈ H1
0 (Ω)

so that, by (4.26), the function ŵ ∈ H1
0 (Ω) solves the equation

(4.29) −∆ŵ = αŵ+ − βŵ−.

Put

χ(y) =

{
1 if y ≥ 0,

0 if y < 0.
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Since (I(m)
N,t )′(wm) = 0 and the sequence I

(m)
N,t (wm) is uniformly bounded with

respect to m, we obtain

(4.30) 0 = lim
m→∞

2I
(m)
N,t (wm)− 〈(I(m)

N,t )′(wm), wm〉
‖wm‖H1

0

= lim
m→∞

− α

‖wm‖H1
0

∫
Ω

γ
(m)
N [(wm + γ

(m)
N )+ − χ(γ(m)

N )wm − (γ(m)
N )+] dx

+ lim
m→∞

− β

‖wm‖H1
0

·
∫

Ω

γ
(m)
N [−(wm + γ

(m)
N )− − χ(−γ

(m)
N )wm + (γ(m)

N )−] dx

− lim
m→∞

1
‖wm‖H1

0

∫
Ω

[2Φ(m)(x, wm)− ϕ(m)(x, wm)wm] dx

+ lim
m→∞

(
−

∫
Ω

f
(m)
N ŵm dx + t

∫
Ω

e1ŵm dx

)
with ϕ(m)(x, s) and Φ(m)(x, s) as in the proof of Lemma 4.2.

By direct computation one sees that

(4.31) ‖wm‖−1
H1

0
|γ(m)

N ||(wm + γ
(m)
N )+ − χ(γ(m)

N )wm − (γ(m)
N )+| ≤ |γ(m)

N ||ŵm|,

(4.32) ‖wm‖−1
H1

0
|γ(m)

N || − (wm + γ
(m)
N )− − χ(−γ

(m)
N )wm + (γ(m)

N )−|

≤ |γ(m)
N ||ŵm|.

By (2.1)–(2.2), (4.25)–(4.27), (4.30)–(4.32) and dominated convergence, we ob-
tain

(4.33) t

∫
Ω

e1ŵ dx =α

∫
Ω

(ŵ+γN − γ+
N ŵ) dx

+ β

∫
Ω

(−ŵ−γN + γ−N ŵ) dx +
∫

Ω

fN ŵ dx

+ lim
m→∞

1
‖wm‖H1

0

∫
Ω

[2Φ(m)(x, wm)− ϕ(m)(x,wm)wm] dx

≤ (2(α + β)‖γN‖L1 + ‖fN‖L1 + 6‖a‖L1)‖ŵ‖L∞ .

By Lemma 4.1, we infer that for t > t any function in H1
0 (Ω) which satisfies

(4.29) and (4.33) is identically equal to zero in Ω. In particular we deduce that
ŵ ≡ 0 which contradicts (4.28), i.e. ‖ŵ‖H1

0
= limm→∞ ‖ŵm‖H1

0
= 1. This proves

that {wm} is bounded in H1
0 (Ω).

Up to a subsequence we may assume that wm ⇀ w weakly in H1
0 (Ω) and

since wm satisfies

(4.34)
∫

Ω

∇wm∇z dx =
∫

Ω

[h(m)
N (x,wm)− te1 + f

(m)
N ]z dx,
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for all z ∈ H1
0 (Ω), passing to the limit as m →∞, by (3.10), (4.25) and (4.26) we

infer that w is a critical point for IN,t. By (3.10), (4.25) and Sobolev embedding
we also have

(4.35)
∫

Ω

h
(m)
N (x, wm)wm dx →

∫
Ω

hN (x,w)w dx as m →∞.

Once we use (4.26), (4.34) and (4.35), the proof of the strong convergence wm →
w in H1

0 (Ω) becomes standard and hence we omit it. �

4.1. End of the proof of Theorem 2.1. If we suppose that β > µi+1(α)
(⇒ β > α) and α ∈ [λi, λi+1) then by Lemma 4.4 in [14] we have that (α, β) ∈ Ei

and hence Lemma 4.5 applies so that we may consider the sequences of critical
points {w1,m}, {w2,m} found in Lemma 4.5. We prove that the corresponding
critical levels c1,m = I

(m)
N,t (w1,m), c2,m = I

(m)
N,t (w2,m) are uniformly bounded with

respect to m. By (4.25)–(4.26) it follows that I
(m)
N,t → IN,t as m →∞ uniformly

on bounded sets with respect to the H1
0 -norm (see the proof of Lemma 20 in [11]

for more details), i.e. for any bounded set B ⊂ H1
0 (Ω) we have

(4.36) sup
z∈B

|I(m)
N,t (z)− IN,t(z)| → 0 as m →∞.

Therefore we have

(4.37)

inf
z∈B+

i (ρist)
I
(m)
N,t (ste1 + z) → inf

z∈B+
i (ρist)

IN,t(ste1 + z),

sup
Σ−i

I
(m)
N,t → sup

Σ−i

IN,t,

as m →∞ and

(4.38)

inf
z∈S+

i (ρist)
I
(m)
N,t (ste1 + z) → inf

z∈S+
i (ρist)

IN,t(ste1 + z),

sup
∆−i

I
(m)
N,t → sup

∆−i

IN,t,

as m →∞. By (4.21) we deduce immediately that {c1,m}, {c2,m} are bounded.
By Lemma 4.6 we deduce that there exist w1, w2 ∈ H1

0 (Ω) such that up a sub-
sequence

(4.39) w1,m → w1, w2,m → w2 in H1
0 (Ω) as m →∞.

In particular by (4.25)–(4.26) and (4.39) we obtain

(4.40) c1,m = I
(m)
N,t (w1,m) → IN,t(w1), c2,m = I

(m)
N,t (w2,m) → IN,t(w2)

as m → ∞. On the other hand since the estimates (4.12)–(4.14) in Lemma 4.4
are uniform with respect to m, by the pointwise convergence

I
(m)
N,t (z) → IN,t(z) as m →∞ for all z ∈ H1

0 (Ω),
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arguing as in the proof of Lemma 4.5 we obtain

(4.41) sup
Σ−i

IN,t < inf
z∈S+

i (ρist)
IN,t(ste1 + z)

with ρi, Σ−i and t > t0 as in Lemma 4.5.

Moreover, w1 and w2 are critical points for IN,t and by (4.21), (4.36)–(4.41)
we obtain

inf
z∈B+

i (ρist)
IN,t(ste1 + z) ≤ IN,t(w2) ≤ sup

Σ−i

IN,t

< inf
z∈S+

i (ρist)
IN,t(ste1 + z) ≤ IN,t(w1) ≤ sup

∆−i

IN,t

and hence the functional IN,t admits two critical points at distinct levels.

As we explained in Section 3, to any solution w of (3.11) corresponds a so-
lution u of (1.1) given by u = w + γN . Therefore the functions u1 = w1 + γN

and u2 = w2 +γN are distinct solutions of (1.1). This completes the proof of the
theorem. �

5. Proof of Theorem 2.3

In this section we assume that g(x, s) satisfies (2.1) and (2.2). As in the
proof of Theorem 2.1 we introduce a sequence {µm} ⊂ L2(Ω) such that µm ⇀ µ

weakly in the sense of measures as m →∞ and the corresponding functionals

I
(m)
N,t (u) =

1
2

∫
Ω

|∇u|2dx−
∫

Ω

H
(m)
N (x, u) dx + t

∫
Ω

e1u dx−
∫

Ω

f
(m)
N u dx

for all u ∈ H1
0 (Ω). By Lemma 4.2 we know that I

(m)
N,t satisfies the Palais–Smale

condition for t > t. We want to prove that under the assumptions of Theorem
2.3, the functional I

(m)
N,t admits at least three critical points at different levels for

t > t.

Taking into account Remark 2.2, we prove the I
(m)
N,t has the geometrical

structure “links in scale and bounds” described in [14] for t > t and we prove
that it admits at least three critical points under this restriction on t.

Lemma 5.1. Let k ≥ j ≥ 2 be such that λj−1 < λj = . . . = λk < λk+1. For
any t > 0 let st = t/(α− λ1). If (α, β) ∈ Ek∩Ej−1 and β > µk+1(α) (⇒ β > α)
then there exist ρk > 0, ρj−1 > 0, t0 > 0, e ∈ H⊥

k \ {0}, σk > ρk/(α− λ1),
σj−1 > ρj−1/(α− λ1) all independent of m such that if σk > σk, σj−1 > σj−1,
σk ≥ σj−1, t > t0 and m ∈ N then I

(m)
N,t admits three critical points w1,m, w2,m,



Semilinear Elliptic Equations 57

w3,m at levels c1,m, c2,m, c3,m with

(5.1) inf
z∈B+

j−1(ρj−1st)
I
(m)
N,t (ste1 + z) ≤ c3,m ≤ sup

Σ−j−1

I
(m)
N,t

< inf
z∈S+

j−1(ρj−1st)
I
(m)
N,t (ste1 + z) ≤ c2,m ≤ sup

∆−j−1

I
(m)
N,t

≤ sup
Σ−k

I
(m)
N,t < inf

z∈S+
k (ρkst)

I
(m)
N,t (ste1 + z) ≤ c1,m ≤ sup

∆−k

I
(m)
N,t

where

Σ−j−1 = {ste1 + v : v ∈ B−
j−1(σj−1t)} ∪ {ste1 + v : v ∈ σj−1tΣ−j−1(ej)},

Σ−k = {ste1 + v : v ∈ B−
k (σkt)} ∪ {ste1 + v : v ∈ σktΣ−k (e)},

∆−
j−1 = {z = v + σej : v ∈ Hj−1, σ ≥ 0, ‖z‖H1

0
≤ σj−1t},

∆−
k = {z = v + σe : v ∈ Hk, σ ≥ 0, ‖z‖H1

0
≤ σkt}.

Proof. Since (α, β) ∈ Ej−1, using the inequalities (4.9), (4.10) with j − 1
in place of i and arguing as in the proof of Lemma 4.5, we infer that there exist
ρj−1 > 0 and t1 > 0 such that

(5.2) inf
w∈S+

j−1(ρj−1st)
{I(m)

N,t (ste1 + w)− I
(m)
N,t (ste1)} > 0

for all t > t1 and all m ∈ N and

(5.3) sup
v∈Hj−1

I
(m)
N,t (ste1 + v) < inf

w∈S+
j−1(ρj−1st)

I
(m)
N,t (ste1 + w)

for all t > t1 and all m ∈ N. Since (α, β) ∈ Ek then by Lemma 5.1 (b2) in [14] we
have that maxv∈S−k (1) Qα,β(v) < 0 and in particular maxv∈Σ−j−1(ej)

Qα,β(v) < 0.
Therefore arguing as in the proof of Lemma 4.4 (c), we infer that there exist
σj−1 > 0 and t2 > 0 such that for any σj−1 > σj−1 and t > t2 we have

(5.4) sup
v∈σj−1tΣ−j−1(ej)

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)} ≤ 0 for all m ∈ N.

Combining (5.2)–(5.4) and choosing t3 > max{t1, t2}, we obtain

(5.5) sup
Σ−j−1

I
(m)
N,t < inf

z∈S+
j−1(ρj−1st)

I
(m)
N,t (ste1 + z) for all t > t3 and all m ∈ N.

Since (α, β) ∈ Ek and β > µk+1(α) then arguing as in the proof of Lemma 4.5
with k in place of i we also obtain

(5.6) sup
Σ−k

I
(m)
N,t < inf

z∈S+
k (ρkst)

I
(m)
N,t (ste1 + z) for all t > t4, and all m ∈ N

for a suitable ρk > 0 and for t4 > 0 large enough.
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By Lemma 4.2 we infer that there exists t > 0 such that for any t > t and
any m ∈ N the functional I

(m)
N,t satisfies the Palais–Smale condition. We may

choose t0 > max{t3, t4, t} so that also (5.5) and (5.6) hold true.
Consider now the inequality (5.5). Then Theorem 8.2 in [14] applies and

hence for any t > t0 and any m ∈ N, the functional I
(m)
N,t admits two critical

points w2,m, w3,m respectively at levels c2,m, c3,m with

(5.7) inf
z∈B+

j−1(ρj−1st)
I
(m)
N,t (ste1 + z) ≤ c3,m ≤ sup

Σ−j−1

I
(m)
N,t

< inf
z∈S+

j−1(ρj−1st)
I
(m)
N,t (ste1 + z) ≤ c2,m ≤ sup

∆−j−1

I
(m)
N,t .

If we consider now (5.6), applying the classical linking theorem [17], we infer
that for any t > t0 and any m ∈ N, the functional I

(m)
N,t admits a critical point

w1,m at level c1,m with

(5.8) sup
Σ−k

I
(m)
N,t < inf

z∈S+
k (ρkst)

I
(m)
N,t (ste1 + z) ≤ c1,m ≤ sup

∆−k

I
(m)
N,t .

By (5.7) and (5.8) we deduce that (5.1) holds true since σj−1 ≤ σk and in turn
∆−

j−1 ⊂ Σ−k . �

5.1. End of the proof of Theorem 2.3. Since (α, β) ∈ Ek ∩ Ej−1 and
β > µk+1(α) then Lemma 5.1 applies so that we may consider the sequences of
critical points {w1,m}, {w2,m}, {w3,m} found in Lemma 5.1. With the procedure
introduced in the proof of Theorem 2.1 one can see that the critical levels c1,m =
I
(m)
N,t (w1,m), c2,m = I

(m)
N,t (w2,m), c3,m = I

(m)
N,t (w3,m) are uniformly bounded with

respect to m. By Lemma 4.6 we infer that there exist w1, w2, w3 ∈ H1
0 (Ω) such

that up to a subsequence

(5.9) w1,m → w1, w2,m → w2, w3,m → w3 in H1
0 (Ω) as m →∞.

In particular by (4.22)–(4.23) and (5.9) we obtain as m →∞

(5.10)

c1,m = I
(m)
N,t (w1,m) → IN,t(w1),

c2,m = I
(m)
N,t (w2,m) → IN,t(w2),

c3,m = I
(m)
N,t (w3,m) → IN,t(w3).

Arguing as in the proof of Theorem 2.1 we also obtain

sup
Σ−j−1

IN,t < inf
z∈S+

j−1(ρj−1st)
IN,t(ste1 + z)(5.11)

sup
Σ−k

IN,t < inf
z∈S+

k (ρkst)
IN,t(ste1 + z)(5.12)

with ρj−1, ρk,Σ−j−1,Σ
−
k and t > t0 as in Lemma 5.1.
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Moreover, w1, w2, w3 are critical points for IN,t and by (4.33), (5.1), (5.9)–
(5.12) we infer that

inf
z∈B+

j−1(ρj−1st)
IN,t(ste1 + z) ≤ IN,t(w3) ≤ sup

Σ−j−1

IN,t

< inf
z∈S+

j−1(ρj−1st)
IN,t(ste1 + z) ≤ IN,t(w2) ≤ sup

∆−j−1

IN,t

≤ sup
Σ−k

IN,t < inf
z∈S+

k (ρkst)
IN,t(ste1 + z) ≤ IN,t(w1) ≤ sup

∆−k

IN,t

which proves that IN,t admits three critical points at distinct levels. Finally the
functions u1 = w1 + γN , u2 = w2 + γN , u3 = w3 + γN are distinct solutions of
(1.1). This completes the proof of the theorem. �

6. Proof of Theorem 2.4

As in the proof of Theorems 2.1 and 2.3 we introduce again the sequence
{µm} ⊂ L2(Ω) such that µm ⇀ µ weakly in the sense of measures as m → ∞
and we define the functionals

I
(m)
N,t (u) =

1
2

∫
Ω

|∇u|2 dx−
∫

Ω

H
(m)
N (x, u) dx + t

∫
Ω

e1u dx−
∫

Ω

f
(m)
N u dx

for all u ∈ H1
0 (Ω). By Lemma 4.2 we know that the I

(m)
N,t satisfies the Palais–

Smale condition for t > t.
The proof of this result is very close to the proof of Theorem 2.1 in the case

β > α and hence we will omit some details.
We start with the following

Lemma 6.1. Let i ≥ 1 be such that λi < λi+1. Let α, β be such that α > β

and α > λ1. For any t > 0 define st = t/(α− λ1). For any ε > 0 small enough
there exists d > 0 such that:

(a) If we assume that ni(α, β) > −∞ then there exists C > 0 such that for
any t > 0 and m ∈ N we have

(6.1) inf
w∈H⊥i

{I(m)
N,t (ste1 + w)− I

(m)
N,t (ste1)} ≥ s2

t (ni(α, β)− 3ελ1 − εC)− d.

(b) For any ρ > 0, t > 0 and m ∈ N we have

(6.2) sup
v∈S−i (ρst)

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)}

≤ s2
t (Ni(ρ, α, β) + 3ελ1 + 2ερ2) + d.

(c) If we assume that β < νi(α) then there exist σi > 0, t > 0, e ∈ Hi \ {0}
all independent of m such that for any σi > σi, t > t and m ∈ N, we
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have

(6.3) sup
w∈σitΣ

+
i (e)

{I(m)
N,t (ste1 + w)− I

(m)
N,t (ste1)} ≥ 0.

Proof. For any z ∈ H1
0 (Ω) let u = z/st. We write

(6.4) I
(m)
N,t (ste1 + z)− I

(m)
N,t (ste1)

= s2
t

{
Qα(u) +

α− β

2

∫
Ω

((e1 + u)−)2 dx

}
+ R(m)(t, z)

= s2
t

{
Qα,β(u) +

α− β

2

∫
Ω

[((e1 + u)−)2 − (u−)2] dx

}
+ R(m)(t, z)

where R(m)(t, z) =
∫
Ω
[Γ(m)(x, ste1)− Γ(m)(x, ste1 + z)] dx with Γ(m)(x, s) as in

Lemma 4.3.
Then by Lemma 4.3 we infer that for any ε > 0 there exists d > 0 independent

of m such that

(6.5) |R(m)(t, z)| ≤ ε(‖ste1 + z‖2H1
0

+ ‖ste1‖2H1
0
) + d for all z ∈ H1

0 (Ω).

(a) Since ni(α, β) > −∞ then by Lemma 7.1 (b1) in [14] we have that c =
infw∈S+

i (1) Qα,β(w) > 0 so that by (6.4) and (6.5), it follows that for any w ∈ H⊥
i

we have

(6.6) I
(m)
N,t (ste1 + w)− I

(m)
N,t (ste1)

≥ c‖w‖2H1
0
− (α− β)

∫
Ω

ste1w
−dx− 3ελ1s

2
t − 2ε‖w‖2H1

0
− d

and, by (2.8), we also have

(6.7) I
(m)
N,t (ste1 + w)− I

(m)
N,t (ste1) ≥ s2

t ni(α, β)− 3ελ1s
2
t − 2ε‖w‖2H1

0
− d.

Using (6.6) with ‖w‖H1
0
≥ st((α− β)/(

√
λ1(c− 2ε))) we obtain

(6.8) I
(m)
N,t (ste1 + w)− I

(m)
N,t (ste1) ≥ −3ελ1s

2
t − d

and using (6.7) with ‖w‖H1
0
≤ st((α− β)/(

√
λ1(c− 2ε)) we also obtain

(6.9) I
(m)
N,t (ste1 + w)− I

(m)
N,t (ste1) ≥ s2

t

(
ni(α, β)− 3ελ1 − 2ε

(α− β)2

λ1(c− 2ε)2

)
− d.

Since ni(α, β) ≤ 0 then by (6.8) we deduce that (6.9) holds for any w ∈ H⊥
i .

(b) Choosing z = v ∈ Hi with ‖v‖H1
0

= ρst, by (2.7), (6.4) and (6.5) we
immediately obtain (6.2).

(c) Since β < νi(α) then there exists e ∈ Hi \ {0} such that

c = inf
Σ+

i (e)
Qα,β > 0.
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Then by (6.4) and (6.5) we obtain for w ∈ σitΣ+
i (e)

I
(m)
N,t (ste1 + w)− I

(m)
N,t (ste1)

≥ s2
t

(
c

∥∥∥∥w

st

∥∥∥∥2

H1
0

− (α− β)
∫

Ω

e1
w−

st
dx− 3ελ1 − 2ε

∥∥∥∥w

st

∥∥∥∥2

H1
0

)
− d.

Therefore, if ε is small enough and ‖w/st‖H1
0

= σi(α − λ1) and st are large
enough, then (6.3) follows. �

Then we prove

Lemma 6.2. Let i ≥ 1 be such that λi < λi+1. Let (α, β) ∈ Fi (⇒ α > β)
and β < νi(α). For any t > 0 let st = t/(α− λ1). Then there exist ρi > 0,
t0 > 0, e ∈ Hi \ {0}, σi > ρi/(α− λ1) all independent of m such that if σi > σi,
t > t0 and m ∈ N then I

(m)
N,t admits two critical points w1,m, w2,m respectively

at levels c1,m, c2,m with

(6.10) inf
∆+

i

I
(m)
N,t ≤ c2,m ≤ sup

z∈S−i (ρist)

I
(m)
N,t (ste1 + z)

< inf
Σ+

i

I
(m)
N,t ≤ c1,m ≤ sup

z∈B−i (ρist)

I
(m)
N,t (ste1 + z)

where

Σ+
i = {ste1 + w : w ∈ B+

i (σit)} ∪ {ste1 + w : w ∈ σitΣ+
i (e)},

∆+
i = {z = w + σe : w ∈ H⊥

i , σ ≥ 0, ‖z‖H1
0
≤ σit}.

Proof. Since (α, β) ∈ Fi, by (2.9) (see also Lemma 7.1 (d) in [14]) it follows
that there exists ρi > 0 small enough such that Ni(ρi, α, β) < ni(α, β) ≤ 0 so
that if we choose ε > 0 small enough and t > 0 large enough in (6.1), (6.2) we
obtain

sup
v∈S−i (ρist)

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)} < 0,(6.11)

sup
v∈S−i (ρist)

I
(m)
N,t (ste1 + v) < inf

w∈H⊥i

I
(m)
N,t (ste1 + w).(6.12)

By (6.3), (6.11) and (6.12) we also obtain

(6.13) sup
v∈S−i (ρist)

I
(m)
N,t (ste1 + v) < inf

Σ+
i

I
(m)
N,t for all m ∈ N.

By Lemma 4.2 we infer that there exists t > 0 such that for any t > t and any
m ∈ N the functional I

(m)
N,t satisfies the Palais–Smale condition. We may choose

t0 ≥ t large enough so that also (6.13) holds true. Now the existence of two
critical points and the estimates in (6.10) follows immediately from Theorem 8.2
in [14]. �
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Since in Theorem 2.4 we assume that α ∈ (λi, λi+1] and α > β then (α, β) ∈
Fi (see Lemma 6.2 in [14]) and hence Lemma 6.2 applies. The proof of the
theorem now follows by Lemma 4.6 repeating the procedure introduced in Sub-
section 4.1.

7. Proof of Theorem 2.6

We give here only an idea of the proof since it easily follows using the pro-
cedure introduced in the proof of Theorem 2.3.

Lemma 7.1. Let k ≥ j ≥ 2 be such that λj−1 < λj = . . . = λk < λk+1. For
any t > 0 let st = t/(α− λ1). If (α, β) ∈ Fk ∩Fj−1 and β < νj−1(α) (⇒ α > β)
then there exist ρk > 0, ρj−1 > 0, t0 > 0, e ∈ Hj−1 \ {0}, σk > ρk/(α− λ1),
σj−1 > ρj−1/(α− λ1) all independent of m such that if σk > σk, σj−1 > σj−1,
σk ≤ σj−1, t > t0 and m ∈ N then the functional I

(m)
N,t admits three critical points

w1,m, w2,m, w3,m at levels c1,m, c2,m, c3,m with

inf
∆+

j−1

I
(m)
N,t ≤ c3,m ≤ sup

z∈S−j−1(ρj−1st)

I
(m)
N,t (ste1 + z) < inf

Σ+
j−1

I
(m)
N,t(7.1)

≤ inf
∆+

k

I
(m)
N,t ≤ c2,m ≤ sup

z∈S−k (ρkst)

I
(m)
N,t (ste1 + z)

< inf
Σ+

k

I
(m)
N,t ≤ c1,m ≤ sup

z∈B−k (ρkst)

I
(m)
N,t (ste1 + z)

where

Σ+
j−1 = {ste1 + w : w ∈ B+

j−1(σj−1t)} ∪ {ste1 + w : w ∈ σj−1tΣ−j−1(e)},
Σ+

k = {ste1 + w : w ∈ B+
k (σkt)} ∪ {ste1 + w : w ∈ σktΣ+

k (ek)},
∆+

j−1 = {z = w + σe : w ∈ H⊥
j−1, σ ≥ 0, ‖z‖H1

0
≤ σj−1t},

∆+
k = {z = w + σek : w ∈ H⊥

k , σ ≥ 0, ‖z‖H1
0
≤ σkt}.

Proof. Since (α, β) ∈ Fj−1 and β < νj−1(α) arguing as in the proof of
Lemma 6.2 with j − 1 in place of i we deduce that there exist t1 > 0 such that

(7.2) sup
z∈S−j−1(ρj−1st)

I
(m)
N,t (ste1 + z) < inf

Σ+
j−1

I
(m)
N,t

for t1 > 0 large enough.
On the other hand, since (α, β) ∈ Fk then by (6.1) and (6.2), arguing as in

the proof of Lemma 6.2, we deduce that there exist ρk > 0 and t2 > 0 such that

(7.3) sup
v∈S−k (ρkst)

{I(m)
N,t (ste1 + v)− I

(m)
N,t (ste1)} < 0

for all t > t2 and all m ∈ N and

(7.4) sup
v∈S−k (ρkst)

I
(m)
N,t (ste1 + v) < inf

w∈H⊥k

I
(m)
N,t (ste1 + w)
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for all t > t2 and all m ∈ N. Since (α, β) ∈ Fj−1 then by Lemma 7.1 (b1) in [14]
we have c = infw∈S+

j−1(1)
Qα,β(w) > 0 and in particular infw∈Σ+

k (ek) Qα,β(w) > 0.
Arguing as in the proof of Lemma 6.1(c), we infer that there exist σk > 0

and t3 > 0 such that for any σk > σk and t > t3 we have

(7.5) sup
w∈σktΣ+

k (ek)

{I(m)
N,t (ste1 + w)− I

(m)
N,t (ste1)} ≥ 0 for all m ∈ N.

Combining (7.3)–(7.5) and choosing t4 > max{t2, t3} we obtain

(7.6) sup
z∈S−k (ρkst)

I
(m)
N,t (ste1 + z) < inf

Σ+
k

I
(m)
N,t for all t > t4 and all m ∈ N.

By Lemma 4.2 we infer that there exists t > 0 such that for any t > t and any
m ∈ N the functional I

(m)
N,t satisfies the Palais–Smale condition. We may choose

t0 > max{t1, t4, t} so that also (7.2) and (7.6) hold true.
Consider first the inequality (7.2). Then Theorem 8.2 in [14] applies and

hence for any t > t0 and any m ∈ N, the functional I
(m)
N,t admits a critical point

w3,m at level c3,m with

(7.7) inf
∆+

j−1

I
(m)
N,t ≤ c3,m ≤ sup

z∈S−j−1(ρj−1st)

I
(m)
N,t (ste1 + z) < inf

Σ+
j−1

I
(m)
N,t .

On the other hand if we consider the inequality (7.6) then applying again Theo-
rem 8.2 in [14] we infer that for any t > t0 admits two critical points w1,m, w2,m

respectively at levels c1,m, c2,m with

(7.8) inf
∆+

k

I
(m)
N,t ≤ c2,m ≤ sup

z∈S−k (ρkst)

I
(m)
N,t (ste1 + z)

< inf
Σ+

k

I
(m)
N,t ≤ c1,m ≤ sup

z∈B−k (ρkst)

I
(m)
N,t (ste1 + z).

Then (7.1) follows by (7.7)–(7.8) since σk ≤ σj−1 and in turn ∆+
k ⊂ Σ+

j−1. �

The proof of the theorem now follows by Lemma 4.6 and Lemma 7.1 repeating
the procedure introduced in Subsection 5.1.

8. An alternative proof of Theorems 2.1 and 2.6 for µ ≥ 0

In this section we give an alternative proof to our multiplicity results when
µ is a nonnegative Radon measure. We assume that the nonlinearity g(x, s) =
αs+ − βs−. We consider again the functional

IN,t(u) =
1
2

∫
Ω

|∇u|2 dx−
∫

Ω

HN (x, u) dx + t

∫
Ω

e1u dx−
∫

Ω

fNu dx

for all u ∈ H1
0 (Ω), introduced in Section 3 and we look for its critical points. We

show that IN,t satisfies the Palais–Smale condition under the restriction µ ≥ 0.
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Lemma 8.1. Let n ≥ 2 and assume that g(x, s) = αs+ − βs− with α 6= β.
Moreover, suppose that at least one of the two alternatives occur

(a) β > α and β > λ1

(b) α > β and α > λ1.

If µ is a nonnegative Radon measure then there exists t > 0 such that for any
t > t the functional IN,t satisfies the Palais–Smale condition.

Proof. Since µ is a nonnegative Radon measure, by (3.2)–(3.3) and the
weak comparison principle (see Lemma 3 in [7]) we deduce that vk is nonnegative
for any k ≥ 1. In particular the function γN =

∑N
i=1 vi is nonnegative. In view

of Theorem 2.5 in [14], in order to prove the Palais–Smale condition, it is enough
to verify the two conditions

(8.1) 2[HN (x, s) + fNs]− [hN (x, s) + fN ]s ≤ a0(x)|s|

for almost every x ∈ Ω, for all s ∈ R, if β > α and β > λ1 and

(8.2) 2[HN (x, s) + fNs]− [hN (x, s) + fN ]s ≥ −a0(x)|s|

for almost every x ∈ Ω, for all s ∈ R, if α > β and α > λ1 where the function
a0 ∈ Lq(Ω) with q > 1 if n = 2 and q ≥ 2n/(n + 2) if n > 2.

Since γN ≥ 0, by direct computation we obtain

(8.3) 2[HN (x, s) + fNs]− [hN (x, s) + fN ]s = fNs if s + γN ≥ 0,

(8.4) 2[HN (x, s) + fNs]− [hN (x, s) + fN ]s = (β − α)γN (s + γN ) + fNs

if s + γN < 0.

By (8.3), (8.4) we obtain (8.1), (8.2) respectively in the cases β > α and α > β

with a0(x) = |fN (x)| ∈ Lp(Ω), p > n/2. �

In view of Lemma 8.1 and (3.12) we may apply Theorems 4.14 and 4.17 in [14]
respectively under the assumptions of Theorems 2.1 and 2.3 and obtain existence
of two and three solutions for (3.11). In the same way, applying Theorems 6.7
and 6.10 in [14] respectively, under the assumptions of Theorems 2.4 and 2.6 we
obtain again the existence of two and three solutions for (3.11).
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