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1. Introduction. The basic oscillation and comparison theorems of
the Sturmian theory for a self-adjoint second order linear differential
equation with real coefficients have been extended to self-adjoint differ-
ential systems with real coefficients through the work of various authors.
In this connection the reader is referred to the works of Morse [4],
Birkhoff and Hestenes [1] and Reid [5], [6 Part II] listed in the
bibliography at the end of this paper, and also to references to other
literature on the subject cited by these authors.

The results of the present paper center around oscillation criteria
for a self-adjoint linear differential system with complex-valued coeffi-
cients as developed in §§ 2 and 3. As a self-adjoint system with com-
plex coefficients involving complex-valued dependent functions uλ{x)9 ,
un(x) is equivalent to a self-ad joint system with real coefficients involving
real-valued dependent functions yλ(x), ••',y2n(%)> one might feel that all
worthwhile criteria for a system with complex coefficients would be
immediate consequences of known criteria for systems with real coeffi-
cients. Such is not the case, however, as appears in the treatment of
§§2 and 3. For those portions of the theory of systems with complex
coefficients that parallel closely the theory of systems with real coeffi-
cients the treatment is limited to a concise statement of results. Here
no attempt is made to discuss for self-adjoint systems with complex
coefficients the analogues of the general comparison and separation
theorems obtained by Morse [4 Chapter IV] for self-adjoint systems
with real coefficients. Also, no attention is given to systems with
complex coefficients that are direct generalizations of the accessory
equations for a variational problem of Bolza type, although many of
our results have direct extensions to such systems. Certain aspects of
these topics will appear in a subsequent paper on a problem related to
that herein discussed.

Section 4 of this paper is devoted to specific criteria of oscillation
and non-oscillation for self-adjoint systems. There are given certain
criteria that are direct generalizations of results of Wintner [12] for a
single equation of the second order, and there is stated without proof
a theorem on a necessary and sufficient condition for non-oscillation
near infinity that extends a result of Sternberg [7]. There is establi-
shed also a sufficient condition for oscillation near infinity that extends
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a result of Wintner [II], even in the case of a single equation of the
second order. Finally, there is proved a sufficient condition for non-
oscillation on a compact interval that is the analogue of a result of
Liapounoff for a second order differential equation.

Section 5 is concerned with the application of the results of the
earlier sections on self-adjoint systems to the derivation of sufficient
conditions for non-oscillation in the case of a general second order
linear homogeneous vector differential equation.

For the sake of generality the assumptions on the coefficients of
the system are of weak character so that a " solution" of a linear
vector differential system is a vector with a.c. (absolutely continuous)
components such that the given equation holds a.e. (almost everywhere)
on the interval of consideration.

Matrix notation is used throughout in particular, matrices of one
column are termed vectors, and for a vector y = (ηa), (tf = l, •••,*&), the
norm \η\ is given by (l^pH ffrnl2)1'3- The transpose of a matrix M
is indicated by Λf A, and the conjugate transpose by Λf * the symbol
0 is used indiscriminately for the zero matrix of any dimensions. The
notation M^>N (M>iV) is used to mean that M and N are hermitian
matrices of the same dimensions and M—N is a nonnegative (positive)
hermitian matrix. If the elements of a matrix M{x) are a.c. on an
interval ab then M'(x) signifies the matrix of derivatives at values x
for which these derivatives exist, and the zero matrix elsewhere. Cor-

M(x)dx
a

denotes the matrix of integrals of respective elements of M(x). If
matrices M(x) and N(x) are equal a.e. on their domain of definition we
write M{x)^N(x). In the totality of finite dimensional rectangular
matrices with elements defined on a given interval ab we denote by 8
the set of all matrices whose elements are (Lebesgue) integrable on
ab, by S2 the set of all matrices M(x) whose elements Maβ(x) are mea-
surable and \Maβ(x)\2e&, and by iL the set of all matrices with ele-
ments measurable and essentially bounded on ab. For brevity, a matrix
is termed a.c, etc. when each element of the matrix possesses the
specified property.

2. A self>adjoint system with complex coefficients. For x on the
compact interval ab : a<Lx<Lb let ω(χ, η, π) denote the hermitian form

(2.1) ω(x, η, π) = π*R(x)π + π*Q{x)η + η*Q*(x)π + η*Pix)r)

in t h e 2n var iab les τh π=(τj1, > ,?}n, πlf -- ,πn), w h e r e R(x), Q(x), P(x)
are n x n matrices with complex elements satisfying on ab the following
hypotheses : (HO P(x), Q{x) and R{x) belong to 2 and R{x), P{x) are
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hermitian (H2) there is an hermitian matrix R~ι(x) e 8 such that
R{x)R-\x)^I; (H3) the matrices A=-R'λQy B=R~\ C=P-Q*R~ιQ
belong to 8. The symbol Γ(ω) will denote the totality of a.c. ^-dimen-
sional vectors yj(x) such that the (Lebesgue) integral

(2.2)

exists and is finite clearly Γ(ω) contains all ^-dimensional vectors with
Lipschitzian components on ab. In particular, if (HJ and (H2) hold and
Q(x)e22, R(x)e2ooy R~\x)e2oa, then (H3) holds also and Γ(ω) includes
all a.c. vectors η{x) with η'(x) e 8 2 .

The symbol S(ω) will denote the totality of a.c. ^-rowed matrices
U(x) for which there is a corresponding a.c. matrix V(x) of the same
dimensions as U(x) and such that

(2.3) V{x)^R(χ)U\x) 4- Q(x)U(x) .

If U(x)e2(ω) then U'(x)zcA(x)U(x) + B(x)V(x), Q*(x)Uf(x)+P(x)U(x)^
C(x)U{x)-A*{x)V{x), and L[Z7]= V{x)-C(x)U(x) + A*(x)V{x) e 2 occa-
sionally we shall write [RU' + QU]'-[Q*U'+PU] for L[U] instead of
the more precise expression in terms of U and V. For (2.2) the vector
Euler equation is

(2.4) L[ιi]^0,

which may be written in terms of the canonical variables u(x), v(x)^-
R(x)u'(x) + Q(x)u(x) as

(2.5) u'^A(x)u + B(x)v , v'c±C(x)ii-A*(x)v .

As the coefficient matrices of (2.5) belong to 8 by (i?3), if a<Lxo<Lb
and yj0, ζ0 are given ^-dimensional vectors then by well-known existence
theorems there is a unique pair of vectors a.c. on ab, and satisfying
(2.5) with the initial conditions u(xo)=ηQ, v(xo) = ζύ. By a solution u(x)
of (2.4) will be understood an a.c. vector u{x) that belongs to an a.c.
pair u(x), v(x) satisfying (2.5).

If u(x) 6 2(ω) then for arbitrary a.c. η{x) the integral

ί δ

\jn*'(Ru! -f Qu) 4- η*{Q*u 4- Pu)]dx
a

exists and is equal to

b Γb

rfv — I Ύ]*L\iί]dx ,
a ja

from which it follows that if u(x) e 2{ω) then u(x) is a solution of (2.4)
if and only if I\τJy ^] = 0 for arbitrary a.c. ry(χ) satisfying ^(α)=0=^(6).
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In particular, if u(x) is a solution of (2.4) and u(xl) = 0—u(x2),
x2<Lb, then

S x.,

"ω(x, u, u')dx=0 .
*1

In the following discussion if u(x), U(x), Uv{x), etc. are matrices
in 2(ω) then without further comment the corresponding symbol v(x),
V(x), Vλ(x), etc. will be employed for the associated a.c. matrix which
satisfies (2.3). Moreover, if Uτ and U2 are matrices of &(ω) of dimen-
sions nxr and nxs, respectively, then {UL, U2} will signify the rxs
a.c. matrix

(2.6) {Ulf U2}=UfV2-V*U2.

Clearly {Ulf U2}*=-{U2, Uλ}, {U.M,, U2M2}=M*{Uι, U2)M2 for constant
matrices Mλ and M2 of r and s rows, respectively, and {Z7Ί, U2-\-U3} =
{Ulf U2} 4- {Uu U3} if U2 and i73 are both nxs matrices.

Let ^f~=\\^fμv\\, (μ, v=l, , 2n), be the real skew symmetric
matrix with (J

!r

aβ=0=^n+an+β9 ^ ί + a s β = δ Λ β = = - - ώ / ; w + j 3 , (α,/9 = 1, . . . ,
w ) . F o r a g i v e n n x r m a t r i x U(x) = \\UΛJ(x)l, ( a = l , - - - , n j = l , β , r ) ,
the corresponding boldface German letter U(x) will denote the 2n x r
matrix \\VLN(x)\\ with naJ(x)=UΛJ(x), Ua+nj(x)=Vaj(x). The relation (2.6)
may then be written as

(2.60 {Ulf Uι) = -VLfJrVLι.

The following preliminary results are immediate in particular, the
second relation of (2.7) embodies the self-adjoint character of (2.4).

LEMMA 2.1. // UΊ(x)e%(ώ), ( r = l , 2), then

(2.7) UfL[U2]^[UΐV2γ-[VΐBV2 + U?Ca2] ,

UfLlUA-WfLlUJ)*^ {Ulf UΛy

in particular, if Z[Z7γ]^0, (τ*=l, 2), ίtoz {OΊ, U2} is constant on ab.

COROLLARY. // U(x) is an nxr matrix of &(ω) for which {U, U}
is constant on ab, then the rxr matrix U*L[U] is hermitian on this
interval.

LEMMA. 2.2. // U(x) is an nxr matrix of 2(ω), and ξ(x) is an
a.c. r-dimensional vector, then rJ{x) = U{x)ξ{x) is a.c. and

(2.8) ω(x, v, tf^ξ+'U+RUξ' + tfVξy-PiU, U}ξ'-ξ*U*L{U]ξ .
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Relation (2.8) is in essence the well-known Clebsch transformation
of the second variation of a non-parametric simple integral variational
problem, (see, for example, Bliss [2, Sees. 23, 39]). In particular, for
rj(x) and ξ{x) related as in Lemma 2.2 it follows that η(x) e Γ(ω) if and
only if the integral on ab of the function ξ*'U*RUξf exists and is
finite.

If ux and u2 are vectors of 2(ω) satisfying (2.4) on ab, then {ulf u2] =
— nf^n2 is a constant by Lemma 2.1 if the value of this constant is
zero these two solutions of (2.4) are said to be (mutually) conjoined.
In case the elements of the coefficient matrices of (2.1) are real-valued
two solutions ux and u2 of (2.4) with real components are conjoined if
and only if they are conjugate in the sense introduced originally by
von Escherich. In view of the discussion in the following section of a
self-adjoint system with real coefficients that is equivalent to (2.4),
however, it appears advisable to introduce a terminology distinct from
"conjugate" to characterize solutions ul9 uz of (2.4) satisfying {uL, u2}=0,
and we have chosen to employ the synonym "conjoined." If the column
vectors of an nxr matrix U(x) are linearly independent solutions of
(2.4) which are mutually conjoined, that is {Z7, Ϊ7}=O, these solutions
are termed a conjoined family of solutions of dimension r. For such
families of solutions one has the results of the following Lemma 2.3.
It is to be commented that the proof of this lemma is far from trivial,
although the proof of its counterpart for conjugate solutions is im-
mediate.

LEMMA 2.3. The maximal dimension of a conjoined family of solu-
tions of (2.4) is n; moreover, a given conjoined family of solutions of
dimension r<^n is contained in a conjoined family of dimension n.

If U(x) is an nxr matrix of 2(ω) such that L[U]~0, then the
condition that the column vectors of U(x) be a conjoined family of
solutions of (2.4) implies that the rx2n matrix tt*(ίe) is of rank r, and
the condition E*^ftt=O implies that r<L2n — r, so that r<Ln and the
first part of the lemma is proved. To establish the second part it
clearly suffices to show that a given conjoined family of solutions of
dimension r<^n is contained in a conjoined family of dimension r-l-1.
Suppose that U(x) is an nxr matrix whose columns form a conjoined
family of solutions of (2.4) of dimension r, and denote by UL(x) an
nx(2n — 2r) matrix of S(ω) such that the columns of the nx(2n — r)
matrix \U(x)φU1(x)\ are linearly independent solutions of (2.4), and
{Z7, ϋΊ}=0; these conditions are clearly attainable by suitable choice of
initial values UΊ(a), Vλ(a). For c and d arbitrary constant vectors of
dimensions r and 2n — 2r, respectively, u{x) = U(x)cJrU1{x)d defines a
(2n — r)-dimensional linear space £ of solutions of (2.4) with correspond-
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ing canonical variables v(x)=V(x)c+V1(x)d. If Sι is the subspace of S
on which iu(a) + v(a)=0, then SΊ is of dimension at least n — r and for
each uφO of Sλ we have i{u, u}=2u*(a)u(a)y>0. Correspondingly, if S2

is the subspace of 5 on which iu(a) — v(a)=0, then S2 is of dimension
at least n — r and i{u, u) = — 2%*(α)w(α)<0 for arbitrary w^O of S2.
Now for a solution u(x) = U{x)c-\-U1(x)d of *S the conditions {U, U}=0,
{U, 11,1=0 imply that {u, u}=d*{Ulf U1}d. Therefore, if uy(x) = U(x)cy
JrU1(x)dΊ is a non-identically vanishing solution in Sy, (7*=1, 2), then
idfίϋΊ, Σ7i}di>0 and id*{Uu Z7Jd 2<0. In particular, the two (2n-2r)-
dimensional vectors dl9 d2 are linearly independent and for a suitable
value of β on 0<#<7r/2 the solution u(x) = U1(x) [c^ cos 0 + tf2 sin 0] is a
non-identically vanishing solution of S such that {u,u}=0, {U,u}=0,
and the r + 1 solutions of (2.4) consisting of u and the column vectors
of U(x) form a conjoined family of dimension r + 1.

A point x.z is said to be conjugate to xl9 (with respect to the differ-
ential equation (2.4)), if there exists a non-trivial solution u(x) of this
equation such that u(x^ = Q=^u(x.^. The equation (2.4) is termed non-
oscillatory on a given interval Δ if no two distinct points of Δ are
mutually conjugate. For this concept Wintner [12] has used the termino-
logy "disconjugate on Δ" in the case of a single equation of the second
order.

Let ΓQ(ω) denote the set of vectors η(χ) of Γ{ώ) satisfying j?(α) = 0
=rj{b). For brevity, H + and H^ are used to signify the following
hypotheses:

H + . I\rj] is positive definite on ΓQ(ω), that is, I[yj]^O for ηeΓ0(ω)
and the equality sign holds only if 3?ΞΞΞO.

H^. R(x)^>0 a.e. on ab.
The following theorem is the basic result of this section, and will

be used in § 4 for the derivation of specific criteria for oscillation and
non-oscillation.

THEOREM 2.1. A necessary and sufficient condition for H+ is that
Ή.B hold, together with one of the following conditions:

i. The equation (2.4) is non-oscillatory on ab.
ii. If Uλ(x) is an nxn matrix of 2(ω) satisfying L[C7J^0, with

U1(a)=0 and Vλ{a) non-singular, then UΊ(x) is non-singular on a<^x^Lb.
iii. // U2(x) is an nxn matrix of 2(ω) satisfying L[Z73]2^0, with

U2(b) = 0 and V2(b) non-singular, then U2(x) is non-singular on a<Lx<^b.
iv. There exists an nxn non-singular matrix U(x) of 2(ω) whose

column vectors form a conjoined family of solutions of (2.4) of dimen-
sion n.

v. There exists an nxn non-singular matrix U(x) of 2(ω) such
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that {U, U} = 0 on ab, and the hermitian matrix U*L[U] is non-positive
on this interval.

This theorem will be established by proving the following sequence
of statements: (a) iv->v; (b) v, H^->H+; (c) 11+->i, KB; (d) i->ii; (e)
ii, H f i->iii; (f) iii, H^-^iv.

Statement (a) is evident since a matrix TJ(x) which satisfies iv

clearly satisfies v. To establish (b), if U(x) satisfies v and η{x) e ΓΌ(ω),

define ξ(x) by η{x) = U(x)ξ(x) on αδ. Then ξ(x) is a.c. on αδ, ?(α)=0

ξ*'U*RUξ'dx;

in view of RR it then follows that /[??]> 0, with I[rj] = O only if Uξ'~0,
in which case ξ=0 and ^ Ξ O on αδ.

For the proof of (c) it is to be noted first that from the discussion
following equation (2.5) it follows that condition i is a consequence of
H + . The fact that H + implies H^ is essentially the usual Legendre
condition for non-parametric simple integral variational problems. In-
deed, if φ(x) = l — \x\ on |se|<O, φ(x) = 0 elsewhere, and for a<^xo<^b,
rjQ a given ^-dimensional constant vector, and 0 < ε < I m i n (xύ — α, b — x0),
we set 7]z{x) = er]Q<p{{x — a?0)/e), then yjζ{x)eΓQ(ω) and \ηε(x)\^e\rjQ\. Since

for xQ a.e. on α < > 0 < δ we have (2ε)~1\ τyfR(x)τyodx-+τy$R(xQ)τyQ as ε->0

for arbitrary vectors τj0, the condition H+ implies that ijTRiXotyo^tO for
x0 a.e. on αδ and arbitrary vectors τjQm As R{x) has a reciprocal a.e.
on αδ by (H2), it then follows that R(x)^>0 a.e. on this interval.

The truth of (d) is immediate, since ii is equivalent to the condition
that there is no point on α<^#<Iδ conjugate to x=a. For the proof
of (e), it is to be noted that for U1{x)y U2(x) as in ii and iii, respec-
tively, the matrix {Ulf Z72} is constant and {U19 Z72} =Uι(b)V2(b)
= — Vι(a)U2(a). In particular, ii implies that ϋΊ(b) is non-singular, and
consequently that U2(a) is non-singular also. Now for α<^#3<^δ the
matrix UΊ(x) is non-singular on xjb, and {Uu U1}=0 since Z7x(α) = 0.
Therefore the matrix U=U1(x) satisfies the condition v for the interval
xjb, and the previously established statements (a), (b), (c) applied to x3b
result in the conclusion that under conditions ii and HR the equation
(2.4) is non-oscillatory on each interval x3b with a<^x3<^b. Therefore
x=-x3 is not conjugate to x=b, and U2(x3) is non-singular for α < > 3 < δ ,
thus completing the proof of (e).

Finally, in order to establish (f), it is to be noted that by an argu-
ment similar to that for statement (e) it follows that conditions iii and
Ή.R imply ii. Consequently, if U1 and U2 are as in ii and iii, respec-
tively, we have {Ul9 U1}=0={U2, U2} while {Ult U2} is the non-singular
constant matrix M=U*(b)Vi(b). As iii remains true for U2(x) replaced
by — U2(x)M~\ it follows that without loss of generality the matrices
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Uly U% of ii and iii may be so chosen that {Ul9 £/,} = —/. With such
a choice the matrix U(x)=Uι(x) + U2(x) satisfies L[U]2^0 and {U, U}=0.
Moreover, as Σ7(α) = Z72(α) and U(b) = U{(b), if U(x) is singular at a point
x3 of ab then α < # 3 < & . Now if α<> 3 <& and Z7(a?3)£=0, set (̂a?)
= ϋΊ(x)ξ on α#3 and ??(»)= — U2(x)ξ on #36. Then ??(#) e Γ0(α>) and the
application of Lemma 2.2 to the separate intervals ax3 and #36 yields
/ [ ^ ^ ^ ^ ( ^ ^ ( ^ f - ^ C / ί ^ F ^ ) ? ; moreover, as UΐV^VΐU, and C/.f
= -U,ξ at ίτ=^3, it follows that /[j?] = f*{ί71, Z72}£= - ί * f ^ 0 . On the
other hand, if £(#) = ? on ax3, and ξ(x)= — Uχ1{x)UJ<x)ξ on #36, then f(α )
is a.c. and η(x) = U1(x)ξ(x) on α&. Since τj(x)eΓQ(ω) and {t7Ί, Σ7J = 0,

L[Σ7J~0, it follows from Lemma 2.2 that /[?]=( * ξ^UΐRU^dx, and
J33

hence / M ^ O , in view of Hβ. Consequently O^/[^]= — f*f^O, so that
ξ=0 and Z7(̂ 3) is non-singular for α<^a;3<^6, thus completing the proof
of (f). The above method of proof of statement (f) is the same as
that introduced initially by Hestenes in establishing a corresponding
result for the second variation of a Bolza type variational problem with
separated end-conditions, (see, for example, Bliss [2; Sees. 86, 87]). In
this connection it is to be commented that the same method of proof
establishes for hermitian functionals results of the same order of gene-
rality as the original result of Hestenes (Lemma 87.2 of Bliss [2]) for
real symmetric functionals; apropos of this remark the reader is refer-
red to the treatment of Part II of Reid [6].

It is to be noted that in view of criteria i and iv of Theorem 2.1
we have immediately the following results in the nature of separation
and comparison criteria.

COROLLARY 1. // U{x) is an nxn matrix whose columns form a
conjoined system of solutions of (2.4) of dimension n, and xl9 x2, (#i<C#2)>
are points of ab which are mutually conjugate, then U(x) is singular for
at least one value on xλx.z in case hypothesis H1{ is satisfied.

COROLLARY 2. Suppose that L[ιι]2iO and Lx[^]2r:0 are the Euler
equations for corresponding functionals I\rj] and Ifcη] of the type (2.2),
with respective integrand forms ω and ωx whose coefficient matrices
satisfy hypotheses (Hj), (H2), (H3) and Ή.R on ab. If Γ^ω^dΓJ^ω) and
-fiM—^M^O f°r arbitrary ηeΓ^ω^) then whenever L[u]^0 is non-
oscillatory on ab the equation L^tij^O is also non-oscillatory on this
interval.

If U(x) is a non-singular nxn matrix of 2(ω) then W(x)=V(x)U'1(x)
is a.c. on αδ, and it is readily verified that, (see, for example, Reid
[5]),

(2.9) {U, U} = U*(W-W*)U, U*L[U]~U*K[W]U,
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where if[FP] is the corresponding Riccati matrix differential operator

(2.10) K[W]= W'+WA + A*W+ WBW-C.

Conversely, if W(x) is an nxn matrix that is a.c. on ab, and U(x) is
a non-singular a.c. matrix satisfying Uf2^(A + BW)U, then Z7e2(ω)and
V=WU. Consequently, conditions iv and v of Theorem 2.1 are equi-
valent to the following conditions, respectively:

iv^. There exists an nxn hermitian ax. matrix W(x) satisfying
K[W]^0 on ab.

vE. There exists an nxn hermitian ax. matrix W(x) such that a.e.
on ab the hermitian matrix K[W] is non-positive.

The following results will be of use in the following sections.

THEOREM 2.2. // condition H+ is satisfied, and u(x) is a solution
of (2.4), then I[η]^>I[u] for arbitrary -η{χ)eΓ(ω) satisfying η(a)=u(a),
η(b)=u(b), and I\?)\=I\u\ only if ΎJ{X)=U(X) on ab.

As Ύ]1=-ΎJ — U is a.c. and ?̂i((x) = O = ^1(δ), the fact that u(x) is a solu-
tion of (2.4) implies /[^Ί, u] = 0, and upon suitable expansion of the
integrand of (2.2) we have I[y]=I[u] + I[u, η^\Λ-I\rjl} u\Λ-I\rj^=I{ιΐ\Λ-I[η^.
In particular, ηλ(x) e Γ0(ω) and the stated result is a consequence of H+.

For convenience we set ωd(xf η, π) = π*R(x)π, and denote by /T(<̂ o)
the class of a.c. vectors η(x) such that

(2.11)

exists and is finite; correspondingly, Γ0(ω0) is the subclass of ̂ (^o)
satisfying η(a)=0=η(b).

THEOREM 2.3. // R(x) satisfies Ή.R then for arbitrary y(x) e ΓQ(ω0),

(2.12) /o[7]^47*(c)[j*i2-1(ί)(Zί]"1

7(c) , a<c<b;

moreover, the inequality holds in (2.12) if η(χ)φθ and for each xQ on
with |^(^0)|τ^0 there is a corresponding neighborhood (xQ)&:

^XQ-hd on which there is defined a continuous vector ζ(x) such
that ζ(x)~R(x)τy'(x) on (xo)5.

Clearly Ή.R implies that Ify'] is positive definite of Γ0(ω0), and that

(2.13) Uτ(x)

are nxn matrices which satisfy conditions ii and iii of Theorem 2.1

for the Euler equation £0[%] = (.ff(#)%')' —0 °£ the function Ify]. For
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a given η{x)eΓύ{ωQ) and α < c < 6 , let u1(x) = U1(x)Uι-
1(c)V(c), and u.z(x)

= U2(x)Uς1(c)y(c). Then L0[tty]~O, ( r = l , 2), and 2^(α)=0=7(α), ^(c)
=^(c)=^2(c), u.2(b) = 0=9(6), so that the application of Theorem 2.2 to
/0D7] on the individual intervals ac and cδ yields

(2.130 IJLv; a,

(2.13") Z0[7; c, 6]^/O[M,; c, δ]=

and the inequality in (2.13') or (2.13") holds only if 9 = ^ or ^ΞΞΞ 2̂ on
the respective interval. Relations (2.13'), (2.13") imply

(2.14) IJίfl^V*(c)(Ur\c) + mb)- UMrWc),

and (2.12) follows from the fact that if A, B are hermitian matrices
such that A and B — A are positive then the hermitian matrix A'1

+ [Z?—A]'1 — 4Z?"1 is nonnegative. Clearly this stated result for hermi-
tian matrices A, B is equivalent to this result for the special case when
B=I, and if A and I—A are positive hermitian matrices the desired
result follows from the identity A~1 + [I-A]~1-<ίI=(I-2AγA-1(I-A)-1

and the fact that (I—2A)2, A~λ and (I—A)'1 are individually nonnegative
hermitian matrices that are mutually commutative under multiplication.

In order to establish the final statement of the lemma, it is to be
noted first that if \η(c)\=0 then the inequality holds in (2.12) for non-
identically vanishing γ(x)e ΓQ(ω0). On the other hand, if |^(c)|">0 and
there is a neighborhood (c)δ on which there is a continuous vector ζ(x)
such that ζ(x)~R(x)r)'(x) on (c)δ9 then the relations R(X)U1(X)^:UΪ1{C)ΎJ(C)

and R(x)u2{x)^^ — U21{c)rJ(c), together with the positiveness of Uϊ\c)
+ ί72"

1(c), implies that not both τj(χ)^u1(χ) on ac and τy(x)=u,(x) on
cb are valid. Consequently, in either (2.13') or (2.13") the inequality
sign holds, and hence the inequality sign holds in (2.12).

3* An equivalent real differential system* If
-\-iMlj\\, (cc=lf ' fn; j=lt « , r ) , is an nxr matrix with complex ele-
ments the corresponding bold-face letter M will be used to denote the
2nxr matrix | |M β j | | , (/?=1, , 2n;j=l, , r), of real elements Maj=Mcύjf

Mn+a?=Mlj. If M=Mι-riM* is an nxn matrix the corresponding script
letter ^ will designate the 2^x2^ matrix of real elements.

(3.1) ~^^\M* ~M2\^MN^> w h e r e N=

In particular, for I the nxn identity matrix the matrix ^ is the
2nx2n identity matrix, while for J=il the corresponding Jf is the
matrix already introduced in §2. If ^ = = ( ^ + i ^ ) , ( α = l , « ,w), is an
^-dimensional vector of Γ{ώ) then 57^(57^, (/9=1, 2, , 2n\ with ηa=ηι

a,
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ηn+«=yl, is a 292-dimensional vector with real components, and the inte-
gral I\rf\ of (2.2) becomes

(3.2)

where ω(xy η, π) = πA&(x)π + πA&(χ)η + ηA&A(x)π + ηA&(x)η is a real
quadratic form in the in real variables (ηβ9 πβ). For (3.2) the class
Γ(ω) consists of all a.c. 2%-dimensional vectors y(x) such that I[y] ex-
ists and is finite; if the components of y(x) are real-valued then clearly
y{x)eΓ(ω) if and only if y(x)=η(x), where η(x)e Γ(ω).

Corresponding to the notation of the preceding section, 2(ω) denotes
the set of a.c. 2^-rowed matrices Y(x) for which there is a corresponding
a.c. Z(x) of the same dimensions as Y(x) such that
+ &(x)Y(x). If Y(x) 6 2(ω), then Y;(x) — S/\x)Y(x) + έ

+ &*(x)Y(x)~ c^{x)Y(x)-^A{x)Z{x)J and
\-hjyA(x)Z(x)e%. By a solution of the Euler equation of

(3.2) will be understood a vector y(x) e 2(ω) such that

(3.3) -$f[y]~0 .

In particular, a solution y(x) of (3.3) with real components is of the
form y(x)=u(x), where u(x) is a solution of (2.4). Indeed, if U(x)e2(ω)
and V(x) is an a.c. matrix such that V^RU' + QU then U(x)e2(ω),
V(x) 2^ & Ur 4- & U9 and Jίf[U]^:M9 where M=L[U]; moreover, incase
U(x) is an nxn matrix then ^~& i?S'+&-?/ and Jzf[^/~\^:^f,
where M=L[U]. It is to be noted also that if U(x)e2(ώ) then J?U
= Uo, where U0=iU, and ^ [ ^ Z 7 ] = ̂ S^[Z7]; in particular, if y{x) is
a solution of (3.3) then J?y{x) is also a solution of this equation.

If yy(x), ( r=l, 2), are solutions of (3.3), and zy(x) are corresponding
a.c. 292-dimensional vectors such that zy(x)^&yy-h &yy, then (yl9 y2y
=yiAZz — Zi*yi is constant on ab. According to the terminology due to
von Escherich (see, for example, Bliss [2, p. 233], or Morse [4; p. 46]),
y1 and y2 are termed (mutually) conjugate if (y19 y.iy = 0. In the case of
real-valued solutions of (3.3) clearly the concept of conjugate solutions
is equivalent to that of conjoined solutions as defined in the preceding
section. In general, if uy(x)f ( r=l , 2), are solutions of (2.4), then yy(x)
= Uy(x) are real solutions of (3.3), and

From the above relation is seen that if ιιλ and u2 are conjoined solu-
tions of (2.4), then uL and uλ are conjugate solutions of (3.3); on the
other hand, if ux and uz are conjugate solutions of (3.3) it does not
follow that uλ and u.z are conjoined solutions of (2.4) but merely that
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In view of the above remarks it is clear that the result of Theorem
2.1 is true with the conditions i-v of that theorem replaced by corres-
ponding conditions i'-v' for the real system (3.3); moreover, from the
details of proof of Theorem 2.1 it is evident that in the statements of
conditions i'-vr attention may be restricted to matrices with real-valued
elements. As the wording of conditions i'-v' should be obvious to the
reader, they will not be stated explicitly here. Clearly conditions i and
i' are equivalent. Moreover, if a<Lxo<^b and U(x) is an nxn matrix
whose column vectors are solutions of (2.4) with U(xd) = 0 and V{x0)
non-singular, it follows readily that the most general 2^x2% matrix
Y(x) with column vectors solutions of (3.3) and Y(xΰ)=0 is of the form
Y(x)=^(x)D, with D a 2^x2% constant matrix. Consequently, con-
ditions ii' and iii' are equivalent to the respective conditions ii and
iii. Finally, the conditions iv' and v' for (3.3) corresponding to iv and
v for (2.4), and involving 2nx2n matrices Y(x) of real elements cor-
responding to the nxn matrices U(x) of iv and v, may be expressed
as follows in terms of nxn matrices with complex coefficients:

iv7. There exist nxn matrices Ux{x), U2(x) of &{ω) such that on ab
the 2nx2n real matrix \U1 U2\\ is non-singular, while L[Ϊ77] = O, (y=l, 2),
and 9ϊe{C/7, £7μ}=0, (γ, μ=l, 2), on this interval.

v'. There exist nxn matrices UL(x), U2(x) of Ά{ω) such that on ab
the 2nx2n real matrix ||E7i Z72|| is non-singular, and 3k{ί7γ, C/^ΞΞO,

{γ,μ=l,2), while the {necessarily symmetric) real part of the 2nx2n matrix
{γ, μ=l,2), is non-positive on this interval.

If a matrix U{x) satisfies iv or v then clearly U1{x) = U{x), U2{x)
=iU{x) satisfies the corresponding condition iv' or v', and flt^ t72||= *?/.

For Y{x) a non-singular matrix of 2{ω) and Z{x) an a.c. matrix
such that Z{x)^.&{x)Y\x)+&{x)Y{x) the matrix T{x)^Z{x)Y'\x) is
a.c. on ab, and corresponding to (2.11) we have

(3.4) <F, Y>=Y*(T-T±)Y, Γ A ^ 7 [Y]=Γ A JΓ[T]y,

where (Y, Yy~Y*Z-Z*Y and JΓ[T] is the corresponding Riccati
matrix differential operator

(3.5) ^r\T\=T' Λ- Ts/± Sf*T+ T&T- cέ?.

The following conditions iv^ and v^ are then equivalent to the above
conditions iv' and v'', respectively:

iv^. There exists on ab an a.c. real symmetric 2nx2n matrix T{x)
such that JΓ[T]~0.

v'R. There exists an a.c. real symmetric 2nx2n matrix T\x\ such
that the real symmetric matrix <3Γ[T] is non-negative a.e. on ab.

For an arbitrary a.c. nxn matrix W{x) it is seen readily that
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J%^[5^\H*ΛΊ where M=K[W], so that the validity of iv^ or v^ for
a matrix W(x) implies that the corresponding condition iv* or VR holds
with T= ΎJT. If T(x) is an a.c. 2nx2n matrix we have ^ A J 3 Γ [ T ] ^ Γ
= ^ [ ^ A 2 y Π , and the corresponding matrices Tλ^\(TΛ- J'^T
and Tt=\(T- J'^TJ') satisfy the relation

(3.6)

Moreover, if T(x) has real elements and Ufa), Ufa) are nxn matrices
such that T=||ί7i ί/2||, then Γ ^ F where Tf=|(i71-i?72), and if ϊ7

is symmetric then Tλ and T2 are symmetric and W is hermitian. Con-
sequently, from (3.6) it follows that if condition v^ holds for a matrix
T(x), and hypothesis HR is satisfied, then for W the hermitian matrix
such that Tj= Ύ/^ the condition v^ holds for T= CW, and condition v^
holds for this matrix W.

From the result of §§ 2 and 3 we have the following result on the
character of solutions of (2.4).

THEOREM 3.1. Under hypotheses (H^, (H2), (H3) and (HR) each of
the conditions (H+), ii, iii, iv, v, ivΛ, vs, iv', vr, iv^ and γf

R is a neces-
sary and sufficient condition for (2.4) to be non-oscillatory on ab.

In regard to these various criteria, all but v, vΛ, v' and v^ are of
the general type of condition that has been frequently used in the
calculus of variations, and particularly in the extension of the Sturmian
theory to self-adjoint systems with real coefficients. A systematic
use of conditions of the remaining type is much more recent. For a
single differential equation with real coefficients see Wintner [12] and
Taam [8] for the use of a Riccati inequality condition. For self-ad joint
systems with real coefficients, and of the generality of the accessory
equations for a variational problem of Lagrange type, Sternberg [7]
has presented criteria of the forms v' and v'B.

4 Specific criteria for oscillation and non-oscillation For (2.4)
one may derive various specific criteria for oscillation and non-oscillation
that are extensions of known criteria for a scalar second order differ-
ential equation. Attention here will be confined to the presentation of
a few such criteria that appear of particular interest, either because
of their range of application or for the type of proof involved.

Let G(x) be a non-singular nxn a.c. matrix such that R(x)G'(x)

+ Q(x)G(x)^0? that is, G'(x)~A(x)G(x). Under the substitution φ)

= G{x)ηfa) the integral (2.2) becomes

ωfa, Vi, V'i)dx ,

a



746 WILLIAM T. REID

where ωfaη, π^^R^π + ̂ P^xfy, and P1=G*[P-Q*R-1Q]G, R1=G*RG
are matrices satisfying the conditions specified for P and R in (Άλ) and
(H2). Clearly r/(χ)e&(ω) if and only if yjι(x)e2(ωι), and the Euler ex-
pression Lfy] for (4.1) satisfies G*L[iy']~Lfy1']. In view of these re-
marks, for the consideration of specific criteria attention will be limited
to an equation (2.4) with Q = 0; moreover, we shall choose to replace
P(x) by — F(x), so that for the specific problem under consideration
(2.2) becomes

(4.2)

where the coefficient matrices satisfy the following hypothesis: (H)R(x)
and F{x) are hermitian, of class $>, and there exists an hermitian matrix
R~1(x)eS such that R(x)R~1(x)^I on ab. With the conventions pre-
scribed in § 2, for (4.2) the Euler equation and corresponding Riccati
differential operator are, respectively,

(4.3) L[M]=(β(φ'

(4.4) K[W\TΞ=W' + WR-\x)W+F(x) .

If Δ is a given interval on the a -axis then ϊί{Δ} will denote the
condition that R(x), F(x) satisfy (H) on arbitrary compact subintervals
ab of Δ; correspondingly, 2{Δ} signifies the class of matrices in S for
each such subinterval, and a.c. {Δ} is the property of absolute con-
tinuity on each such subinterval. As a first instance of specific criteria
for non-oscillation the following result is presented.

1°. If R(x), F(x) satisfy Ή.{Δ} and R(x)^>0 a.e. on Δ, then each
of the following conditions is sufficient for (4.3) to be non-oscillatory on
Δ:

(a ) there exists an hermitian matrix Fλ(x) e %{Δ}, and an hermitian
matrix M(x) that is ax. {Δ} and such that M/(x)^F(x)-hF1(x)f FL(x)
>2M{x)R-\x)M{x) a.e. on Δ;

( b ) Δ is a subinterval of 0<CX<[CΌ, and there exists a constant
k^>0 and an hermitian matrix M(x) which is a.c. {Δ} and such that
M'(x)^-xF(x), R(x)^kl9 and &2/-4M2(^)>0 a.e. on Δ.

The sufficiency of (a) results from the fact that W(x)=— M(x) satis-
fies condition v^ of § 2 for the equation (4.3). As special cases of (a)
one has the following criteria which for n~l reduce to results given
by Wintner [12]:

(a ;) Δ: 0<Iα<;i, R(x) = I, M0(x)~[XF(s)ds satisfies F
Jo

a.e. on Δ;
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isί oo Γ x

F(s)ds=lim I F(s)ds exists and i
finite, and the matrix ML(x)=\ F(s)ds satisfies either (i) F(x)

x) a.e. on A, or (ii) — SI^ixM^x)^ a.e. on A.
Indeed (a') implies (a) with F1(x)=F(x), M(x)=2M0(x); similarly, (i) of
(a") implies (a) with F1(x)=F\x), M(x)=-2M1(x), and (ii) of (a") im-
plies (a) with F1(x)=(4x2)-1I9 M(x)=-Mι(x)-(Ax)-1L

The sufficiency of (b) is established by noting that kR-\x)<LI, and
consequently W(x)=(2x)~1[2M(x)i-kI] satisfies K[W\^(4krfY\±M\x)
— Jc2I]<±0 a.e. on A. The result of (b) corresponds to that of Theorem
5.3 of Sternberg [7] for systems that have real coefficients, but which
may be more general than those considered here in the involvement of
auxiliary differential equations as restraints.

If A is of the form α<Ξ><co then (4.3) will be said to be non-
oscillatory for large x on A if there is a subinterval AL: a,i<ίx<C°° on
which (4.3) is non-oscillatory. For (4.3) one has the following result,
which may be established by the same type of argument as used by
Sternberg [7] to prove a similar theorem for systems of equations with
real coefficients; these results for systems are extensions of a result
of Hille [3] for a single linear differential equation of the second order.

2°. Suppose that R(χ), F(x) satisfy H{A} and R(x)>0 a.e. on A:

α ί ^ < ° ° > crnd φ(x) is a positive function of S{z/} such that I φ(s)ds is

divergent, while I^φ(x)R(x) and F(#)I>0 a.e. on A. Then (4.3) is non-

jF^cfe^liml F(s)ds exists, and

there is a subinterval Aτ: a1<Lx<COQ on which there is defined an her-

mitian matrix W(x) such that W(x)^>0, \ W(s)R-\s)W(s)ds exists, and
Jx

Moreover, if (4.3) is non-oscillatory for large x then for each such W(x)
and arbitrary constant vectors η satisfying |^| = 1,

lim s\xv(\°φ{s)ds)(ΨW{x)rj)<Ll .

If A: 0<Lx<C&=> and ψ{x) is a function belonging to &{A}, then the

integral 1 ψ(t)dt is said to be summable (C, k), (ΛQ^O), to the value λ if
Jo

μ[x; k\(p] = [(l-tlx)kΦ(t)dt->λ as
Jo
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As Ψ(x)=\ψ(t)dt satisfies the relation μ[x; k\ψ]=kχ-k[X(x-t)k-ψ(t)dt on
Jo Jo

0 < ^ < o o for &>0, one has immediately that if Ψ0(x) = Ψ(x), Ψj+1(x)

= [Xψj(t)dt, 0"=l, 2, . . . ) , then μ[x; k\<p]==(kl)x-k¥k(x) on x>0 for fc=l,
Jo

2, •••. The result of the following theorem for k=l applied to a
second order differential equation u" +f(x)u=Q provides a criterion for
oscillation that extends a result of Wintner [11].

THEOREM 4.1. // Δ: 0 ^ # < o o , the matrices R(x), F(x) satisfy H{zί},
and R(x)^>0 a.e. on Δ, then (4.3) is oscillatory on every subinterval
a<Lx<^&> of A if there is a nonzero constant vector π and a constant
&I>1 such that

(4.5) lim sup (μ[b; 2k\π*Fπ]-b~2k2μ[b; 2k-2\π*Rπ])=™ .
b—>oo

In particular, (4.5) holds if \ π*F{t)πdt is summable (C, 2k) to oo, and
Jo

π*R(x)π=0(:x) as x->c&.

For arbitrary 0<^α<^c<^6 set -η{x) = π(x — a)!(c — a) on ac and η(x)

= π(b — x)kl(b — c)lc on cb. Since &I>1 we have that Tj{χ) belongs to the

class /^{αjj for (4.2) on the interval αδ, and a direct computation

yields

- — ) (b-2k2μ[b; 2k-2\π*Rπ]-μ[b; 2k\π*Fπ]) ,

b —c/

where /' is a function of α, c, 6, A: and π such that for fixed values of

a, c, k and π we have Γ~^(c — a)-2I[(x — a)π; a, c ]+l π*F(s)πds as &->oo.
Jα

Consequently, condition (4.5) implies that as a function of b the inte-
gral I[y;a, b] has limit inferior equal to — oo as 6->co, and hence for
b chosen so that I[η;af δ ] < 0 it follows from Theorem 2.1 that the
interval a<^x<Lb contains a point conjugate to x=a. The last state-
ment of the theorem is an immediate consequence of the fact that if
π*R(x)π=0(x) as x->oo then μ\b; 2k-2\π*Rπ] = 0(b2) as 6->oo.

It is to be commented that if one has the additional condition that
R(x)e2oo on arbitrary compact subintervals ah of Δ9 then for &>l/2 it
is assured that the above defined vector η(x) belongs to Γϋ{ω^ on ab,
and the above proof establishes the validity of the result obtained upon
replacing " f c ^ l " by " fc>l/2."

The following criterion for non-oscillation on a compact interval ab
is a generalization of a result of Liapounoff for a second order differ-
ential equation of the form u" Λ- f(x)ιι=0, (see, for example, Wintner
[12]). The proof here presented is based on the variational result of
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Theorem 2.3, and for the case of a single equation of the second order
differs from earlier proofs of the criterion.

THEOREM 4.2. Suppose that R(x), F{x) satisfy (H) and R(x)>0 a.e.
on a compact interval ah, and that θ(x) is a non-negative function of
class £ suck that θ(x)I^>F(x) a.e. on άb. If the constant hermitian
matrix

£>=4[T R-ι(x)dχ]'1-([bθ(x)dx)l

is nonnegative, then (4.3) is non-oscillatory on ab.

Suppose that ab contains points xl9 x29 (^i<^ 2), which are mutually
conjugate with respect to (4.3), and let u(x) be a non-identically vani-
shing solution of this equation satisfying u(x1)=0=u(x2). For rj{x)=u(x)
on xλx29 3?(#)=0 elsewhere on ab, let x=c be a value at which \η(x)\
assumes its maximum value on ab. Then x1<^c<^x2y η(χ) is a solution
of (4.3) in a neighborhood of x=c, and by Theorem 2.3 relation (2.12)
holds as a strict inequality. As

it then follows that I[η]^>η*(c)D-η(c)^>0. On the other hand, since
?7 = 0 outside xγx2 and η(xi)=0=η(x.z)9 L ^ j ^ O on xγx2, it follows that
7[^]=0, thus presenting a contradiction under the assumption that the
hypotheses of the theorem hold and (4.3) is oscillatory on ab.

5 Conditions of non-oscillation for more general equations• In
this section we shall consider a vector equation of the form

(5.1) E[u]=A2(x)u"-hA^W +A0(x)u~0 ,

under the assumption that on a certain interval Δ of the x-axis the
matrices AQ(x), A^x) belong to 8{z/}, while A2(x) is a.c. {A} and non-
singular. By a solution of (5.1) is understood a vector u(x) which is of
class C on Δ, with ur(x) a.c. {Δ}, and such that (5.1) is valid on Δ.

Now if u(x) is a solution of (5.1) for which u(x1) = 0=u(x2), then

(5.2) 0 - - [\*E[u\dx= f V * ' ^ ' + u*[A*-Aι]u' -u*Aou)dx .

For the right-hand integral in (5.2) we shall introduce the notation
I[u;xl9 »2], and set Rΰ(x)
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=iQo(x). I t follows readily t h a t I[u; χlf x.2]=I0[u; xlf x.^\ + ilλ\u\ xlf x2],
where

S X.y

^ωβ(χ, It, u')dx ,

and cυβ(x,y,π) is the hermitian form π*Rβ(
+ -η*Pβ(χ)η. Moreover, for λ0, λv real and R(x; λ) = λQRQ(x) + λιR1(x), Q(x; λ)
= λ0QQ(x) + λ1Q1(x), P(x; Λ)=/^P0(a!)-f ΛiPi(#), and ω(χ,η,π;λ) = λΰωQ(xfτy, π)
+ λ1ω1(x,η9π) we have

fx,
(5.3) 0=I[u; xl9 x2; / ] Ξ "ω(χ, u, ur λ)dx .

)χγ

In particular, from Theorem 2.1 we have that (5.1) is non-oscillatory
on Δ if for each compact subίnterval ab of Δ there are real constants
λQ, λx such that R(x; λ)^>0 on ab, and the self-adjoint equation

(5.4) L[u;λ] = (R(x, λ)u'±Q(x, λ)u)'-(Q*(x, λ)u' + P(x, λ)u)-0

is non-oscillatory on this subinterval. Of special interest is the case in
which the above conditions are satisfied by a choice of λQ, λx that is
independent of the subinterval ab.

It is to be commented that for the consideration of (5.1) one may
assume without loss of generality that A2(x) is positive hermitian on Δ,
as this property holds for B(x)E[u] = 0, where B(x) is a.c. {Δ} and such
that B(x)A2(x) is positive hermitian; in particular, these conditions
hold for B{x)=Aΐι{x) and B(x) = A2

¥(ω). If A2(x) is positive hermitian then
R(x, λ) = λQA2(x), and in the application of the above criterion for non-
oscillation one may assume without loss of generality that λo=l.

It is to be remarked that all the general criteria for non-oscillation
of a single second-order differential equation considered by Taam ([9]
and [10]) are of the type discussed above, and for most cases in which
specific criteria of non-oscillation occur in his treatment these criteria
are of the sort for which 1° of § 4 provides a generalization to the
case of systems herein considered.
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