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CONTRACTOR DIRECTIONS, DIRECTIONAL
CONTRACTORS AND DIRECTIONAL CONTRACTIONS

FOR SOLVING EQUATIONS

MlECZYSLAW ALTMAN

The concept of contractor directions appears to be a natural
development of the concept of directional contractors. By using
both concepts, sufficient conditions are presented for a nonlinear
operator to be a mapping onto a Banach space.

Several authors have recently studied the solvability of nonlinear
operator equations. Their main objective was to investigate a class of
nonlinear operators having closed ranges. In the first part of this paper,
a generalization of some of the known results is presented and, in
addition, new proofs are given.

In the second part, a class of operators is discussed without
assumption that the operators in question have closed ranges. In both
parts, the technique of proofs is based on the concept of contractor
directions. This concept is a generalization of a concept of asymptotic
directions introduced by Browder. However, this generalization is
rather closely related to the concept of directional contractors. By using
the method of directional contractors, in the third part of this paper, a
class of nonlinear operators with Holder continuous Frechet derivatives
is investigated. Sufficient conditions are given which guarantee that the
operators in question are mappings onto. Finally, as a generalization of
contraction mappings, directional contractions are discussed with appli-
cation to evolution equations.

DEFINITION 1.1. Let X be an abstract set and P : X - > Y a map-
ping of X into a (real or complex) Banach space Y, x a point in X. Then
we define sets TX(P) of contractor directions for P at x, and ΓX(P) is such
a set if there exists a positive q < 1 with the following property: for each
y £ ΓX(P), there exist a positive number e = e(x, y) g 1 and an element
x EX such that

(1.1) \\Pχ-Pχ-ey\\^qe\\yl

Thus, Γx(P) = Txq(P) depends on q and obviously Γxq(P)CΓx^(P) if
0<q <q < 1 .

LEMMA 1.1. The set Γxq (P) contains Γxq (P), where 0 < q < q < 1.
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// ΓX(P) is dense in some sphere 5(0, r) = [y: y G Y,\\y | | g r], then

Proof. Let 0 < q < q < 1. If v E 5(0, r) and y e ΓI ί?(P) are such
that || v - y Jj §= 17, then

|j Px - Px - ev 1 g II Px - Px - ey || 4- ey || υ - y J| g qe || y || + eη

if η£(q-q\\\\(

in virtue of (1.1).

LEMMA 1.2. For α// x 6 X, ίeί y 0 - Px be in the closure of TX(P),
where yo& Y is not in P(X), P(X) being closed. Then there exists a
sphere S(y0, r)CY such that y - Px G TX(P) for all y G S(y0, r), x G X

Pmo/. By Lemma 1.1, y o - Λ c 6 Γ x ( P ) for all xEX. Thus, it
follows that

\\Pi-Px-€(yo-Px)\\*ίq€\\yo-Px\\

is satisfied for all x G X and some positive q < 1. Hence, we obtain

S g£ j| y0 - Px || + er < <?€ (|| y - Px || 4- r) + er § φ : jj y - Px ||

for all y G S(y 0, r), x G X, where q is arbitrary with q<q<\ and r is
chosen so as to satisfy

where 2ά is the distance from y0 to the closed set P(X).
The following two lemmas of Gavurin (see [3] for references) will be

used in our considerations.

LEMMA 1.3. Let a be an ordinal number of first or second class and
let {ίγ}o§Ύg« be a naturally well-ordered sequence of real numbers provided
that for numbers β of second kind we have

to = lim L.
y

Then the following equality holds.
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ta =

LEMMA 1.4. Let a be an ordinal number of first or second class and
let {xγ}o§γgα be a well-ordered sequence of elements of a metric space X
provided that for numbers β of second kind we have

xβ = lim xΎ.

Then, denoting by d( , ) the distance,

A ( \ <: v̂̂  A ( \
U yX^ XQ) = 2-d d \%y+l > %y)'

THEOREM 1.1. Let Xbe an abstract set, Y a real or complex Banach
space, P: X-^Y a mapping of X into Y such that the range P{X) is closed
in Y. Suppose that y0 E Y, which is not on the boundary ofP(X), is such
that for each x in X, the element y0 - Px belongs to the closure of a set
ΓX(P) of contractor directions for P at x. Then there exists a solid sphere
S(y0, r) C Y with center y0 and radius r such that the equation

(1.2) Px = y, y E S(y0, r ) , x E X

has a solution for every y E S(y 0 , r ) . v

Proof. One can assume that y0 is not in P(X). Then, by Lemma
1.2, there exists a sphere S(yo,r) such that y - P j c E Γ x ( P ) for all
y E S(y0, r), x E X, i.e., there exist positive numbers q < 1, e = e(jc, y) S
1 and elements x E X such that

(1.3) | |Pχ-Pχ-€(y-Px) | | ^€ | |y -Px | |

for all y E S(y0, r), x E X. For the sake of simplicity, we replace
equation (1.2) by Px = 0 in which the same symbol P stands for the new
mapping with values Px - y, and fixed y £ S(y0, r). Then inequality
(1.3) yields

(1.4) | |Pi - Px - ePx \\ ̂  qe \\Px \\.

Now, we construct well-ordered sequences of numbers ta and elements
P(ta)EP(X) as follows.

Put to - 0 and and let x0 be an arbitrary element of X and put
P(to)= P J C 0 E P ( X ) . Suppose that tγ and P(ty) have been constructed
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for all γ < α, provided that: for arbitrary number γ < a inequality (1.5γ)
is satisfied.

(1.5Ύ) | |P(ίy)|| - ^^"^HPίίίOH, P(tγ)<ΞP(X);

for first kind numbers β = y 4-1 < a the following inequalities are
satisfied:

(1.6r+1) | j P ( ί τ + , ) - P ( O | | = £ ( l -

and for second kind numbers γ < α the following relations hold:

(1.8γ) ty =Km t* ( y ) %)

Then it follows from (1.6)-(1.8), Lemmas 1.3 and 1.4 that for arbitrary
A < γ < a we have

(ί+q)\\P(tf)

Hence,

(1.9)

Suppose that a is a first kind number. If P(ία-i) = 0, then the proof
of the theorem is completed, since P{ta-X)E.P(X). Suppose now that
P(ta-ι)^ 0, and let x E X be such that Px = P(ία_i). Then there exist a
positive e ^ 1 and an element x EX satisfying (1.4). Put τα = e ^ 1
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(1.10) ί« = ί«-i + τβ, P(ta) = Px.

Then we obtain by using (1.4) and the induction assumption (1.5α_i)

||P(t.)H =§ [1 -(l-q)ra

by (1.10). In virtue of (1.4), (1.10) we obtain

Thus, conditions (1.5α)-(1.7α) are satisfied for ta.
Now, suppose that a is a number of second kind and put ttt =

limγ^α ίγ. Let {yn} be an increasing sequence convergent to α. It follows
from (1.9) that {P(tΎn)} is a Cauchy sequence and so is {P(ty)}. Denote
by P(ta) its limit. Since P(ty) satisfy (1.5γ), it follows that P(ta) satisfies
(1.5α). The process will terminate if ta = + °°, where α is of second
kind. In this case (1.5α) yields P(ta) = 0 and the proof is completed.

As a consequence of the above theorem we obtain

THEOREM 1.2. Let X be an abstract set, Y a real or complex Banach
space, P: X —> Y a mapping of X into Y such that the range P(X) is closed
in Y.

Suppose that for each x in X, a set TX(P) of contractor directions is
dense in Sr = S(0, r) C Y. Then P(X) = Y.

Proof By Lemma 1.1, the set TX(P) contains the sphere
Sr. Hence, it follows that Γ X ( P ) = Y. Let y 0 E Y be not in
P(X). Since y0- Px is in ΓX(P) for every J C E X , it follows from
Theorem 1.1 that the equation Px = y0 has a solution. This contradic-
tion shows that P(X) = Y

REMARK 1.1. Both theorems with some changes are proved in [41,
for both real, vector space X and Banach space Y. However, the proof
given here is different and eliminates in [4] the use of a theorem by
Zabreiko and KrasnoseΓskii [9]. The above result presents a consider-
able generalization of a theorem by BίΌwder [6] and of a theorem by
Zabreiko and KrasnoseΓskii [91, and yields, in addition, new proofs.

2. The restriction that the range of the operator in question is
closed seems to play an essential role in the previous- discussion.
However, by introducing the conceptof special contractor directions the
mentioned restriction can be removed.
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DEFINITION 2.1. Let X be a complete metric space, Y be a real or
complex Banach space, P a mapping of X into Y, x a point in X. Then
the element y is said to belong to a set TX(P) of special contractor
directions for P at x if there exist positive constants J5, q < 1, e =
β (x, y) ^ 1 and an element x E X such that

(2.1) UPx-Px-eyll^llyll,

where d (JC, JC) g Be || y ||. It is obvious that a special contractor direction
is a contractor direction, and that Lemmas 1.1 and 1.2 are also valid here.

A mapping P: D(P) CX-> Y is said to be closed if xn->x and
Pxn -> y imply x E £>(P) and y = Px.

THEOREM 2.1. Let P: D(P) C X-* Y 6e α dosed operator, Y being
a real or complex Banach space. Suppose that y0 E Y /s swcΛ that for each
x in D(P) the element yo-Px belongs to the closure of the set
ΓX(P). Then the equation

(2.2) p x - y o = o, xED(P)

has a solution. If in addition, y0 is not a limit point of P(D(P)), then
there exists a solid sphere S(yo,r) such that the equation Px = y has a
solution for each y E S(y0, r).

Proof Without loss of generality, assume that y0 = 0. We construct
well-ordered sequences of numbers ta and elements xaED(P) as
follows. Put to = 0 and let x0 be an arbitrary element of D(P). Suppose
that tΊ and xy have been constructed for all y < α, provided that: for
arbitrary number γ < a inequality (2.3γ) is satisfied.

(2.3γ)

for first kind numbers γ + 1 < a the following inequalities are satisfied:

( 2 . 4 γ + i ) 0 < tΎ+ί - ί y g l

(2.5γ+1) d(xy+ι, xy) ̂  B | |Px o | k- ( 1 -^(ί γ + 1 - ty),

(2.6γ+1) ||Pxγ+1 - PxΎ || g (1 + q)\\Pxo\\e'{l'^(ty+i - ίγ);

and for second kind numbers γ < a the following relations hold:

(2.7γ) t = lim ίβ, x7 = lim x«, Pxv = lim Pxβ.
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Then it follows from (2.5), (2.7), Lemmas 1.3 and 1.4 that for
arbitrary γ < a and λ < γ we have

( Ύ ) Σ ( β β ) \ \ \ \ Σ H β β )
λ^β<y λ=i/3<γ

= B \\Pχo\\ X *o-'*β+>-'*>e-«-<*+>(tβ+ι - tβ)
λS(3<γ

<B||Λo||e1-' Σ e-«-<^(tβ+1-tβ)
λ^β<y

<Be -'lPxoll Σ ί'β" e-^'dt = Be'-" \\Pxo\\ f' e^-^dt.
λ g β < γ J tβ J ίλ

Hence,

(2.8) rf(jcγ, xλ) g Be1'" \\Pxo\\ f ^ e" ( 1^Mί.

In the same way we obtain from (2.4), (2.6), (2.7), Lemmas 1.3 and 1.4
that

(2.9) \\Pxγ - Pxλ || ^ (1 + g)* 1

Suppose that a is a first kind number. If Pxa-X = 0, then the proof
of the first statement of the theorem is completed.

If Pxa-ι 7^ 0, then we put

(2.10) ta = ta-ι + τα, xα = Jc,

where x E D ( P ) and τα = 6 g 1 are chosen so as to satisfy (2.1) with
x = jcα_1? y = y0 —Λtα_i = - Pxa-\, since yo~Λcβ_i is a contractor direc-
tion for P, in virtue of Lemma 1.1. Thus, we have

(2.11) WPXa-PXa-i + TaPx^W ^ qTa\\Pxa-i\\.

Hence, we obtain, by (2.9) and (23a^%

i.e.,

(2.12J ||Pxα||^e-^>Hl^o||.

It follows from (2.10), (2.1) and (23a-x) that
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(2.13J dijcx.-d g BτJPx^W ^ B(ta - t-Oe

It follows from (2.1), (2.11) and (2.3α_x) that

(2.14J | | f t β - ft^ll ^ (1 + q)τa \\Pxa.λ\

Thus, conditions (2.3β), (2.4β), (2.5α), and (2.6β) are satisfied for ta and
xα. Now suppose that α is a number of second kind and put ta =
limysaty. Let {γn} be an increasing sequence convergent to a. It
follows from (2.8) and (2.9) that {xΎn} and {/%„} are Cauchy sequences
and so are {jcr} and {Pxy}. Denote by xa and ya their limits, respectively.
Since P is closed we infer that xa E D(P) and ya = Fxα. If ία < + 0 0 ,
then the limit passage in (2.3γn) yields (2.3α). The relationships (2.7β)
are satisfied by the definition of ίβ and xm since yα = Pxa. This process
will terminate if ίβ = + oo? where α is of second kind. In this case,
Pxa = 0 in virtue of (2.3α). Thus, the proof of the first assertion of the
theorem is completed. To prove the remaining assertion we apply
Lemma 1.2 which also holds true for special contractor directions. The
proof then follows from the first assertion.

As a consequence of the above theorem we obtain

THEOREM 2.2. Let P: D(P) C X-* Ybe a closed operator, where X
is a complete metric space and Y is a real or complex Banach
space. Suppose that for each x ED(P) C X, the set TX(P) of special
contractor directions for P is dense in some sphere with center 0 in
Y. Then P(X) = Y.

Proof By Lemma 1.1 applied to special contractor directions, we
have that TX(P)= Y for all x EX. The proof follows from the first
assertion of Theorem 2.1, since y0- Px E ΓX(P) for all y 0 E Y and x E X.

Using the method of contractor directions, a local existence theorem
for nonlinear operator equations can also be proved.

Let XQ be a subset of the complete metric space X. Put 5 =
S(x0, r) = [x: d (x, JC0) < r, x E X] for a given JC0 E Xo? and U = Xo Π S,
where S is the closure of 5 in X. Let P: [/—>• Y be a nonlinear operator
closed on U, i.e., xn E [/, *„—>x and Pxn—»y imply that x E [/ and
y = PJC, where y is an element of the Banach space Y.

THEOREM 2.3. Suppose that the following hypotheses are satisfied :
(1) P: U^Yis closed on U\
(2) for each x E Uo = X0Π S, the set ΓX(P) of special contractor

directions is dense in some sphere with center 0 in Y.
(3) r^
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where q is arbitrary with q < q < 1, and q, B are defined by (2.1). Then
equation Px = 0 has a solution in U.

Proof. By Lemma 1.1, ΓX(P) = Y for all x E Uo. Now, as in the
proof of Theorem 2.1, we construct the sequences {ta} and {jcα} satisfying
the required induction assumptions and, in addition, instead of (2.4r+1),

for first kind numbers β = γ -f 1 < a. Hence, we obtain the following
estimate instead of (2.8)

y, xa) ̂  B ||Λco|| Σ eW^-Ve^-^ifa - tβ)
λgβ<γ

< (1 - q)(l - qΓB (|Fxo|| Σ e-«-«^-'%^ - tβ)
Ag/3<γ

< (1 - q){\ - q)~*B \\PXo\\ [" e-^'dU
Jtλ

and in the same way we obtain instead of (2.9)

It follows, in particular, from the first estimate that

d(xΎ7 x0) < (1 - q ) ( ί - qΓB \\Pχ,\\ V e~^dt - (1 - q ) ι B \\Pxo\\ ^ r.
Jo

Hence, it follows that all elements xy belong to Uo. The further
reasoning is exactly the same as in the proof of Theorem 2.1.

REMARK 2.1. Condition (3) in Theorem 2.3 can be replaced by

(3') r { \ l

In this case the induction assumption (2.4γ+1) remains without change,
leading through (2.8) to the estimate

d(xγ,jcft) < Be1* ((PJCOII Γ e'^'dt = |
Jo

The estimate (2.9) remains the same.
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The fact that the indicated replacement of (2.4γ+1) is feasible is based
on the following remark.

REMARK 2.2. If the set ΓX(P) of special contractor directions is
dense in some sphere with center 0 in Y, then for arbitrary r > 0, y E Y,
there is a positive e^τ satisfying condition (2.1).

In fact, since ΓX(P)= Y, by Lemma 1.1, for ry, there is an eo =
€0(jc, τ y ) ^ l satisfying (2.1) with e = e0 and y replaced by ry. Hence,
(2.1) is satisfied with e = eoτ ̂  r.

LEMMA 2.1. Let A: X—> Ybe a bounded linear operator, X and Y
being Banach spaces. The following conditions are equivalent:

(i) there exist positive constants B, q with q < 1 such that for every
y E Y there is an element h E X satisfying the inequalities

(2.15) | | A Λ - y | | ^ | | y | | and | | λ | | έ fiflyfl;

(ii) A maps X onto Y.

Proof. Put JCI = h with h satisfying (2.15) for y = y0, and xn+λ =
xn - hn+u where hn+] satisfies (2.15) for y = Axn - y0. Then we obtain,
by (2.15),

\\xn+]- xn\\ = \\hn+ι\\ ^ B\\Axn - y{)\\

= B \\Ahn - (Axn-i - yo)| | ^ Bq \\Axn-x - yo||

Hence, it follows that {xn} converges to some x and Axn —> yo = Ax,
where y0 is an arbitrary but fixed element of Y.

LEMMA 2.2. Let A: X->Y be a bounded linear operator which
maps the Banach space Xonto the Banach space Y, and let B >\\{A *)~ι||,
where A * is the adjoint operator. Then for each y E Y, there exists h E X
such that Ah =y and \\h\\ ̂  B\\y\\.

Proof. Denote by θ the set of all solutions of the equation
Ax = 0. The transformation A defines on the quotient space X/θ a
bounded linear operator d\ X/0-» Y by the formula y = sέξ, where
x E ξ E X/θ and y = Ax. By Lemma [1], || s£~λ || = || (A *)~! || (the domain
of (A*)^ is not, in general, the whole space). Since H^II^II^IUly ||,
where | |£ | | = inf [||JC ||: x E ξ], there exists an element xEξ such
that || x || ^ || £ ||(1 + 17), where η is determined by the relationship
|| sd'1 IJ|(1 + η) = B. Then we obtain
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and Ax = y.
As an application of Theorem 2.2 we obtain

THEOREM 2.4. Let P: X-+Y be a closed mapping of the Banach
space X into the Banach space Y. Suppose that P is differentiable in the
Gateaux sense and its derivative P\x) maps X onto Y for each x EX. If
there exists a constant B such that \\(P'(x)*)~ι\\ ^ B for all xEX, then
P(X) = Y.

Proof. Let y E Y and q be arbitrary with 0 < q < 1. By Lemma
2.2, there exists an element h EX such that

P\x)h - y = 0 and

where B > B is arbitrary. Choose a positive e ̂  1 such that

\\P(x + eh)- Px- eP'(x)h\\^ qe\\yl

Then we obtain

\\P(x + eh)- Px - ey || ^ \\P{x + eh)-Pχ- eP\x)h ||

and \\x~ x 11^Belly II *$ tπie for x = x-h <*h, that is, condition (2.1) is
satisfied. Hence, it follows that the set of special contractor directions
ΓX(P) is the whole of Y for all x E X and Theorem 2.2 is applicable.

A local existence theorem can be obtained on the basis of Theorem
2.3.

Let Xo be a linear subset of the Banach space X, S - S(x0, r) for a
given x0 E XQ and U = Xo Π S.

THEOREM 2.5. Let P: U-+Y be closed on U. For each x 6 ί/ 0 =
Xo Π S, the Gateaux derivative P\x) exists and maps Xonto the Banach
space Y. There exist positive constants B, q <\ such that r>
B{\-qYλ\\PxQ\\ and \\{P'(χ)*yι\\^B for all x E Uo. Then equation
Px = 0 has a solution in U.

Proof. There exists B>B such that r ̂  B(l - q)"ιj|Px0SI By using
the same argument as in the proof of Theorem 2.4, one can see that
condition (2.1) is satisfied for arbitrary positive q <q. Hence, it follows
that the set ΓX(P) of special contractor directions is the whole of Y for all
x E Uo. Thus, the hypotheses of Theorem 2.4 are satisfied.
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3. Definit ion [ 3 ] . Let X be a vector space, Y a Banach space
and P a mapping of D(P)CX into Y Then a linear mapping
Γ(x): Y—»X is said to be a directional contractor for P at x E X if there
exists a positive q < 1 such that for every y E Y, there is a positive
number β = e(jc, y ) ^ 1 satisfying the following inequality

(3.1) \\P(x + eT(x)y)-Px-6y\\^qe\\yl

It is assumed that D(P) is linear and Γ(x)(Y)CD(P) for all
xGD(P). Denote by L(Y->X) be the set of all linear continuous
mappings of Y into X, where X, Y are Banach spaces. Then
Γ: D(P)—>L(Y-+ X) is called a contractor for P. In particular, if
there exists a constant J3 such that | | Γ ( J C ) | | ^ J5 for all x E D(P), then
Γ is called a bounded irectional contractor for P.

THEOREM [3]. A closed nonlinear operator P: D (P) C X -> Y which
has a bounded directional contractor Γ is a mapping onto Y

Proof. This theorem is a particular case of Theorem 2.2. Let us
notice that the condition imposed on e in the contractor inequality (3.1) is
less restrictive than that in [3].

The following lemma is obvious.

LEMMA 3.1. Let P: X-> Y be a nonlinear mapping of the Banach
space X into the Banach space Y. Suppose that Γ(JC): Y - * X is a
bounded linear operator and that there exist positive numbers r and q < 1
such that

(3.2) \\P{x + T{x)y)-Pχ-y\\^q\\y\\

for all y £ Y with || y || S r. Then Γ(x) is a directional contractor for P at
xEX.

LEMMA 3.2. Let P: X —» Y be a nonlinear operator differentiate in
the Frechet sense with Holder continuous derivative P'{x), i.e., there exist
positive numbers X, a ^ 1 such that

(3.3) \\P'(x)-P'(x)\\^K x - x\

for all x, x E X. Moreover, for every x E X, let A(x): X-> Y be a
bounded linear nonsingular operator such that

(3.4) I I Λ ^ ) - 1 ! ! ^ B and \\Pf(x)~ A(x)\\ g QBC<1
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for allx EX and some constants B, C. Then Γ defined by Y{x) = A (x )'x

is a bounded directional contractor for P.

Proof. We have, by (3.3) and (3.4),

\\P(x + T{x)y)~Px-y\\^\\P(x + Γ(x)y)-Pχ-P'(x)Γ(x)y\\

+ ||P'(*)Γ(x)y - A(x)Γ(x)y || =§ (1 + ay1K\\Γ{x)y \\1+"

+ C\\Γ(x)y)} ^ (1 + aΓKB^Wyt" + CB\\y\\^ q\\y\\

for y E Sr, where q is arbitrary with BC < q < 1 and

if || y || g r, i.e., r* - (q - BC)(1 + a)/KBι+a. Hence, by Lemma 3.1, Γ is a
bounded directional contractor for P.

THEOREM 3.1. Under the hypotheses of Lemma 3.2, P is a mapping
onto Y.

Proof. The proof follows immediately from Theorem [3] and
Lemma 3.2.

LEMMA 3.3. Let P:X—>Y be a nonlinear operator and let
T: X-^Y be differentiable in the Frechet sense at each x E X. Moreover,
suppose that

\\V{x)~ T\x)\\ ̂  K\\x - x\\\

\\V{x)-χ\\£B and

\\(Px - Tx)~ (Px - Tx)\\ g C\\x - x ϋ

for all x, x E X, where C is a constant such that BC < 1.
Then Γ defined by Γ(x) - T\x)~ι is a bounded directional contractor

for P.

Proof We have

\\P(x +Y{x)y)~Px -y\\ ̂  \\T(x+Γ(x)y)- Tx - T'(x)Γ(x)y\\

+ \\[P(x + Γ(x)y)- T(x + Γ(x)y)J-[Λ - Tx}\\
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if || y || = r, where q is arbitrary with BC < q < 1 and r =
(q -BC)(l + a)/KBί+a. Hence, by Lemma 3.1, Γ is a bounded direc-
tional contractor for P.*

THEOREM 3.2. Under the hypotheses of Lemma 3.3, P is α mapping
onto Y.

Proof. The proof follows immediately from Theorem [3] and
Lemma 3.3.

LEMMA 3.4. Let P: X-+Y be a nonlinear operator differentiable in
the Frechet sense with Holder continuous derivative P'(x) satisfying
(3.3). Let Γ(x): Y-^X be a bounded linear operator and let C be a
positive constant such that

\\P\x)Y{x)-I\\^C<\

for all x E X, where I is the identity mapping of Y. If in addition,

for all x E X, then Γ is a bounded directional contractor for P.

Proof. We have

\\P(x + Γ(x)y)- Px - y || g \\P(x + Γ(x)y)- Px - P'(x)Γ(x)y ||

+ | |P'(x)Γ(x)y-y| |

if II y II = r, where q is arbitrary with C < q < 1 and r =
(g - C)(l + a)/KBι+a. Hence, by Lemma 3.1, Γ is a bounded directional
contractor for P.

THEOREM 3.3. Under the hypotheses of Lemma 3.4, P is a mapping
onto Y.

Proof The proof follows immediately from Theorem [3] and
Lemma 3.4.



CONTRACTOR DIRECTIONS, DIRECTIONAL CONTRACTORS 15

4. Directional contractions. A generalization of the no-
tion of the contraction mapping in a Banach space can be given which is
based on the concept of contractor direction.

DEFINITION 4.1. Let X be a Banach space. A mapping F: X-* X
is called a directional contraction if there exists a positive number q < 1
which has the following property.

For arbitrary x,yEX, there exists a positive number e = e(x, y)^i 1
such that

(4.1) \\F(x + ey)-Fx\\^qe\\y\\.

THEOREM 4.1. Suppose that F: X - * X is a directional contraction
and P is a closed operator, where Px = x — Fx. Then P maps the Banach
space X onto itself.

Proof. The proof follows from Theorem 2.2. In fact, if y E Y = X
is arbitrary and e is such that satisfies condition (4.1), then (2.1) is
satisfied with x = x -f ey. Hence, if follows that ΓX(P) = X. The addi-
tional requirement that j| x - x || ̂  Be || y |j is also satisfied with B = 1.

REMARK 4.1. It is easy to show that Theorem 4.1 follows im-
mediately from the basic directional contractor theorem (Theorem
[4]). In fact, condition (4.1) coincides with the contractor inequality
(3.1), where Px = x ~ Fx and Γ(JC) = / for all x E X. This implies that
the identity operator / is a bounded contractor for P ~ I - F.

The following fixed point theorem can be proved as a particular case
of Theorem 2.3.

THEOREM 4.2. Let S be an open sphere with radius r and center θ
(zero) in Banach space X and let F: S -> X be a directional contraction on
5, i.e., for each xES and y E X with | |y | |^r, there exists a positive
e = e(x, y)=i 1 satisfying (4.1) and x + ey E S. If P is closed, where^
Px = x - Fx and r > ||Fθ j|/(l - q), then there exists an element x* E.S
such that x* = Fx*.

Proof It is easy to see that the hypotheses of Theorem 2.3 are
satisfied with x0 = θ. Oviously, Tx (P) = X and condition (3) of Theorem
2.3 that r ^ B ( l - q^^Pxoll is satisfied with B = 1 and ^ being chosen so
as to satisfy

4<<?<1 and r >| |F0| |/(l-<j).
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5. Evolution equations. The directional contraction
method can be applied to prove an existence theorem for nonlinear
evolution equations.

Consider the initial value problem

(5.1)

where x = x(t) is a function defined on the real interval [0, T] with values
in the Banach space X, and F: [0, T] x X—»X. Denote by Xτ the space
of all continuous functions x = x(t) defined on [0, T] with values in X
and with the norm | |JC||C = max[||JC(ί)||: O^ί ^ Γ].

Instead of (5.1), we consider the integral equation

(5.2) χ(t)- ΐ F(s,x(s))ds = ξ
Jo

as an operator equation in Xτ and we assume that the integral operator is
closed in Xτ.

Suppose that there exists an integrable function K(t), 0 S t ^ Γ,
which has the following property. For arbitrary x, y EXT there exists a
positive number e = e(x, y ) ^ 1 such that, for all 0 ^ s ^ Γ, we have

(5.3) \\F(s9x(s)+ey(s))-F(s9x(s))\\**K(s)6

THEOREM 5.1. Suppose that the integral operator in (5.2) is closed in
Xτ and that there exists an integrable function K(t) which satisfies (5.3)
and such that

(5.4) Γ K(t)dt = q<l.
JO

Then for arbitrary ξ E X equation (5.2) has a continuous solution x(t).

Proof. It is easily seen that condition (5.3) implies condition (4.1) so
that the integral operator in (5.2) yields a directional contraction in
Xτ. Thus, the proof follows immediately from Theorem 4.1.

DEFINITION 5.1. Let F(ί,x) be continuous in (t,x)E [0, Γ] x X,
and suppose that there exists an integrable function K(t), O έ ί ^ Γ ,
which has the following property.

For each t E [0, T] and x, y E X there exists a positive e = β(x, y) S
1 such that
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(5.5) \\F(t,x + ry)-F(t,x)\\<K(t)τ\\y\\

for all O ^ r ^ β = e(x, y ) ^ l .
Then F is said to be Lipschitz demi continuous.
Let us suppose that F satisfies the following hypothesis.
Given two arbitrary continuous functions x = x(t) and y =

y(ί)6X τ, there exists a sequence {en} convergent to zero such that for
any η > 0, there is a positive δ which satisfies the following condition for
almost all n.

(5.6) e~: £ \\F(s,x(s) + βny(s))-F(s,x(s))\\ds<η,

where ω C [0, T] is an arbitrary subset of [0, T] with measure μ(ω) < δ.

THEOREM 5.2. Suppose that F: [0, T]xX-*X is Lipschitz demi
continuous and satisfies conditions (5.4) and (5.6). Then the initial value
problem (5.1) has a solution.

Proof. Let us consider the equivalent problem of solving the
integral equation (5.2) for arbitrary ξ E X. The proof will follow from
Theorem 4.1 if we can show that the integral operator is a directional
contraction. In other words, we have to show that e = e(x, y) = l in
(5.3) depends on the continuous functions x ,yE Xτ. Let q be arbitrary
with q < q < 1, where q is defined by (5.4). Given arbitrary continuous
functions x = x(t), y = y(ί)E Xτ, put in (5.6) η = (q - q)\\y \\c and let δ
correspond to η. By a theorem of Lusin there exists an open subset
ω C [0, T] with measure μ(ω) < δ such that the function K is continuous
on [0, T]\ω. It follows from (5.5) that for each interior point s E
[0, T]\ω, there exists an open subset Δ(s) C [0, T]\ω such that

\\F(t,x(t)+τy(t))-F(t,x(t))\\<K(t)\\y\\c

for all ίEΔ(s) and 0 ^ τ ^ e = e( jφ) ,y(s ) )S l . Let {Δ(s,)}, i =
1,2, * , n, be a finite subcovering of [0, T]\ω, and put

60= 6(x, y) = min[e(x(sJ), y(5,)): 1^/ Src],

where x ,y6 Xτ. Then we have

(5.7)

for all t E [0, T]\ω and 0 ̂  r ^ e0 = 1. Now, denote by e the number
ek ^ €0. Such ek exists, since en —> 0 as n -> α>. Then it follows from
(5.6) and (5.7) that
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ί'\\F(s,x(s) + ey(s))-F(S,x(s))\\ds
Jo

=g Γ\\F(s,x(s) + ey(s))- F(s,x(s))\\ds
JO

= f \\F(s,x(s)+ ey(s))- F(s,x(x))\\ds

+ ί \\F(s,x(s) + ey(s))-F(s,x(s))\\ds
J ω

K(s)ds\\y\\c + (q-q)

= ^ | | y | | c .

Hence, it follows that the integral operator in (5.2) is a directional
contraction.

REMARK 5.1. If the function K{t) is continuous on [0, T], then
condition (5.6) is superfluous.
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